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Abstract
One formulation of Marstrand’s slicing theorem is the
following. Assume that 𝑡 ∈ (1, 2], and 𝐵 ⊂ ℝ2 is a Borel
set with 𝑡(𝐵) < ∞. Then, for almost all directions 𝑒 ∈
𝑆1, 𝑡 almost all of 𝐵 is covered by lines 𝓁 parallel to 𝑒
with dimH(𝐵 ∩ 𝓁) = 𝑡 − 1. We investigate the prospects
of sharpening Marstrand’s result in the following sense:
in a generic direction 𝑒 ∈ 𝑆1, is it true that a strictly less
than 𝑡-dimensional part of 𝐵 is covered by the heavy
lines 𝓁 ⊂ ℝ2, namely thosewith dimH(𝐵 ∩ 𝓁) > 𝑡 − 1? A
positive answer for 𝑡-regular sets 𝐵 ⊂ ℝ2 was previously
obtained by the first author. The answer for general
Borel sets turns out to be negative for 𝑡 ∈ (1, 3

2
] and pos-

itive for 𝑡 ∈ (3
2
, 2]. More precisely, the heavy lines can

cover up to a min{𝑡, 3 − 𝑡} dimensional part of 𝐵 in a
generic direction. We also consider the part of 𝐵 cov-
ered by the 𝑠-heavy lines, namely those with dimH(𝐵 ∩
𝓁) ⩾ 𝑠 for 𝑠 > 𝑡 − 1. We establish a sharp answer to the
question: how much can the 𝑠-heavy lines cover in a
generic direction? Finally, we identify a new class of
sets called sub-uniformly distributed sets, which gen-
eralise Ahlfors-regular sets. Roughly speaking, these
sets share the spatial uniformity of Ahlfors-regular sets,
but pose no restrictions on uniformity across different
scales. We then extend and sharpen the first author’s
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previous result on Ahlfors-regular sets to the class of
sub-uniformly distributed sets.

MSC 2020
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Contents
1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2. NOTATION AND PRELIMINARIES. . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3. A NEW INCIDENCE ESTIMATE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4. APPLICATION TO SUB-UNIFORMLY DISTRIBUTED SETS . . . . . . . . . . . . . . . 12
5. CONTINUOUS SHARPNESS EXAMPLES. . . . . . . . . . . . . . . . . . . . . . . . . 17
APPENDIX: CONSTRUCTION OF THE BUILDING BLOCK. . . . . . . . . . . . . . . . . 28
ACKNOWLEDGEMENTS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
REFERENCES. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

1 INTRODUCTION

We start by stating Marstrand’s slicing theorem [10] as formulated in Mattila’s book [11, Theorem
6.9]. For 𝑒 ∈ 𝑆1 and 𝑧 ∈ ℝ2, we use the notation 𝓁𝑒,𝑧 ∶= 𝑧 + span(𝑒).

Theorem 1.1 (Marstrand, ’54). Let 𝑡 ∈ (1, 2], and let 𝐵 ⊂ ℝ2 be a Borel set with𝑡(𝐵) < ∞. Then
there exists a1-null set 𝐸 ⊂ 𝑆1 such that the following holds for all 𝑒 ∈ 𝑆1 ⧵ 𝐸:

dimH(𝐵 ∩ 𝓁𝑒,𝑧) = 𝑡 − 1 (1.1)

for𝑡 a.e. 𝑧 ∈ 𝐵.
It was shown by the second author [13] that in fact dimH 𝐸 ⩽ 2 − 𝑡. Very roughly speaking,

Marstrand’s theorem says that the lines 𝓁 ⊂ ℝ2 failing (1.1) are ‘exceptional’. There are two ways
in which (1.1) can fail: either 𝓁 is light or heavy:

dimH(𝐵 ∩ 𝓁) < 𝑡 − 1 or dimH(𝐵 ∩ 𝓁) > 𝑡 − 1.

In [11, section 6.4], Mattila proposes to study, how large a proportion of 𝐵 can be covered by such
exceptional lines. Marstrand’s theorem states, in a generic direction, that this proportion has van-
ishing𝑡 measure, but can one do better? The problem only makes sense in a generic direction:
for example, if 𝐵 = 𝐴 × 𝐴 with dimH 𝐴 =

1

2
dimH 𝐵, then all of 𝐵 is covered by heavy horizontal

(or vertical) lines.
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In the current paper, we focus on the problem of heavy lines. Let us briefly formalise our key
notions. Given 𝐴 ⊂ ℝ2, we say that a line 𝓁 ⊂ ℝ2 is heavy (for 𝐴) if

dimH(𝐴 ∩ 𝓁) > max{dimH 𝐴 − 1, 0}.

More specifically, for a parameter 𝑠 > max{dimH 𝐴 − 1, 0}, we say that a line 𝓁 ⊂ ℝ2 is 𝑠-heavy if
dimH(𝐴 ∩ 𝓁) ⩾ 𝑠.

Definition 1.1. Let 𝐴 ⊂ ℝ2. For 𝑒 ∈ 𝑆1, let (𝐴, 𝑒, 𝑠) be the family of 𝑠-heavy lines parallel to 𝑒.
The 𝑠-heavy part of 𝐴 in direction 𝑒 is the set

𝐻(𝐴, 𝑒, 𝑠) ∶= {𝑧 ∈ 𝐴 ∶ 𝓁𝑒,𝑧 ∈ (𝐴, 𝑒, 𝑠)}.
We also define (𝐴, 𝑒) as the union of the families (𝐴, 𝑒, 𝑠) for 𝑠 > max{dimH 𝐴 − 1, 0}, and
finally

𝐻(𝐴, 𝑒) ∶= {𝑧 ∈ 𝐴 ∶ 𝓁𝑒,𝑧 ∈ (𝐴, 𝑒)}.
Then, we set 𝔥(𝐴, 𝑠) ∶= ess sup𝑒∈𝑆1 dimH 𝐻(𝐴, 𝑒, 𝑠) and 𝔥(𝐴) ∶= ess sup𝑒∈𝑆1 dimH 𝐻(𝐴, 𝑒).

The quantities 𝔥(𝐴, 𝑠) and 𝔥(𝐴) encode the answer to the question: howmuch of𝐴 can (atmost)
be covered by the (𝑠-)heavy lines in a generic direction? In a previous paper [6, Theorem 1.3], the
first author proved the following in the case where 𝐴 ⊂ ℝ2 is compact and Ahlfors-regular:

𝔥(𝐴) ⩽ 1. (1.2)

In particular, the value of (the upper bound for) 𝔥(𝐴) is independent of dimH 𝐴, and becomes non-
trivial if dimH 𝐴 > 1. Note that (1.2) implies 𝔥(𝐴, 𝑒, 𝑠) ⩽ 1 for all 𝑠 > min{dimH 𝐴 − 1, 0}. When
starting the research, it seemed reasonable to believe that

(a) Ahlfors-regularity should not be necessary for (1.2), and
(b) sharper estimates might hold for 𝑠 > min{dimH 𝐴 − 1, 0}.

For readers familiar with theFurstenberg set problem, it will not come as a surprise that Problem
1.1 is somehow related to Furstenberg sets. We clarify this connection presently.

Definition 1.2. Let 𝑠 ∈ [0, 1] and 𝑡 ∈ [0, 2]. A set 𝐹 ⊂ ℝ2 is an (𝑠, 𝑡)-Furstenberg set if there exists
a family  of lines in ℝ2 with dimH  ⩾ 𝑡 such that dimH(𝐹 ∩ 𝓁) ⩾ 𝑠 for all 𝓁 ∈ .
Here dimH  refers to the Hausdorff dimension of  viewed as a subset of(2, 1), the (metric)

space of all affine lines in ℝ2. A concrete metric in(2, 1) is given by the formula
𝑑(2,1)(𝓁1,𝓁2) ∶= ‖𝜋𝐿1 − 𝜋𝐿2‖op + |𝑎1 − 𝑎2|,

where 𝓁1 = 𝐿1 + 𝑎1 and 𝓁2 = 𝐿2 + 𝑎2, and 𝐿1, 𝐿2 ∈ (2, 1) are 1-dimensional subspaces ofℝ2 par-
allel to 𝓁1,𝓁2, respectively, 𝑎𝑗 ∈ 𝐿⟂𝑗 , and 𝜋𝐿𝑗 ∶ ℝ

2 → 𝐿𝑗 refers to the orthogonal projection to 𝐿𝑗
for 𝑗 ∈ {1, 2}.
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4 of 33 DĄBROWSKI et al.

In recent work, the third author with Ren [15] proved the following (sharp) lower bound for the
Hausdorff dimension of (𝑠, 𝑡)-Furstenberg sets:

Theorem 1.2 (Ren–Wang). Let 𝐹 ⊂ ℝ2 be an (𝑠, 𝑡)-Furstenberg set with 𝑠 ∈ (0, 1] and 𝑡 ∈ [0, 2].
Then,

dimH 𝐹 ⩾ min
{
𝑠 + 𝑡, 3𝑠+𝑡

2
, 𝑠 + 1

}
.

In Theorem 1.2, it is not necessary to assume any measurability of 𝐹. Using this information,
we can make progress on the problem of heavy lines:

Proposition 1.1. Let𝐴 ⊂ ℝ2 be a set with dimH 𝐴 = 𝑡 ∈ [1, 2]. If 𝑠 >
1

3
(2𝑡 − 1), then(𝐴, 𝑠, 𝑒) = ∅

for almost all 𝑒 ∈ 𝑆1, therefore 𝔥(𝐴, 𝑠) = 0. For 𝑡 − 1 < 𝑠 ⩽ 1
3
(2𝑡 − 1), we have

𝔥(𝐴, 𝑠) ⩽ min{2𝑡 − 3𝑠, 𝑡}.

In particular, 𝔥(𝐴) ⩽ min{3 − 𝑡, 𝑡}.

Proof. Assume first that 𝑠 > (2𝑡 − 1)∕3. Assume to the contrary that (𝐴, 𝑠, 𝑒) ≠ ∅ for positively
many directions 𝑒 ∈ 𝑆1. This implies that there exist positively many 𝑒 ∈ 𝑆1 such that dimH(𝐴 ∩
𝓁𝑒) ⩾ 𝑠 for at least one line 𝓁𝑒 parallel to 𝑒. Consequently, 𝐴 is an (𝑠, 1)-Furstenberg set, and by
Theorem 1.2

𝑡 = dimH 𝐴 ⩾
3𝑠+1

2
> (2𝑡−1)+1

2
= 𝑡.

This is a contradiction.
Assume next 𝑡 − 1 < 𝑠 < (2𝑡 − 1)∕3 (the endpoint 𝑠 = 1

3
(2𝑡 − 1) can be eventually treated by

resorting to a sequence 𝑠𝑗 ↗
1

3
(2𝑡 − 1)).

Let (𝐴, 𝑠) ∶= ⋃
𝑒∈𝑆1 (𝐴, 𝑒, 𝑠) be the collection of all 𝑠-heavy lines in all directions. Abbre-

viate 𝔥 ∶= 𝔥(𝐴, 𝑠). As the bound 𝔥 ⩽ 𝑡 is trivial, it suffices to prove that 𝔥 ⩽ 2𝑡 − 3𝑠. We make a
counter assumption: 𝔥 > 2𝑡 − 3𝑠. In particular, 𝔥 > 1 by the assumption 𝑠 < (2𝑡 − 1)∕3. By defini-
tions, for any 𝔥′ ∈ (1, 𝔥) there exist positively many directions 𝑒 ∈ 𝑆1 such that dimH 𝐻(𝐴, 𝑒, 𝑠) >
𝔥′. For all such directions 𝑒 ∈ 𝑆1, we have

dimH(𝐴, 𝑒, 𝑠) ⩾ 𝔥′ − 1,
because the lines in(𝐴, 𝑒, 𝑠) need to cover a set of dimension at least 𝔥′. Letting 𝔥′ ↗ 𝔥, it follows
that dimH(𝐴, 𝑠) ⩾ 𝔥, and therefore 𝐴 is an (𝑠, 𝔥)-Furstenberg set. By Theorem 1.2, we deduce
that dimH 𝐴 ⩾ min{𝑠 + 𝔥,

3𝑠+𝔥

2
, 𝑠 + 1}.

All the three possibilities lead to a contradiction. If the minimum is the first term, then
dimH 𝐴 > 𝑠 + (2𝑡 − 3𝑠) = 2𝑡 − 2𝑠 ⩾ 𝑡, because 𝑠 ⩽ (2𝑡 − 1)∕3 ⩽ 𝑡∕2. If theminimum is the second
term, then dimH 𝐴 >

1

2
(3𝑠 + 2𝑡 − 3𝑠) = 𝑡 by the hypothesis 𝔥 > 2𝑡 − 3𝑠. Finally, if the minimum

is the third term, then dimH 𝐴 ⩾ 𝑠 + 1 > 𝑡, as 𝑠 > 𝑡 − 1.
This completes the proof, except for final ‘in particular’ part. However, the estimate for 𝔥(𝐴)

follows from the cases 𝑠 > 𝑡 − 1 treated above by letting 𝑠 ↘ 𝑡 − 1. □
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HOWMUCH CAN HEAVY LINES COVER? 5 of 33

Let us then compare Proposition 1.1 to (1.2), namely the previously established result for
Ahlfors-regular sets. Have we made progress with hypotheses (a)–(b)?
Let 𝐴 ⊂ ℝ2 be a Borel set with dimH 𝐴 = 𝑡 ∈ [1, 2]. If 𝐴 is Ahlfors-regular, (1.2) states that

𝔥(𝐴) ⩽ 1. In contrast, Proposition 1.1 only yields 𝔥(𝐴) ⩽ min{3 − 𝑡, 𝑡}. For instance, if 𝑡 ⩽ 3
2
, Propo-

sition 1.1 only returns the trivial bound 𝔥(𝐴) ⩽ 𝑡. So, we have made virtually no progress in
confirming hypothesis (a), especially if dimH 𝐴 ⩽

3

2
.

How about hypothesis (b)? Indeed, if 𝑠 > 1
3
(2𝑡 − 1), we have shown that 𝔥(𝐴, 𝑠) = 0, which is

certainly sharper than (1.2).However, for 𝑠 = 1
3
(2𝑡 − 1)Proposition 1.1 only promises that𝔥(𝐴, 𝑠) ⩽

1. So, we are unable to improve on (1.2), unless 𝑠 > 1
3
(2𝑡 − 1). Thus, for Borel sets, Proposition 1.1

verifies neither (a) nor (b).
It turns out that the bound in Proposition 1.1 is sharp:

Theorem 1.3. For every 𝑡 ∈ (1, 2] and 𝑠 ∈ [𝑡 − 1, 1
3
(2𝑡 − 1)] there exists a compact set𝐾 ⊂ ℝ2 such

that dimH 𝐾 = 𝑡 and 𝔥(𝐾, 𝑠) = min{2𝑡 − 3𝑠, 𝑡}. In fact, 𝐾 can be selected so that

dimH 𝐻(𝐾, 𝑒, 𝑠) ⩾ min{2𝑡 − 3𝑠, 𝑡}

for every 𝑒 ∈ 𝑆1.

Remark 1.1. We can now answer the question on how much Theorem 1.1 can be sharpened for
heavy lines. If dimH 𝐴 = 𝑡 ∈ (

3

2
, 2], then the heavy lines in 1 almost every direction can only

cover a (3 − 𝑡)-dimensional set (by Proposition 1.1), where 3 − 𝑡 < 𝑡.
If 𝑡 ∈ (1, 3

2
], the heavy lines in every direction may cover a 𝑡-dimensional set. For 𝑡 ∈ (1, 3

2
), a

fortiori, the 𝑡
3
-heavy lines in every direction may cover a 𝑡-dimensional set.

(For 𝑡 = 3
2
, the example showing that heavy lines can cover a 𝑡-dimensional set is constructed

as a union of the sets 𝐾 = 𝐾𝑡,𝑠𝑗 in Theorem 1.3 with 𝑠𝑗 =
1

2
+ 1
𝑗
.)

Remark 1.2. Proposition 1.1 and Theorem 1.3 tell us something about dimH 𝐻(𝐴, 𝑒) for generic
𝑒 ∈ 𝑆1. A related question concerns dimH(𝐴, 𝑒). For this problem, a sharp answer was given
earlier by Fu and Ren [7, Corollary 1.7]. In fact dimH(𝐴, 𝑒) ⩽ 2 − 𝑡 for 1 almost every 𝑒 ∈
𝑆1. An easy generalisation of their argument shows, more generally, that if 𝑠 ∈ (𝑡 − 1, 1], then
dimH(𝐴, 𝑒, 𝑠) ⩽ 1 − 𝑠 for1 almost every 𝑒 ∈ 𝑆1.
Given these bounds, onemay be tempted to pursue the following formal ‘proof’ of the inequality

dimH 𝐻(𝐴, 𝑒) ⩽ 1. For 𝑠 ∈ (𝑡 − 1, 1] and 𝜖 > 0, we ‘sum up’ the dimension of the line family and
the upper bound for the heaviness to obtain

dimH[𝐻(𝐴, 𝑒, 𝑠) ⧵ 𝐻(𝐴, 𝑒, 𝑠 + 𝜖)] ⩽ (1 − 𝑠) + (𝑠 + 𝜖) = 1 + 𝜖. (1.3)

Then,we vary 𝑠 ∈ (𝑡 − 1, 1] and finally let 𝜖 → 0 to deduce that dimH 𝐻(𝐴, 𝑒) ⩽ 1. Of course (1.3) is
suspicious, as the argument relies on a ‘Fubini theorem for Hausdorff dimension’ that is generally
false. In fact, Theorem 1.3 shows that this argument is impossible to make rigourous, at least for
general compact sets.
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6 of 33 DĄBROWSKI et al.

1.1 Sub-uniformly distributed sets

Theorem 1.3 says that Proposition 1.1 is sharp in the class of Borel, or even compact, sets. For
Ahlfors-regular sets (1.2) says something much stronger. Which property of Ahlfors-regular sets
explains this discrepancy?
The examples constructed for Theorem 1.3 have the form 𝐾 = 𝐾1 ∪ 𝐾2, where both 𝐾1, 𝐾2 are

Cantor-type sets of dimension 𝑡, butwithwildly different ‘branching’ behaviour. Informally speak-
ing, the set 𝐾1 looks 2-dimensional between certain scales [𝛿𝑛, Δ𝑛] and 𝑡-dimensional between
other scales [Δ𝑛+1, 𝛿𝑛]. The set𝐾2 has the sameproperties, butwith the roles of the scales reversed.
In particular, it would be ill-defined to say that 𝐾1 ∪ 𝐾2 looks 𝑠-dimensional between the scales
[𝛿𝑛, Δ𝑛], for any 𝑠 ∈ [0, 2].
To improve on Theorem 1.3, we introduce the following definition that aims to (i) extend

Ahlfors-regular sets, and (ii) rule out the adverse behaviour described above:

Definition 1.3 (Sub-uniformly distributed sets). We say that a bounded set 𝐾 ⊂ ℝ𝑑 is sub-
uniformly distributed if there exists a constant 𝐶 > 0 such that

|𝐾|𝑅 ⋅ |𝐾 ∩ 𝑄|𝑟 ⩽ 𝐶|𝐾|𝑟, 𝑄 ∈ 𝑅(𝐾), 0 < 𝑟 ⩽ 𝑅 < ∞. (1.4)

The notation 𝑅(𝐾) refers to dyadic cubes of side-length 𝑅 intersecting 𝐾, and in (1.1) we
assume implicitly that 𝑟, 𝑅 only range over dyadic values 2𝑖 for 𝑖 ∈ ℤ. The notation |𝐾|𝑟 refers
to the cardinality of𝑟(𝐾).
Remark 1.3. At first we considered the slightly stronger definition of uniformly distributed sets
that would otherwise be defined as above, except that we require a 2-sided estimate |𝐾 ∩ 𝑄|𝑟 ∼|𝐾|𝑟∕|𝐾|𝑅. The caveat of the stronger definition is that the uniformity of a setmight depend on the
choice of a dyadic system, or whether the set𝑄 is taken to be an 𝑅-disc or an 𝑅-square. The notion
of sub-uniformly distributed sets is blind to such nuances, yet strong enough for our purposes.
Clearly 𝑡-Ahlfors-regular sets are sub-uniformly distributed: |𝐾 ∩ 𝑄|𝑟 ≲ (𝑅∕𝑟)𝑡 ∼ |𝐾|𝑟∕|𝐾|𝑅 for

all 𝑄 ∈ 𝑅 and 0 < 𝑟 ⩽ 𝑅 ⩽ diam(𝐾). For 𝑅 > diam(𝐾) the estimate (1.4) follows simply from|𝐾|𝑅 ∼ 1. However, sub-uniformly distributed sets are much more general than Ahlfors-regular
sets: for example, any Cantor type set obtained by replacing squares of level 𝑛 by𝐶(𝑛) ∈ ℕ squares
squares of level 𝑛 + 1 is sub-uniformly distributed.
The union of two sub-uniformly distributed sets is generally not sub-uniformly distributed.

Indeed, the sets in Theorem 1.3 can be written as a union of two sub-uniformly distributed sets,
and they fail the conclusion of Theorem 1.4.
Finally, we mention that the notion of (sub-)uniformly distributed sets was inspired by the

notion of {Δ𝑗}𝑛𝑛=0-uniform sets that has proved useful in dealing with Furstenberg sets and related
problems in approximate incidence geometry [14–16].

We then arrive at our main result for sub-uniformly distributed sets:

Theorem 1.4. Let 𝐾 ⊂ ℝ2 be compact and sub-uniformly distributed with dimH(𝐾) = 𝑡 ∈ (0, 2).
Formax{𝑡 − 1, 0} < 𝑠 ⩽ 1 we have

𝔥(𝐾, 𝑠) ⩽ max{𝑡 − 𝑠, 0}. (1.5)

In particular, 𝔥(𝐾) ⩽ 1.
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HOWMUCH CAN HEAVY LINES COVER? 7 of 33

In fact, we prove this estimate for a slightly larger ‘heavy part’, where heaviness is measured
using box-counting dimension; see Proposition 4.1 for details.

Remark 1.4. For 𝑠 > 𝑡

2
we see from (1.5) that dimH 𝐻(𝐾, 𝑒, 𝑠) ⩽

𝑡

2
< 𝑠 for a.e. 𝑒 ∈ 𝑆1. As a single

𝑠-heavy line satisfies dimH(𝐾 ∩ 𝓁) ⩾ 𝑠, it follows that for a.e. 𝑒 ∈ 𝑆1 there are no 𝑠-heavy lines
parallel to 𝑒, that is, (𝐾, 𝑒, 𝑠) = ∅. Compare this to Proposition 1.1, which stated that typically
there are no 𝑠-heavy lines as soon as 𝑠 > 1

3
(2𝑡 − 1).

As 𝑡
2
⩾
1

3
(2𝑡 − 1), the threshold of Proposition 1.1 is lower than the one we can obtain from

Theorem 1.4. In other words, for 𝑠 > 1
3
(2𝑡 − 1) the estimate from Proposition 1.1 (valid for general

Borel sets) beats Theorem 1.4. On the other hand, for 𝑡 − 1 < 𝑠 ⩽ 1
3
(2𝑡 − 1) the bound from Theo-

rem 1.4 beats Proposition 1.1. Regardless, in this range we suspect that the bound (1.5) is not sharp
in the class of sub-uniformly distributed sets, let alone Ahlfors-regular sets.

1.2 Further literature

If we restrict to sets with an underlying dynamical system, there are significantly stronger answers
to the heavy lines problem than we presented above for Ahlfors-regular and sub-uniformly dis-
tributed sets. For instance, solving an old conjecture of Furstenberg [8], Shmerkin [16] andWu [17]
independently established the following. Assume that 𝐾 = 𝐴 × 𝐵, where 𝐴 is ×𝑝-invariant, 𝐵 is
×𝑞-invariant, and log 𝑝∕ log 𝑞 ∉ ℚ. Then𝐻(𝐾, 𝑒) = ∅ for all 𝑒 ∈ 𝑆1 ⧵ span{(0, 1), (1, 0)}. A similar
conclusion holds (without any exceptional directions) if 𝐾 ⊂ ℝ2 is a self-similar set where one of
the generators contains an irrational rotation, see [17, Theorem 1.6]. For more recent work related
to Furstenberg’s intersection conjecture, see, for example, [1–4, 18]
Finally, we refer the reader to the recent survey of Mattila [12] on various slicing problems.

1.3 Structure of the paper

After a brief section on notation and preliminaries, Theorem 1.4 on sub-uniformly distributed sets
is proved in Sections 3 and 4. The proof is Fourier-analytic, and based on the high–low method
introduced in Subsection 2.1. Theorem 1.4 will be derived from a new 𝛿-discretised incidence
estimate stated as Proposition 3.1.
The sharpness examples in Theorem 1.3 are constructed in Section 5. The examples are fun-

damentally based on ‘folklore’ sharpness examples for the (𝑠, 𝑡)-Furstenberg set problem, and
related projection problems. It seems, however, that these examples are not available in the lit-
erature in the quantitative form we require in Section 5. The Appendix is devoted to filling in
the details.

2 NOTATION AND PRELIMINARIES

Notation 2.1. We write 𝑓 ≲ g if there exists an absolute constant 𝐶 > 0 such that 𝑓 ⩽ 𝐶g . If 𝐶
depends on some parameter 𝜖, we will write 𝑓 ≲𝜖 g . In case 𝑓 ≲ g ≲ 𝑓 we write 𝑓 ∼ g , while
𝑓 ∼𝜖 g denotes 𝑓 ≲𝜖 g ≲𝜖 𝑓.
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8 of 33 DĄBROWSKI et al.

Notation 2.2 (Families of dyadic cubes). The notation 𝛿(ℝ𝑑) will refer to the standard dyadic
cubes of ℝ𝑑. More generally, if 𝑃 ⊂ ℝ𝑑 or 𝑃 ⊂ 𝛿(ℝ𝑑), and Δ ∈ 2−ℤ, we will use the notation

𝑃Δ ∶= Δ(𝑃) ∶= {𝐩 ∈ Δ(ℝ𝑑) ∶ 𝐩 ∩ 𝑃 ≠ ∅}.
Wewill also write |𝑃|Δ ∶= |𝑃Δ| to denote the (dyadic) Δ-covering number of 𝑃. We set |𝑃|Δ ∶= ∞
if 𝑃 meets infinitely many dyadic Δ-cubes.
In the special case 𝑃 = [0, 1)2, we abbreviate

𝛿 ∶= 𝛿([0, 1)2).
If 𝐩 ∈ Δ(ℝ𝑑) and  ⊂ 𝛿(ℝ𝑑) with 𝛿 ⩽ Δ ⩽ 1, we will also (ab-)use the notation  ∩ 𝐩 ∶= {𝑝 ∈
 ∶ 𝑝 ⊂ 𝐩}.
Notation 2.3. Let 𝛿 ∈ 2−ℕ. The dyadic 𝛿-tubes  𝛿 are the images of elements of 𝛿 under the
‘point-line duality map’

𝐃(𝑎, 𝑏) ∶= {(𝑥, 𝑦) ∈ ℝ2 ∶ 𝑦 = 𝑎𝑥 + 𝑏}.

More precisely, each 𝑇 ∈  𝛿 has the form 𝑇 = ∪𝐃(𝑝) for some 𝑝 = 𝑝𝑇 ∈ 𝛿. (It is a choice of
normalisation, not a typo, that we only consider images of𝛿 instead of𝛿(ℝ𝑑).) In other words,
𝑇 is the subset of ℝ2 obtained by taking the union of the lines 𝐃(𝑎, 𝑏) with (𝑎, 𝑏) ∈ 𝑝. For more
information, see [14, section 2.3]. If 𝐓 ∈  Δ, and  ⊂  𝛿 with 0 < 𝛿 ⩽ Δ ⩽ 1, we will (ab-)use the
notation  ∩ 𝐓 ∶= {𝑇 ∈  ∶ 𝑇 ⊂ 𝐓}.
Remark 2.1. Elements of  𝛿 contain lines of multiple different slopes, so they do not resemble
‘ordinary’ 𝛿-tubes (𝛿-neighbourhoods of lines) at large scales. However, inside bounded subsets
of ℝ2, where all of our analysis happens, dyadic 𝛿-tubes look roughly like ordinary 𝛿-tubes. More
precisely, for every bounded set𝐵 ⊂ ℝ2, there exists a constant𝐶 = 𝐶𝐵 ⩾ 1 such that the following
holds: if 𝑇 ∈  𝛿, then 𝑇 ∩ 𝐵 is contained in the (𝐶𝛿)-neighbourhood of some line 𝓁 ⊂ ℝ2.
The benefits of considering dyadic tubes over ‘ordinary’ tubes are the same as the benefits of

working with dyadic cubes over arbitrary cubes, or Euclidean balls: the dyadic structure is a great
technical convenience, although typically not a necessity.

Notation 2.4. For every dyadic cube 𝑝 ∈ 𝛿 we associate the disc 𝐵𝑝 that is concentric with 𝑝 and
has diameter 10𝛿 (in particular 𝑝 ⊂ 𝐵𝑝). Similarly, for every dyadic tube 𝑇 = ∪𝐃([𝑎 + 𝛿) × [𝑏 +
𝛿)) ∈  𝛿, 𝛿 ∈ 2−ℕ, we associate the ‘ordinary’ tube 𝕋𝑇 that has width 10𝛿 and whose core line is
𝐃(𝑎, 𝑏). In particular,

𝑇 ∩ 𝐵(1) ⊂ 𝕋𝑇.

The notions 𝐵𝑝 and 𝕋𝑇 were defined so that the inclusion ordering of the discs and ordinary tubes
respects the inclusion ordering of the dyadic objects: if 𝑝, 𝐩 ∈

⋃
𝛿𝛿 with 𝑝 ⊂ 𝐩, then 𝐵𝑝 ⊂ 𝐵𝐩,

and similarly if 𝑇, 𝐓 ∈
⋃
𝛿  𝛿 with 𝑇 ⊂ 𝐓, then 𝕋𝑇 ∩ 𝐵(2) ⊂ 𝕋𝐓 ∩ 𝐵(2).

In the sequel, dyadic tubes are denoted with font 𝑇, 𝑇′ and ordinary tubes with font 𝕋, 𝕋′.
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HOWMUCH CAN HEAVY LINES COVER? 9 of 33

Notation 2.5. If  is a collection of 𝛿-balls in ℝ2 and  is a collection of ordinary 𝛿-tubes in ℝ2,
we define the incidences between  and  as

(,  ) ∶= {(𝐵, 𝕋) ∈  ×  ∶ 𝐵 ∩ 𝕋 ≠ ∅}.
We also extend this notation to families of dyadic 𝛿-squares and 𝛿-tubes as follows. Whenever
 ⊂ 𝛿 and  ⊂  𝛿, we will consider the set of incidences

( ,  ) ∶= {(𝑝, 𝑇) ∈  ×  ∶ 𝐵𝑝 ∩ 𝕋𝑇 ≠ ∅}. (2.1)

The correct meaning of  will always be clear from context. We remark that the notion of inci-
dences between dyadic squares and tubes is defined as a set of incidences between a family of
balls and ordinary tubes. This will enable using existing estimates on incidences that generally
concern Euclidean balls and ordinary tubes. The following property is worth recording:

𝑝 ⊂ 𝐩, 𝑇 ⊂ 𝐓 and 𝐵𝑝 ∩ 𝕋𝑇 ∩ 𝐵(2) ≠ ∅ ⟹ 𝐵𝐩 ∩ 𝕋𝐓 ≠ ∅. (2.2)

This follows immediately from 𝐵𝑝 ⊂ 𝐵𝐩 and 𝕋𝑇 ∩ 𝐵(2) ⊂ 𝕋𝐓 ∩ 𝐵(2).
It will occasionally be fruitful to view the set of incidences ( ,  ) as a subset of 𝛿(ℝ4) by

identifying the pair (𝑝, 𝑇) with the 𝛿-cube

𝑝 ⊗ 𝑇 ∶= 𝑝 × 𝑝𝑇 ∈ 𝛿(ℝ4).
If ⊂ ( ,  ) andΔ ∈ 2−ℕ ∩ [𝛿, 1], the notation ||Δ refers to the number of elements inΔ(ℝ4)
intersecting.

Lemma 2.1. Let 𝛿 ∈ 2−ℕ ∩ (0, 1
100
],  ⊂ 𝛿 and  ⊂  𝛿 . Then,

(( ,  ))Δ ⊂ (Δ, Δ), Δ ∈ 2−ℕ ∩ [𝛿, 1].

Proof. Let 𝑄 ∈ (( ,  ))Δ ⊂ Δ(ℝ4). Thus, 𝑄 contains at least one 𝛿-cube 𝑝 ⊗ 𝑇 with 𝑝 ∈  ,
𝑇 ∈  , and 𝐵𝑝 ∩ 𝕋𝑇 ≠ ∅. The hypothesis 𝛿 ⩽ 1

100
ensures that 𝐵𝑝 ⊂ 𝐵(2), and therefore 𝐵𝑝 ∩ 𝕋𝑇 ∩

𝐵(2) ≠ ∅. Now the dyadic Δ-parents of 𝑝 and 𝑇 also satisfy 𝐵𝐩 ∩ 𝕋𝐓 ≠ ∅, as recorded in (2.2), so
𝐩 ⊗ 𝐓 ∈ (Δ, Δ). But as 𝐩 ⊗ 𝐓 ∈ Δ(ℝ4) is a dyadic Δ-cube containing 𝑝 ⊗ 𝑇, we must have
𝑄 = 𝐩⊗ 𝐓 ∈ (Δ, Δ). □

Remark 2.2. The converse inclusion (Δ, Δ) ⊂ (( ,  ))Δ is false in general. It is possible that
𝐵𝐩 ∩ 𝕋𝐓 ≠ ∅ for some 𝐩 ∈ Δ and 𝐓 ∈ Δ, and thus 𝐩 ⊗ 𝐓 ∈ (Δ, Δ), but there exists no pair
𝑝 ∈  ∩ 𝐩 and 𝑇 ∈  ∩ 𝐓 such that 𝐵𝑝 ∩ 𝕋𝑇 ≠ ∅. In this case, 𝐩 ⊗ 𝐓 ∉ (( ,  ))Δ.

2.1 The high–lowmethod

Amain technical tool for us will be the high–lowmethod, pioneered by Guth, Solomon andWang
in [9]. We will employ the technique in the form formalised by Bradshaw [5, Proposition 2.1]:
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10 of 33 DĄBROWSKI et al.

Proposition 2.1. Fix 𝜖, 𝛿 ∈ (0, 1
2
]. Let be a family of 𝛿-balls contained in 𝐵(1) ⊂ ℝ2, and let  be

a family of (ordinary) 𝛿-tubes. Fix 𝐴 ∈ [𝛿−𝜖, 𝛿−1]. Then, we have either

|(,  )| ≲𝜖 √𝐴𝛿−1||| |, (2.3)

or

|(,  )| ≲𝜖 𝛿−𝜖𝐴−1|(𝐴,  𝐴)|, (2.4)

where 𝐴 = {𝐵𝐴 ∶ 𝐵 ∈ } and  𝐴 = {𝕋𝐴 ∶ 𝕋 ∈  } consist of the 𝐴-thickenings of the balls and
tubes in  and  , respectively.
This proposition is known as the ‘high–low method’, because its proof shows that (2.3) occurs

in the ‘high-frequency dominated case’, whereas (2.4) occurs in the ‘low-frequency dominated’
case.

Remark 2.3. We make a few clarifying remarks about Proposition 2.1. First, as can be expected,
(,  ) = {(𝐵, 𝕋) ∈  ×  ∶ 𝐵 ∩ 𝕋 ≠ ∅}. The families 𝐴 and  𝐴 consist of (𝐴𝛿)-balls and ordi-
nary (𝐴𝛿)-tubes, but, in a typical application, these families will be far from (𝐴𝛿)-separated. The
right intuition is that the families  and  typically consist of 𝛿-separated objects, but when the
objects in these families are thickened by 𝐴, they tend to have heavy overlap.

3 A NEW INCIDENCE ESTIMATE

To prove Theorem 1.4, we establish a new incidence estimate. It is valid for discretised variants of
sub-uniformly distributed sets, as defined below.

Definition 3.1. Let 𝐂 > 0 and let {Δ𝑛, … , Δ0} ⊂ 2−ℕ be an increasing sequence of scales. Suppose
that  is either a subset of 𝐵(0, 1) or a subfamily of 𝛿([0, 1)2) with 𝛿 ⩽ Δ𝑛. We say that  is
sub-{Δ𝑗}𝑛𝑗=0-uniform with constant 𝐂 if for every 𝑗 ∈ {0, 𝑓 … , 𝑛 − 1}

||Δ𝑗 ⋅ | ∩ 𝐩|Δ𝑗+1 ⩽ 𝐂||Δ𝑗+1 , 𝐩 ∈ Δ𝑗 ().
Proposition 3.1. For every 𝐂 > 0, 𝜅 ∈ (0, 1) and 𝑛 ∈ ℕ with 𝜂 ∶= 𝑛−1 ∈ (0, 𝜅

2
] the follow-

ing holds for all 𝛿 ∈ 2−ℕ small enough such that 𝑆 ∶= 𝛿−𝜂 ∈ 2ℕ. Consider the scale sequence
{𝛿, 𝑆𝛿, 𝑆2𝛿, … , 1} = {Δ𝑛, Δ𝑛−1, … , Δ0} ⊂ 2

−ℕ. Let both  ⊂  𝛿 and  ⊂ 𝛿 be sub-{Δ𝑗}𝑛𝑗=0-uniform
with constant 𝐂. Assume that

|( ,  )| ⩾ 𝛿1−𝜅||| |.
Then, there exists a scale Δ ∈ {Δ1, … , Δ𝑛} ⊂ [𝛿, 𝛿𝜂] such that

|(Δ, Δ)| ≲𝐂,𝜂 𝛿𝜅−2𝜂Δ−2. (3.1)

Here Δ ∶= Δ() and Δ =  Δ( ) are the dyadic Δ-covers of  and  , respectively.
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HOWMUCH CAN HEAVY LINES COVER? 11 of 33

Proof. The main idea is to apply the high–low method along the scale sequence {Δ𝑗}𝑛𝑗=0 (in
increasing order) and observe that that the incidence quotient

𝜄(Δ) ∶=
|(Δ, Δ)|
Δ|Δ||Δ| .

is (roughly) non-decreasing as long as the ‘low case’ of Proposition 2.1 occurs. Eventually, this
will show that the high case must occur, indeed well before scale ‘1’, and this is the scale at which
(3.1) holds.
Monotonicity of incidence quotients. Fix Δ = Δ𝑗 with 𝑗 ∈ {1, … , 𝑛}, in particular, Δ ∈ [𝛿, 𝛿𝜂].

Let 𝑐 > 0 be an absolute constant to be determined a little later. We apply Proposition 2.1 at
scale Δwith parameters 𝜖 = 𝜂2 and𝐴 ∶= 𝑐𝑆 and to the families {𝐵𝑝 ∶ 𝑝 ∈ Δ} and {𝕋𝑇 ∶ 𝑇 ∈ Δ}
(recall that (Δ, Δ) is defined using these balls and ordinary tubes). The proposition requires
𝐴 ∈ [Δ−𝜂

2
, Δ−1], and this is satisfied because 𝐴 ⩽ 𝑆 = 𝛿−𝜂 ⩽ Δ−1.

The conclusion is that, for a suitable constant 𝐶 = 𝐶(𝜂) > 0, either

|(Δ, Δ)| ⩽ 𝐶√𝐴Δ−1|Δ||Δ| (3.2)

or

|(Δ, Δ)| ⩽ 𝐶Δ−𝜂2𝐴−1|(𝐴Δ ,  𝐴Δ )|. (3.3)

Here 𝐴
Δ
and  𝐴

Δ
refer to the families of ordinary balls (resp., tubes) of diameter (resp., width)

10𝐴Δ which are the 𝐴-times enlargements of the families {𝐵𝑝 ∶ 𝑝 ∈ Δ} and {𝕋𝑇 ∶ 𝑇 ∈ Δ}.
If (3.2) holds, we say that the high case occurs at scale Δ. If (3.2) fails (therefore (3.3) holds), we

say that the low case occurs at scale Δ. (We point out that these definitions depend on our choice
of 𝜂.) We claim that if the low case occurs at scale Δ, then

𝜄(Δ) ≲𝐂,𝜂 Δ
−𝜂2 𝜄(𝑆Δ). (3.4)

Recall that both  and  are assumed to be sub-{Δ𝑗}𝑛𝑗=0-uniform. Given Δ ∈ {Δ𝑛, … , Δ1} let
𝑀 = |Δ|∕|𝑆Δ| and 𝑁 = |Δ|∕|𝑆Δ|, so that

|Δ ∩ 𝐩| ⩽ 𝐂𝑀 and |Δ ∩ 𝐓| ⩽ 𝐂𝑁 (3.5)

for all 𝐩 ∈ 𝑆Δ() and 𝐓 ∈ 𝑆Δ( ). We now claim that

|(𝐴Δ ,  𝐴Δ )| ⩽ 𝐂2𝑀𝑁 ⋅ |(𝑆Δ, 𝑆Δ)|. (3.6)

To see this, let (𝑝, 𝑇) ∈ Δ × Δ be such that 𝐴𝐵𝑝 ∩ 𝐴𝕋𝑇 ≠ ∅ (these are the pairs we are counting
on the left-hand side of (3.6)). Let 𝐩 ∈ 𝑆Δ() and 𝐓 ∈ 𝑆Δ( ) be the dyadic parents of 𝑝 and
𝑇, respectively. We claim that 𝐵𝐩 ∩ 𝕋𝐓 ≠ ∅, or equivalently (𝐩, 𝐓) ∈ (𝑆Δ, 𝑆Δ). Once proven,
together with (3.5) this implies (3.6).
Proving that 𝐵𝐩 ∩ 𝕋𝐓 ≠ ∅ is an exercise in using the triangle inequality: indeed𝐴𝐵𝑝 ∩ 𝐴𝕋𝑇 ≠ ∅

implies that dist(𝑝, 𝑇) ≲ 𝐴Δ = 𝑐𝑆Δ, and in particular dist(𝑝, 𝑇) ⩽ 𝑆Δ if 𝑐 > 0 was chosen small
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12 of 33 DĄBROWSKI et al.

enough. Recalling that 𝐵𝐩 is a disc of diameter 10𝑆Δ around 𝐩 and 𝕋𝑇 is an ordinary tube of width
10𝑆Δ around 𝐓, it follows that 𝐵𝐩 ∩ 𝑇𝐓 ≠ ∅.
Now, combining (3.3)+(3.6), and the fact that 𝑀∕|Δ| = 1∕|𝑆Δ| and 𝑁∕|Δ| = 1∕|𝑆Δ|, we

may deduce that

𝜄(Δ) =
|(Δ, Δ)|
Δ|Δ||Δ|

(3.3)+(3.6)

≲𝐂,𝜂
Δ−𝜂

2
𝑆−1𝑀𝑁 ⋅ |(𝑆Δ, 𝑆Δ)|
Δ|Δ||Δ|

= Δ−𝜂
2
⋅

|(𝑆Δ, 𝑆Δ)|
(𝑆Δ)|𝑆Δ||𝑆Δ| = Δ−𝜂2 𝜄(𝑆Δ).

This completes the proof of (3.4).
Conclusion of the proof
By hypothesis 𝜄(𝛿) ⩾ 𝛿−𝜅, and on the other hand trivially 𝜄(1) ⩽ 1. From these facts, and the

monotonicity of the incidence quotients (3.4) in the ‘low’ cases, wemay easily infer that the ‘high’
case must occur at some scale Δ = Δ𝑗 with 𝑗 ∈ {1, … , 𝑛}. Indeed, if this were not the case, we
could ‘chain’ the inequalities (3.4) for all scales Δ = Δ𝑗 with 𝑗 ∈ {1, … , 𝑛} to deduce, for a suitable
constant 𝐜 = 𝐜(𝐂, 𝜂) > 0, that

1 ⩾ 𝜄(Δ0) ⩾ (𝐜𝛿
𝜂2)𝑛−1𝜄(Δ𝑛) ⩾ 𝐜

1∕𝜂 ⋅ 𝛿𝜂
2∕𝜂−𝜅 ⩾ 𝐜1∕𝜂 ⋅ 𝛿−𝜅∕2, (3.7)

recalling that 𝜂 ⩽ 𝜅∕2. Provided that 𝛿 > 0 is small enough, we reach a contradiction. Therefore,
the high case must occur for some index 𝑗 ∈ {1, … , 𝑛}, and we choose the largest index at which
this happens: thus Δ ∶= Δ𝑗 is the smallest ‘high’ scale. As the low case occurred at all larger
indices, repeating the argument at (3.7) shows that

|(Δ, Δ)|
Δ|Δ||Δ| = 𝜄(Δ) ⩾ 𝐜1∕𝜂 ⋅ 𝛿𝜂−𝜅. (3.8)

Note that if 𝑗 = 𝑛 (i.e. the high case occurs immediately, andΔ = 𝛿), we have an even better lower
bound 𝜄(Δ) = 𝜄(𝛿) ⩾ 𝛿−𝜅.
On the other hand, as the ‘high’ case occurs at scale Δ, we have (3.2) at our disposal:

|(Δ, Δ)| ≲𝜂 √𝑆Δ−1|Δ||Δ| (3.8)≲𝐂,𝜂

√
𝛿𝜅−2𝜂Δ−2|(Δ, Δ)|.

Rearranging this yields |(Δ, Δ)| ≲𝐂,𝜂 𝛿𝜅−2𝜂Δ−2, as claimed in (3.1). □

4 APPLICATION TO SUB-UNIFORMLY DISTRIBUTED SETS

In this section, we use Proposition 3.1 to prove Theorem 1.4. First, we need the following
decomposition lemma:
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HOWMUCH CAN HEAVY LINES COVER? 13 of 33

Lemma 4.1. Let 𝑛 ⩾ 2 be an integer, 𝜂 ∶= 𝑛−1 ∈ (0, 1), 𝛿 ∈ 2−ℕ, and set 𝑆 ∶= 𝛿−𝜂 . Suppose that
{𝛿, 𝑆𝛿, 𝑆2𝛿, … , 1} = {Δ𝑛, … , Δ0} ⊂ 2

−ℕ. Given  ⊂ 𝛿 , there is a partition

 =
𝑁⋃
𝑖=1

𝑖

such that 𝑖 are pairwise disjoint, each 𝑖 is sub-{Δ𝑗}𝑛𝑗=0-uniform with constant 2, and 𝑁 ⩽
(−𝐶𝑛−1 log 𝛿)𝑛.

Proof. Note that for any 𝑗 ∈ {0, … , 𝑛 − 1} each 𝐩 ∈ Δ𝑗 contains at most 𝑆2 cubes from Δ𝑗+1 . For
any 𝑝 ∈  , we will denote by 𝐩𝑗 the dyadic Δ𝑗-parent of 𝑝.
For 0 ⩽ 𝑘 ⩽ log2 𝑆2 we set

𝑘 = {𝑝 ∈  ∶ 2𝑘−1 < |𝐩𝑛−1 ∩ | ⩽ 2𝑘}.
Clearly, the sets 𝑘 are sub-{Δ𝑛, Δ𝑛−1, Δ0}-uniform.
We proceed inductively. Suppose that ̃ ⊂  is sub-{Δ𝑛, … , Δ𝑚, Δ0}-uniform, where𝑚 ⩾ 2. For

0 ⩽ 𝑘 ⩽ log2 𝑆
2 we set

̃𝑘 = {
𝑝 ∈ ̃ ∶ 2𝑘−1 < |𝐩𝑚−1 ∩ ̃Δ𝑚 | ⩽ 2𝑘} .

It follows that the sets ̃𝑘 are sub-{Δ𝑛, … , Δ𝑚, Δ𝑚−1, Δ0}-uniform
After performing this subpartitioning procedure 𝑛 times, we end up with sub-{Δ𝑗}𝑛𝑗=0-uniform

sets. Each time, we increased the number of partitions at most by a factor of log2 𝑆2 + 1 ∼
−𝜂 log 𝛿. □

We use Proposition 3.1 and the decomposition lemma above to get an estimate on incidences
between a sub-uniform set  and a family of tubes  consisting exclusively of ‘heavy tubes’.

Lemma4.2. For every𝐂 > 0, 𝜅 ∈ (0, 1) and𝑛 ∈ ℕwith 𝜂 ∶= 𝑛−1 ∈ (0, 𝜅
3
] the following holds for all

𝛿 ∈ 2−ℕ small enough such that also𝑆 ∶= 𝛿−𝜂 ∈ 2ℕ. Consider the scale sequence {𝛿, 𝑆𝛿, 𝑆2𝛿, … , 1} =
{Δ𝑛, Δ𝑛−1, … , Δ0}. Suppose that  ⊂ 𝛿 is sub-{Δ𝑗}𝑛𝑗=0-uniform with constant 𝐂, and that  ⊂  𝛿
satisfies

|( , {𝑇})| = |{𝑝 ∈  ∶ 𝐵𝑝 ∩ 𝕋𝑇 ≠ ∅}| ⩾ 𝛿1−𝜅||, 𝑇 ∈  . (4.1)

Then,

2−𝜅+3𝜂∞ (( ,  )) ≲𝐂,𝜂 𝛿𝜂∕2. (4.2)

Proof. Weapply Lemma4.1 to the tube family  to obtain a partition of  into sub-{Δ𝑗}𝑛𝑗=0-uniform
(with constant 2) subfamilies 1, … , 𝑁 . It follows from (4.1) that

|( , 𝑖)| ⩾ 𝛿1−𝜅|||𝑖|, 𝑖 ∈ {1, … ,𝑁}.

 14697750, 2024, 5, D
ow

nloaded from
 https://londm

athsoc.onlinelibrary.w
iley.com

/doi/10.1112/jlm
s.12910 by U

niversity O
f Jyväskylä L

ibrary, W
iley O

nline L
ibrary on [03/05/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



14 of 33 DĄBROWSKI et al.

Thus, we may apply Proposition 3.1 for each 1 ⩽ 𝑖 ⩽ 𝑁 to obtain Δ(𝑖) ∈ {Δ1, … , Δ𝑛} such that

|(Δ(𝑖), 𝑖,Δ(𝑖))| ≲𝐂,𝜂 𝛿𝜅−2𝜂Δ(𝑖)−2. (4.3)

As ( ,  ) = ⋃𝑁
𝑖=1 ( , 𝑖), we note that

( ,  ) ⊂
𝑁⋃
𝑖=1

(( , 𝑖))Δ𝑖
L. 2.1
⊂

𝑁⋃
𝑖=1

(Δ(𝑖), 𝑖,Δ(𝑖)).

We may then use this covering to obtain (4.2):

2−𝜅+3𝜂∞ (( ,  )) ⩽
𝑁∑
𝑖=1

Δ(𝑖)2−𝜅+3𝜂|(Δ(𝑖), 𝑖,Δ(𝑖))|
(4.3)

≲𝐂,𝜂

𝑁∑
𝑖=1

Δ(𝑖)−𝜅+3𝜂𝛿𝜅−2𝜂

⩽ 𝑁𝛿𝜅−2𝜂𝛿−𝜅+3𝜂 ≲ 𝛿𝜂∕2,

where in the last estimate we used 𝑁 ≲ (log 1
𝛿
)𝜂
−1
⩽ 𝛿−𝜂∕2 for 𝛿 small enough. □

Recall from Definition 1.3 that a bounded set 𝐾 is sub-uniformly distributed if it satisfies|𝐾|𝑅 ⋅ |𝐾 ∩ 𝑄|𝑟 ⩽ 𝐶|𝐾|𝑟, for all 𝑄 ∈ 𝑅(𝐾), 0 < 𝑟 ⩽ 𝑅 < ∞. Below, dimB𝐾 denotes the lower
box-counting dimension of 𝐾.

Lemma 4.3. If 𝐾 is compact and sub-uniformly distributed, then dimH 𝐾 = dimB𝐾.

Proof. As dimH 𝐾 ⩽ dimB𝐾 is always true, we only need to show dimH 𝐾 ⩾ dimB𝐾. Set 𝑡 ∶=
dim

B
𝐾. By the definition of dim

B
𝐾, for every 𝜖 > 0 there exists 𝑟𝜖 > 0 such that |𝐾|𝑟 ⩾ 𝑟−𝑡+𝜖 for all

𝑟 ∈ (0, 𝑟𝜖]. Now, fix 𝜖 > 0, and let be an open cover of 𝐾 such that diam(𝑈) ⩽ 𝑟𝜖 for all𝑈 ∈  .
Wewill show that

∑
𝑈∈ diam(𝑈)𝑡−𝜖 ≳ 1, where the constant only depends on the sub-uniformity

constant of 𝐾.
As 𝐾 is compact, there exists a finite sub-cover 0 ⊂  . Let 𝛿 ∈ 2−ℕ be so small that 𝛿 ⩽

min{diam(𝑈) ∶ 𝑈 ∈ 0}. For this 𝛿, by the sub-uniformity of 𝐾, we have
|𝐾 ∩ 𝑈|𝛿|𝐾|𝛿 ≲

|𝐾|𝛿|𝐾|diam(𝑈) ⋅ |𝐾|𝛿 ⩽ diam(𝑈)𝑡−𝜖, 𝑈 ∈ 0,

using diam(𝑈) ⩽ 𝑟𝜖 in the second inequality. Further, choosing 𝛿 > 0 smaller if necessary, wemay
assume that every 𝑝 ∈ 𝛿(𝐾) is contained in at least one element of0. Then,

∑
𝑈∈0

diam(𝑈)𝑡−𝜖 ≳
1|𝐾|𝛿

∑
𝑈∈0

|𝐾 ∩ 𝑈|𝛿 ⩾ 1,
as claimed. This shows that dimH 𝐾 ⩾ 𝑡 − 𝜖, and letting 𝜖 → 0 completes the proof. □
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HOWMUCH CAN HEAVY LINES COVER? 15 of 33

Remark 4.1. In the lemma above, one cannot replace dim
B
𝐾 by dimB𝐾. To see this, think of any

Cantor set 𝐾 whose construction involves alternating scales with large covering numbers and
small covering numbers, so that dimB𝐾 > dimB𝐾.

Given 𝑧 ∈ ℝ2 and 𝑒 ∈ 𝑆1, recall that 𝓁𝑒,𝑧 = 𝑧 + span(𝑒).We consider the followingmodification
of the heavy part𝐻(𝐾, 𝑒, 𝑠) defined in the introduction:

𝐻(𝐾, 𝑒, 𝑠) = {𝑧 ∈ 𝐾 ∶ dim
B
(𝐾 ∩ 𝓁𝑒,𝑧) ⩾ 𝑠}.

We may also consider 𝐻(𝐾, 𝑒, 𝑠), where dim
B
(𝐾 ∩ 𝓁𝑒,𝑧) is replaced by dimB(𝐾 ∩ 𝓁𝑒,𝑧). As

dimH(𝐴) ⩽ dimB(𝐴) ⩽ dimB(𝐴) for every bounded set 𝐴 ⊂ ℝ
2, it is clear that

𝐻(𝐾, 𝑒, 𝑠) ⊂ 𝐻(𝐾, 𝑒, 𝑠) ⊂ 𝐻(𝐾, 𝑒, 𝑠).

Therefore, Theorem 1.4 is a consequence of the following slightly stronger estimate.

Proposition 4.1. Let 𝐾 ⊂ ℝ2 be a compact sub-uniformly distributed set with dimH 𝐾 = 𝑡 ∈ (0, 2).
For everymax{𝑡 − 1, 0} < 𝑠 ⩽ 1 and a.e. 𝑒 ∈ 𝑆1

dimH 𝐻(𝐾, 𝑒, 𝑠) ⩽ max{𝑡 − 𝑠, 0}. (4.4)

Additionally, if 𝐾 is 𝑡-Ahlfors regular, then dimH 𝐻(𝐾, 𝑒, 𝑠) ⩽ max{𝑡 − 𝑠, 0}.

Proof. We assume that 𝑠 ⩽ 𝑡, otherwise the problem is trivial. Fix 0 < 𝜂 < 1
6
(𝑠 − 𝑡 + 1).

Let 𝐓 ∶= ∪𝐃([0, 1)2) be the ‘top’ dyadic tube (see Notation 2.3). Let 𝐽 ⊂ 𝑆1 be the arc corre-
sponding to directions of lines from 𝐃([0, 1)2). Note that there is a ball 𝐵 ⊂ 𝐓 such that for any
𝑒 ∈ 𝐽 and 𝑧 ∈ 𝐵 we have 𝓁𝑒,𝑧 ∈ 𝐃([0, 1)2) and in particular 𝓁𝑒,𝑧 ⊂ 𝐓. Without loss of generality
let us assume 𝐾 ⊂ 𝐵. We will establish (4.4) for a.e. 𝑒 ∈ 𝐽, and then the full result follows by the
rotational invariance of the problem.
Given 𝛿 ∈ 2−ℕ, we say that 𝑇 ∈  𝛿 is roughly parallel to 𝑒 ∈ 𝐽 if 𝑇 contains some line parallel

to 𝑒. For each 𝑒 ∈ 𝐽 denote by𝑒,𝛿 the family of all 𝑇 ∈  𝛿 roughly parallel to 𝑒 satisfying
|(𝐾𝛿, {𝑇})| ⩾ 𝛿𝑡−𝑠+2𝜂|𝐾|𝛿. (4.5)

Set

𝛿 =
⋃
𝑒∈𝐽

𝑒,𝛿.

Note that the tubes 𝑇 ∈ 𝛿 are heavy in the sense of Lemma 4.2: more precisely, according to
(4.5), they satisfy (4.1) with 𝜅 ∶= 𝑠 − 𝑡 + 1 − 2𝜂 ∈ (0, 1) and  = 𝐾𝛿.
Recall that for each 𝑧 ∈ 𝐻(𝐾, 𝑒, 𝑠)we have dim

B
(𝐾 ∩ 𝓁𝑒,𝑧) ⩾ 𝑠. It follows that for all sufficiently

small 𝛿 ∈ 2−ℕ there exists a tube 𝑇 ∈  𝛿 containing 𝓁𝑒,𝑧 and satisfying
|(𝐾𝛿, {𝑇})| ⩾ 𝛿−𝑠+𝜂. (4.6)
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16 of 33 DĄBROWSKI et al.

Indeed, as 𝑧 ∈ 𝐾 ⊂ 𝐵, and 𝑒 ∈ 𝐽, we know that 𝓁𝑒,𝑧 ∈ 𝐃([0, 1)2). It follows that 𝓁𝑒,𝑧 ∈ 𝐃(𝑝) for
some 𝑝 ∈ 𝛿, and in particular 𝓁𝑒,𝑧 ⊂ 𝑇 = ∪𝐃(𝑝) ∈  𝛿. Now (4.6) follows from the fact that |𝐾 ∩
𝓁𝑒,𝑧|𝛿 ≫ 𝛿−𝑠+𝜂 for 𝛿 small enough.
Let 𝛿𝑘 → 0 be a sequence of dyadic numbers such that |𝐾|𝛿𝑘 ⩽ 𝛿−𝑡−𝜂𝑘

for all 𝑘 ∈ ℕ (such a
sequence exists by Lemma 4.3). Then, for 𝑇 ∈  𝛿𝑘 satisfying (4.6) we have

|(𝐾𝛿𝑘 , {𝑇})| ⩾ 𝛿−𝑠+𝜂𝑘
⩾ 𝛿

𝑡−𝑠+2𝜂

𝑘
|𝐾|𝛿𝑘 , (4.7)

and in particular,𝑇 ∈ 𝑒,𝛿𝑘 . This shows that for every 𝑧 ∈ 𝐻(𝐾, 𝑒, 𝑠) there exists 𝑘0 = 𝑘0(𝑒, 𝑧) such
that for all 𝑘 ⩾ 𝑘0 we have 𝑧 ∈ 𝐾 ∩

⋃
𝑇∈𝑒,𝛿𝑘 𝑇. Hence, for any 𝑁 ∈ ℕ

𝐻(𝐾, 𝑒, 𝑠) ⊂ 𝐾 ∩
⋃
𝑘⩾𝑁

⋃
𝑇∈𝑒,𝛿𝑘

𝑇. (4.8)

For brevity of notation, we set 𝑘 ∶= 𝛿𝑘 = 𝛿𝑘 (𝐾),𝑒,𝑘 ∶= 𝑒,𝛿𝑘 ,𝑘 ∶= 𝛿𝑘 and 𝐻𝑒,𝑘 ∶= 𝐾 ∩⋃
𝑇∈𝑒,𝑘 𝑇.
Observe that, as 𝐾 is sub-uniformly distributed, the family 𝑘 is sub-{Δ𝑗}𝑛𝑗=0-uniform (with

some constant 𝐂 ⩾ 1) for any sequence of scales {Δ𝑗}𝑛𝑗=0 larger than 𝛿𝑘. In particular, Lemma 4.2
tells us that for all 𝛿𝑘 ⩽ 𝛿0 = 𝛿0(𝜅, 𝜂, 𝐂), where 𝜂 and 𝜅 are as above, we have the following bound
for the incidences between the heavy tubes  = 𝑘 and  = 𝑘:

2−𝜅+3𝜂∞ ((𝑘,𝑘)) ≲𝜂,𝐂 𝛿𝜂∕2𝑘 , (4.9)

From now on, we assume that 𝛿𝑘 ⩽ 𝛿0 for all 𝑘 ∈ ℕ.
By the definition of Hausdorff content, there exists a family of dyadic cubes  = {𝑅𝑖} ∈([0, 1)4) covering (𝑘,𝑘) ⊂ [0, 1)4 such that∑

𝑅𝑖∈
diam(𝑅𝑖)

2−𝜅+3𝜂 ≲ 2−𝜅+3𝜂∞ ((𝑘,𝑘)), (4.10)

Each 𝑅𝑖 can be written as 𝑅𝑖 = 𝑝𝑖 ⊗ 𝑇𝑖 = 𝑝𝑖 × 𝑝𝑇𝑖 , with 𝑝𝑖, 𝑝𝑇𝑖 ∈ ([0, 1)2). For 𝑒 ∈ 𝑆1 let𝑒 ⊂ 
be the family of cubes 𝑅𝑖 for which 𝑇𝑖 is roughly parallel to 𝑒, and set

𝑒 = {𝑝𝑖 ∶ 𝑅𝑖 = 𝑝𝑖 ⊗ 𝑇𝑖 ∈ 𝑒}.
We claim that 𝑒 is a covering of𝐻𝑒,𝑘. Indeed, note that𝑒 are a covering of the set of incidences(𝑘,𝑒,𝑘). At the same time, for every 𝑧 ∈ 𝐻𝑒,𝑘 we have that the cube 𝑝 ∈ 𝑘 containing 𝑧 is
incident to some heavy tube 𝑇 ∈ 𝑒,𝑘. Thus, 𝑝 ⊗ 𝑇 ∈ (𝑘,𝑒,𝑘), and there exists some 𝑅𝑖 =
𝑝𝑖 ⊗ 𝑇𝑖 ∈ 𝑒 such that 𝑝 ⊗ 𝑇 ⊂ 𝑝𝑖 ⊗ 𝑇𝑖 , and in particular 𝑝 ⊂ 𝑝𝑖 .
Using the fact that for any 𝑅𝑖 ∈ 

1({𝑒 ∈ 𝐽 ∶ 𝑅𝑖 ∈ 𝑒}) ≲ diam(𝑅𝑖),
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HOWMUCH CAN HEAVY LINES COVER? 17 of 33

and the fact that 𝑒 covers 𝐻𝑒,𝑘, we get

∫𝐽 
1−𝜅+3𝜂
∞ (𝐻𝑒,𝑘) 𝑑1(𝑒) ≲ ∫𝐽

∑
𝑝𝑖∈𝑒

diam(𝑝𝑖)
1−𝜅+3𝜂 𝑑1(𝑒)

≲ ∫𝐽
∑
𝑅𝑖∈𝑒

diam(𝑅𝑖)
1−𝜅+3𝜂 𝑑1(𝑒)

=
∑
𝑅𝑖∈

diam(𝑅𝑖)
1−𝜅+3𝜂 ⋅1({𝑒 ∈ 𝐽 ∶ 𝑅𝑖 ∈ 𝑒})

≲
∑
𝑅𝑖∈

diam(𝑅𝑖)
2−𝜅+3𝜂

(4.10)

≲ 2−𝜅+3𝜂∞ ((𝑘,𝑘))
(4.9)

≲𝜂,𝐂 𝛿
𝜂∕2

𝑘
.

Recalling that by (4.8) for any 𝑁 ∈ ℕ we have 𝐻(𝐾, 𝑒, 𝑠) ⊂
⋃
𝑘⩾𝑁 𝐻𝑒,𝑘, we arrive at

∫𝐽 
1−𝜅+3𝜂
∞ (𝐻(𝐾, 𝑒, 𝑠)) 𝑑1(𝑒) ⩽ lim inf

𝑁→∞

∑
𝑘⩾𝑁

∫𝐽 
1−𝜅+3𝜂
∞ (𝐻𝑒,𝑘) 𝑑1(𝑒)

≲𝜂,𝐂 lim inf
𝑁→∞

∑
𝑘⩾𝑁

𝛿
𝜂∕2

𝑘
= 0.

Thus, for a.e. 𝑒 ∈ 𝐽 we have 1−𝜅+3𝜂∞ (𝐻(𝐾, 𝑒, 𝑠)) = 0. As 1 − 𝜅 + 3𝜂 = 𝑡 − 𝑠 + 5𝜂, letting 𝜂 → 0
gives (4.4).
In the case of Ahlfors-regular 𝐾, it is straightforward to modify the proof above to show the

estimate for𝐻(𝐾, 𝑒, 𝑠) instead of𝐻(𝐾, 𝑒, 𝑠). In this case, we have |𝐾|𝛿 ≲ 𝛿−𝑡 for all 𝛿, and not just
for some sequence 𝛿𝑘 → 0. At the same time, for every 𝑧 ∈ 𝐻(𝐾, 𝑒, 𝑠) we have a dyadic sequence
𝛿𝑘(𝑧) → 0 such that every 𝛿𝑘(𝑧)-tube containing 𝓁𝑒,𝑧 satisfies

|(𝐾𝛿𝑘(𝑧), {𝑇})| ⩾ 𝛿𝑘(𝑧)−𝑠+𝜂 ⩾ 𝛿𝑘(𝑧)𝑡−𝑠+2𝜂|𝐾|𝛿𝑘(𝑧).
This means that 𝑇 ∈ 𝑒,𝛿𝑘(𝑧). Hence, for every 𝑁 ∈ ℕ

𝐻(𝐾, 𝑒, 𝑠) ⊂ 𝐾 ∩
⋃
𝛿⩽2−𝑁

⋃
𝑇∈𝑒,𝛿

𝑇,

which corresponds to (4.8). After that, we may proceed exactly as before. □

5 CONTINUOUS SHARPNESS EXAMPLES

In this section, we construct the examples claimed in Theorem 1.3. The statement is repeated
below, except that we have decoded the 𝔥 and𝐻 notation of the introduction:

Theorem 5.1. For every 𝑡 ∈ (1, 2] and 𝑠 ∈ [𝑡 − 1, 1
3
(2𝑡 − 1)], there exists a compact set𝐾 ⊂ ℝ2 with

the following properties.
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18 of 33 DĄBROWSKI et al.

∙ dimH 𝐾 = 𝑡.
∙ For 𝑒 ∈ 𝑆1, let 𝑒 be the family of lines 𝓁 ⊂ ℝ2 parallel to 𝑒 such that dimH(𝐾 ∩ 𝓁) ⩾ 𝑠. Then
dimH(𝐾 ∩ (∪𝑒)) ⩾ min{2𝑡 − 3𝑠, 𝑡} for all 𝑒 ∈ 𝑆1.
In fact, our construction gives the following variant of Theorem 5.1, from which Theorem 5.1

as stated follows by point-line duality; we explain this in a remark afterwards. If  is a family
of lines, and 𝐴 ⊂ ℝ2 is a set, we write (𝐴) ∶= {𝓁 ∈  ∶ 𝐴 ∩ 𝓁 ≠ ∅}. If 𝐴 = {𝑧}, we abbreviate
({𝑧}) =∶ (𝑧).
Theorem 5.2. For every 𝑡 ∈ (1, 2] and 𝑠 ∈ [𝑡 − 1, 1

3
(2𝑡 − 1)] there exists a compact set  ⊂ (2, 1)

consisting of non-vertical lines, and with the following properties.

∙ dimH  = 𝑡.
∙ For 𝑥 ∈ [0, 1], let

𝑅𝑥 ∶= {𝑧 ∈ {𝑥} × ℝ ∶ dimH (𝑧) ⩾ 𝑠}.
Then, dimH (𝑅𝑥) ⩾ min{2𝑡 − 3𝑠, 𝑡}.

Remark 5.1. We clarify why Theorem 5.2 implies Theorem 5.1. Assume that  ⊂ (2, 1) satis-
fies the claims in Theorem 5.2. As  consists of non-vertical lines, we may write  = 𝐃(𝐾0) for
some set 𝐾0 ⊂ ℝ2. Here 𝐃(𝑎, 𝑏) = {(𝑥, 𝑦) ∶ 𝑦 = 𝑎𝑥 + 𝑏} is the point-line duality map introduced
in Notation 2.3; it is easy to check that𝐃 is dimension preserving as amapℝ2 → ((2, 1), 𝑑(2,1)),
so also dimH 𝐾 = 𝑡.
To understand the connection between the second stated properties in Theorems 5.2 and 5.1,

let 𝑅 ⊂ ℝ2 be arbitrary. We claim the key relationship

𝐃−1((𝑅)) = 𝐾0 ∩
⋃
(𝑥,𝑦)∈𝑅

𝐃(−𝑥, 𝑦). (5.1)

To see this, fix (𝑎, 𝑏) ∈ 𝐃−1((𝑅)), thus 𝓁 = 𝐃(𝑎, 𝑏) ∈ (𝑅), and (𝑎, 𝑏) ∈ 𝐾0. As 𝓁 ∈ (𝑅), there
exists a point (𝑥, 𝑦) ∈ 𝑅 ∩ 𝐃(𝑎, 𝑏). This implies (𝑎, 𝑏) ∈ 𝐾0 ∩ 𝐃(−𝑥, 𝑦). The converse inclusion is
proved similarly.
To proceed proving Theorem 5.1, fix 𝑥 ∈ [0, 1], and let 𝑅𝑥 = {𝑧 ∈ {𝑥} × ℝ ∶ dimH (𝑧) ⩾ 𝑠} be

as in Theorem 5.2. By (5.1) applied to 𝑅𝑥, and the conclusion of Theorem 5.2,

dimH

⎛⎜⎜⎝𝐾0 ∩
⋃

(𝑥,𝑦)∈𝑅𝑥

𝐃(−𝑥, 𝑦)
⎞⎟⎟⎠ = dimH (𝑅𝑥) ⩾ min{2𝑡 − 3𝑠, 𝑡}, 𝑥 ∈ [0, 1]. (5.2)

Moreover, the lines 𝐃(−𝑥, 𝑦) with (𝑥, 𝑦) ∈ 𝑅𝑥 have constant slope (namely −𝑥), and by (5.1)
applied to 𝑅 = {(−𝑥, 𝑦)},

dimH(𝐾0 ∩ 𝐃(−𝑥, 𝑦)) = dimH (𝑥, 𝑦) ⩾ 𝑠, (𝑥, 𝑦) ∈ 𝑅𝑥.

This equation, combined with the definition of 𝑅𝑥, shows that the family {𝐃(−𝑥, 𝑦) ∶ (𝑥, 𝑦) ∈
𝑅𝑥} consists exactly of those lines 𝓁 ⊂ ℝ2 with slope −𝑥 satisfying dimH(𝐾0 ∩ 𝓁) ⩾ 𝑠. Equation
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HOWMUCH CAN HEAVY LINES COVER? 19 of 33

(5.2) then demonstrates that these lines cover an at least min{2𝑡 − 3𝑠, 𝑡}-dimensional part of 𝐾0.
This establishes Theorem 5.1 for all those 𝑒 ∈ 𝑆1 such that the slope of 𝑒 lies in [−1, 0].
The full version of Theorem 5.1 (for all directions 𝑒 ∈ 𝑆1) can now be obtained by defining 𝐾 as

a finite union of rotated copies of the set 𝐾0 above.

5.1 The building block

The basic building block of our construction uses the notion of (𝛿, 𝑠)-sets, defined below. Heuris-
tically, a (𝛿, 𝑠)-set can be pictured as a maximal 𝛿-separated subset inside a set 𝐾 ⊂ ℝ𝑑 with
dimH 𝐾 = 𝑠. Unfortunately, this heuristic is not literally valid in general. It is valid, for example,
if 𝐾 is is 𝑠-Ahlfors regular, that is,𝑠(𝐾 ∩ 𝐵(𝑥, 𝑟)) ∼ 𝑟𝑠 for all 𝑥 ∈ 𝐾 and 0 < 𝑟 ⩽ diam(𝐾).
Definition 5.1 ((𝛿, 𝑠, 𝐶)-set). For 𝛿 ∈ 2−ℕ, 𝑠 ∈ [0, 𝑑], and𝐶 > 0, a non-empty bounded set 𝑃 ⊂ ℝ𝑑
is called a (𝛿, 𝑠, 𝐶)-set if

|𝑃 ∩ 𝐵(𝑥, 𝑟)|𝑟 ⩽ 𝐶𝑟𝑠|𝑃|𝛿, 𝑥 ∈ ℝ𝑑, 𝑟 ∈ [𝛿, 1].

If is a finite union of dyadic cubes (possibly of different side-lengths), we say that is a (𝛿, 𝑠, 𝐶)-
set if the union ∪ is a (𝛿, 𝑠, 𝐶)-set in the sense above.

It is useful to note that if 𝑃 is a (𝛿, 𝑠, 𝐶)-set, then |𝑃|𝛿 ⩾ 𝛿−𝑠∕𝐶. This follows by applying the
defining inequality with 𝑟 ∶= 𝛿 and to any 𝐵(𝑥, 𝑟) intersecting 𝑃.
Let 𝜏 ∶= min{2𝑡 − 3𝑠, 𝑡}. The proof of Theorem 5.2 is based on the existence of sets Δ ⊂ Δ,

Δ ∈ 2−ℕ, with the following properties (P1)–(P2).

(P1) If 𝑥 ∈ [0, 1], then Δ ∩ ({𝑥} × ℝ) contains a non-empty (Δ, 𝜏 − 1, 𝐶)-set. Note that 𝜏 − 1 ⩾ 0
by the hypothesis 𝑠 < 1

3
(2𝑡 − 1). If 𝜏 = 1, we aremerely claiminghere thatΔ ∩ ({𝑥} × ℝ) ≠ ∅

for all 𝑥 ∈ [0, 1].
(P2) There exists a Δ𝑠-separated set Δ ⊂ Δ(𝑆1) such that Δ−𝑠 ≲ |Δ| ⩽ Δ−𝑠, and

|𝜋𝑒(Δ)|Δ ≲ Δ−(𝑠+𝜏)∕2, 𝑒 ∈ ∪Δ.
As a sanity check, note that (𝑠 + 𝜏)∕2 ⩽ (2𝑡 − 2𝑠)∕2 ⩽ 1 because 𝑠 ⩾ 𝑡 − 1 by assumption. It may
also be fun to know that Δ is a (Δ, 𝜏, 𝐶)-set, but this will not be explicitly needed. Further, we
will need the following ‘quasi nested’ property of the sets Δ:
(E) If the sequence {Δ̄𝑛}𝑛∈ℕ ⊂ 2−ℕ decays so rapidly that Δ̄𝑛 < Δ̄𝑛𝑛−1, then the set

𝐸 ∶=
⋂
𝑛∈ℕ

(∪Δ̄𝑛 ) (5.3)

satisfies dimH 𝐸 = 𝑠.

We suspect that the existence of Δ and Δ is ‘well-known’, but as a precise reference was difficult
to come by, we give the full details in the Appendix.
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20 of 33 DĄBROWSKI et al.

5.2 The general idea

To prove Theorem 5.2, we will construct three objects simultaneously: a compact (Cantor-type)
set 𝑅 ⊂ [0, 1]2, and two compact line sets 𝐹 and 𝐺 . These objects will satisfy the following
properties.

∙ dimH 𝐹 ⩽ (3𝑠 + 𝜏)∕2 ⩽ 𝑡 and dimH 𝐺 ⩽ 𝜏 ⩽ 𝑡 (here still 𝜏 = min{2𝑡 − 3𝑠, 𝑡}).
∙ dimH 𝐹(𝑧) ⩾ 𝑠 for all 𝑧 ∈ 𝑅.
∙ dimH 𝐺(𝑅 ∩ ({𝑥} × ℝ)) = 𝜏 for all 𝑥 ∈ [0, 1].
Once this has been accomplished, we define  ∶= 𝐹 ∪ 𝐺 . Then dimH  ⩽ 𝑡,

dimH (𝑧) ⩾ dimH 𝐹(𝑧) ⩾ 𝑠, 𝑧 ∈ 𝑅,

and

dimH (𝑅𝑥) ⩾ dimH 𝐺(𝑅 ∩ ({𝑥} × ℝ)) = min{2𝑡 − 3𝑠, 𝑡}, 𝑥 ∈ [0, 1].

This will complete the proof of Theorem 5.2.
Note that that the interesting inequality in Theorem 5.2 is ‘dimH  ⩽ 𝑡’. The inequality

dimH  ⩾ 𝑡 follows from the properties of , and recalling that Theorems 5.1–5.2 provide sharp-
ness examples to Proposition 1.1. That proposition (via point-line duality as in Remark 5.1) shows
that the lower bound for dimH (𝑅𝑥) is not possible if dimH  < 𝑡.
Remark 5.2. As  = 𝐹 ∪ 𝐺 , it may first seem that we can deduce the stronger bound dimH  ⩽
max{(3𝑠 + 𝜏)∕2, 𝜏}. However, the right-hand side equals ‘𝑡’ in both possible cases 𝜏 = 2𝑡 − 3𝑠 and
𝜏 = 𝑡.

The construction of all the objects 𝑅,𝐹,𝐺 will be based on a fixed but very rapidly decreasing
‘double’ scale sequence {Δ𝑛, 𝛿𝑛} of the form

1 =∶ Δ0 ≫ 𝛿0 ≫ Δ1 ≫ 𝛿1 ≫ … > 0,

where 𝛿𝑛, Δ𝑛 ∈ 2−ℕ. It will always be crucial to choose 𝛿𝑛 much smaller than Δ𝑛, and also Δ𝑛+1
much smaller than 𝛿𝑛. In fact, the only requirements will be that 𝛿𝑛 < Δ2𝑛𝑛 and Δ𝑛+1 < 𝛿

2(𝑛+1)
𝑛 for

all 𝑛 ⩾ 0. We now fix a sequence {Δ𝑛, 𝛿𝑛} with these properties.

5.3 The set 𝑹

We define the set 𝑅 ⊂ [0, 1]2 by the following iterative procedure. We will have

𝑅 =

∞⋂
𝑛=0

𝑅Δ𝑛 ,

where 𝑅Δ𝑛 is the union of a finite familyΔ𝑛 of closed dyadic Δ𝑛-squares. WriteΔ0 ∶= {[0, 1]2}
and 𝑅0 ∶= [0, 1]2. Assume that 𝑅Δ𝑛 ,Δ𝑛 have already been constructed. Fix 𝛿𝑛 ∈ 2−ℕ with 𝛿𝑛 <
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HOWMUCH CAN HEAVY LINES COVER? 21 of 33

F IGURE 1 The set 𝑄 ∩ 𝑅Δ𝑛+1 for 𝑄 ∈ 𝛿𝑛−1 .

Δ𝑛, and let

𝛿𝑛 ∶= {𝑄 ∈ 𝛿𝑛 ∶ 𝑄 ⊂ 𝑅Δ𝑛}. (5.4)

Thus, 𝛿1 = 𝛿1 . (In this section, the notation 𝛿 will refer to closed dyadic sub-squares of
[0, 1]2.) Next, fix Δ𝑛+1 ≪ 𝛿𝑛, and consider the ‘building block’

𝑛 ∶= Δ𝑛+1∕𝛿𝑛 .
For each square 𝑄 ∈ 𝛿𝑛 ⊂ 𝛿𝑛 , let 𝑄 be a copy of 𝑛 that has been rescaled by 𝛿𝑛 and then
translated inside 𝑄, thus

𝑄 ∶= 𝑆𝑄(𝑛) ⊂ Δ𝑛+1(𝑄),
where 𝑆𝑄 is the homothety taking [0, 1]2 to 𝑄. We then define

Δ𝑛+1 ∶=
⋃
𝑄∈𝛿𝑛

𝑄 ⊂ Δ𝑛+1 and 𝑅Δ𝑛+1 ∶= ∪Δ𝑛+1 . (5.5)

This completes the definitions of the familiesΔ𝑛 ,𝛿𝑛 , and the set 𝑅.
Figure 1 shows how the set 𝑅Δ𝑛+1 might look inside a single square 𝑄 ∈ 𝛿𝑛−1 . Note that first

𝑄 is replaced by the ‘𝜏-dimensional’ set Δ𝑛∕𝛿𝑛−1 . Next there follows a period of ‘2-dimensional
branching’ between the scales Δ𝑛 > 𝛿𝑛, and finally another period of ‘𝜏-dimensional branching’
between the scales 𝛿𝑛 > Δ𝑛+1.

5.4 The line family 𝑭

We will next define the line family 𝐹 announced in Subsection 5.2. We will also verify all the
stated properties of 𝐹 immediately. The idea is that the set 𝑅 constructed above has small pro-
jections in many directions. The line family 𝐹 will be defined as the family of all pre-image lines
of all of these small projections.
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22 of 33 DĄBROWSKI et al.

Lemma 5.1. Assuming that Δ𝑛 < 𝛿2𝑛𝑛−1 for all 𝑛 ⩾ 1, we have

|𝜋𝑒(𝑅Δ𝑛)|Δ𝑛 ⩽ Δ−(𝑠+𝜏)∕2−1∕𝑛𝑛 , 𝑒 ∈ ∪Δ𝑛∕𝛿𝑛−1 , 𝑛 ⩾ 1.
Proof. Fix 𝑛 ⩾ 1. Note that 𝜋𝑒(𝑅Δ𝑛) equals the union of the projections 𝜋𝑒(𝑄) for 𝑄 ∈ 𝛿𝑛−1 . On
the other hand, by (P2) we have

|𝜋𝑒(𝑄)|Δ𝑛 = |𝜋𝑒(Δ𝑛∕𝛿𝑛−1)|Δ𝑛∕𝛿𝑛−1 ⩽ Δ−(𝑠+𝜏)∕2𝑛 , 𝑒 ∈ ∪Δ𝑛∕𝛿𝑛−1 .

As 𝛿−2
𝑛−1
⩽ Δ

−1∕𝑛
𝑛 by assumption, it follows from the above, and |𝛿𝑛−1 | ⩽ 𝛿−2𝑛−1, that

|𝜋𝑒(𝑅Δ𝑛)|Δ𝑛 ⩽ 𝛿−2𝑛−1 ⋅ Δ−(𝑠+𝜏)∕2𝑛 ⩽ Δ
−(𝑠+𝜏)∕2−1∕𝑛
𝑛 , 𝑒 ∈ ∪Δ𝑛∕𝛿𝑛−1 .

This completes the proof of the lemma. □

We now define

𝐸 ∶=

∞⋂
𝑛=1

(∪Δ𝑛∕𝛿𝑛−1) ⊂ 𝑆1,

and the line family

𝐹 ∶=
⋃
𝑒∈𝐸

𝐹(𝑒) ∶=
⋃
𝑒∈𝐸

{𝜋−1𝑒 {𝜋𝑒(𝑧)} ∶ 𝑧 ∈ 𝑅}.

Proposition 5.1. Assuming that Δ𝑛 ⩽ 𝛿2𝑛𝑛−1 for 𝑛 ⩾ 1, we have

dimH 𝐹 ⩽ (3𝑠 + 𝜏)∕2.
Proof. Fix 𝑛 ⩾ 1 and recall from (P2) that

|𝐸|Δ𝑛 ⩽ 𝛿−1𝑛−1 ⋅ |Δ𝑛∕𝛿𝑛−1 | ≲ 𝛿−1𝑛−1 ⋅ (Δ𝑛∕𝛿𝑛−1)−𝑠 ⩽ Δ−𝑠−1∕𝑛𝑛 , 𝑛 ∈ ℕ.

On the other hand, for each 𝑒 ∈ 𝐸 ⊂ ∪Δ𝑛∕𝛿𝑛−1 , the lines of 𝐹(𝑒) can be covered by ⩽
Δ
−(𝑠+𝜏)∕2−1∕𝑛
𝑛 tubes of width Δ𝑛 by Lemma 5.1 (and one can use the same Δ𝑛-tubes to cover all

lines 𝐹(𝑒) whose angular components are within ⩽ Δ𝑛). Consequently, |𝐹|Δ𝑛 ⩽ Δ−(3𝑠+𝜏)∕2−2∕𝑛𝑛 .
This implies that dimH 𝐹 ⩽ dimB𝐹 ⩽ (3𝑠 + 𝜏)∕2. □

The following proposition is immediate from the definitions:

Proposition 5.2. We have

dimH 𝐹(𝑧) ⩾ 𝑠, 𝑧 ∈ 𝑅.
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HOWMUCH CAN HEAVY LINES COVER? 23 of 33

Proof. Evidently dimH 𝐹(𝑧) ⩾ dimH 𝐸. Moreover, dimH 𝐸 = 𝑠 by (E), provided that the ratios
Δ̄𝑛 = Δ𝑛∕𝛿𝑛−1 decay so rapidly that Δ̄𝑛 < Δ̄𝑛𝑛−1, or equivalently

Δ𝑛 < Δ
𝑛
𝑛−1

(
𝛿𝑛−1
𝛿𝑛−2

)𝑛
, 𝑛 ⩾ 1.

This follows from our assumptions: Δ𝑛 < 𝛿2𝑛𝑛−1 ⩽ Δ
𝑛
𝑛−1
𝛿𝑛
𝑛−1

. □

5.5 The line family 𝑮

We then define the line family 𝐺 announced in Subsection 5.2. We restate here the required
properties of 𝐺 .
(G1) dimH 𝐺 = 𝜏 = min{2𝑡 − 3𝑠, 𝑡}.
(G2) dimH 𝐺(𝑅𝑥) = 𝜏 for all 𝑥 ∈ [0, 1]. Here and below, 𝑅𝑥 ∶= 𝑅 ∩ ({𝑥} × ℝ).
A slightly informal description of 𝐺 is the following: 𝐺 is a uniform set with 𝜏-dimensional

branching between scales Δ𝑛 > 𝛿𝑛 and 2-dimensional branching between scales 𝛿𝑛 > Δ𝑛+1.
Therefore, 𝐺 has exactly the opposite features as the set 𝑅, which instead had 2-dimensional
branching between scales Δ𝑛 > 𝛿𝑛 and 𝜏-dimensional branching between scales 𝛿𝑛 > Δ𝑛+1.
We now give amore precise definition.We define𝐺 as the set of lines that are contained in the

intersection of the following nested sequence of dyadic tube families (recall Notation 2.3). First,
recall that Δ0 = 1, and let Δ0 ⊂  4 consist of all the dyadic 4-tubes intersecting [0, 1]2.
Next, assume that Δ𝑛 ⊂  4Δ𝑛 has already been constructed for some 𝑛 ⩾ 0. For every 𝐓 ∈ Δ𝑛

we define 𝛿𝑛 (𝐓) ⊂  4𝛿𝑛 to be a maximally separated set of dyadic (4𝛿𝑛)-tubes contained in 𝐓 of
cardinality |𝛿𝑛 (𝐓)| = (Δ𝑛∕𝛿𝑛)𝜏. In fact, the property of 𝛿𝑛 (𝐓)we really need is this: if the tubes in𝛿𝑛 (𝐓) are rescaled by (4Δ𝑛)−1, and the resulting family (in the parameter space [0, 1]2) is restricted
to a square 𝑄 ⊂ [0, 1]2 of side-length 1

100
, then the remaining family of dyadic (𝛿𝑛∕Δ𝑛)-tubes is a

(𝛿𝑛∕Δ𝑛, 𝜏, 𝐶)-set for an absolute constant 𝐶 > 0. So, informally speaking, we need 𝛿𝑛 (𝐓) to be a
moderately well-distributed (𝛿𝑛∕Δ𝑛, 𝜏)-set of tubes, modulo rescaling by (4Δ𝑛)−1.
Then, we set

𝛿𝑛 ∶=
⋃
𝐓∈Δ𝑛

𝛿𝑛 (𝐓). (5.6)

We note that |𝛿𝑛 | ⩽ Δ−2𝑛 ⋅ 𝛿−𝜏𝑛 ⩽ 𝛿
−𝜏−1∕𝑛
𝑛 for 𝑛 ⩾ 0, recalling that 𝛿𝑛 ⩽ Δ2𝑛𝑛 .

Finally, for each𝑇 ∈ 𝛿𝑛 , we define Δ𝑛+1(𝑇) to consist of all the dyadic (4Δ𝑛+1)-tubes contained
in 𝑇, and we set

Δ𝑛+1 ∶=
⋃
𝑇∈𝛿𝑛

Δ𝑛+1(𝑇). (5.7)

We then define

𝐺 ∶=
⋂
𝑛∈ℕ

(∪𝛿𝑛 ) =
⋂
𝑛∈ℕ

(∪Δ𝑛).

Property (G1) is rather clear by construction:
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24 of 33 DĄBROWSKI et al.

Proposition 5.3. dimH 𝐺 ⩽ 𝜏.
Proof. Note that all the lines in 𝐺 can be covered by the dyadic tubes in 𝛿𝑛 , 𝑛 ⩾ 0. As |𝛿𝑛 | ⩽
𝛿
−𝜏−1∕𝑛
𝑛 for 𝑛 ⩾ 0, it follows that dimH 𝐺 ⩽ dimB ⩽ 𝜏. □

To understand the subsets 𝐺(𝑅𝑥) ⊂ 𝐺 , and to prove (G2), we start by setting up some
notation. We write 𝐿𝑥 ∶= {𝑥} × ℝ, and identifying 𝐿𝑥 ≅ ℝ, further

𝛿𝑛 (𝑥) ∶= {𝐼 ∈ 𝛿𝑛 (𝐿𝑥) ∶ 𝐼 ⊂ 𝑅𝛿𝑛 } and Δ𝑛(𝑥) ∶= {𝐼 ∈ Δ𝑛(𝐿𝑥) ∶ 𝐼 ⊂ 𝑅Δ𝑛}.
We agree that the dyadic intervals above are closed (and recall also that 𝑅𝛿𝑛 , 𝑅Δ𝑛 are defined as
unions of closed dyadic squares).
For 𝐈 ∈ Δ𝑛(𝑥), let 𝛿𝑛 (𝐈) ∶= {𝐼 ∈ 𝛿𝑛 (𝑥) ∶ 𝐼 ⊂ 𝐈} and similarly for 𝐼 ∈ 𝛿𝑛 (𝑥), let Δ𝑛+1(𝐼) ∶=

{𝐈 ∈ Δ𝑛+1(𝑥) ∶ 𝐈 ⊂ } (we suppress ‘𝑥’ from the notation for simplicity). Now,

𝛿𝑛 (𝐈) = 𝛿𝑛 (𝐈), 𝐈 ∈ Δ𝑛(𝑥), (5.8)

This is because the set𝛿𝑛 consisted of all the 𝛿𝑛-squares contained in 𝑅Δ𝑛 .
By similar reasoning,

|Δ𝑛+1(𝐼)| ∼ (𝛿𝑛∕Δ𝑛+1)1−𝜏, 𝐼 ∈ 𝛿𝑛 (𝑥). (5.9)

This is a direct consequence of (P1), and the definition of Δ𝑛+1 as a union of the sets 𝑄. In
fact, we can more precisely say that the 𝛿−1𝑛 -dilation of the family Δ𝑛+1(𝐼) contains a non-empty
(Δ𝑛+1∕𝛿𝑛, 𝜏 − 1, 𝐶)-set for all 𝐼 ∈ 𝛿𝑛 . As a minor technical point, we will denote by ′

Δ𝑛+1
(𝐼)

the subset of Δ𝑛+1(𝐼) whose 𝛿−1𝑛 -dilation is a (Δ𝑛+1∕𝛿𝑛, 𝜏 − 1, 𝐶)-set (then (5.9) remains true for′
Δ𝑛+1
(𝐼)).

We then arrive at the key property (G2) of the line family 𝐺 .
Proposition 5.4. We have

dimH 𝐺(𝑅𝑥) = 𝜏, 𝑥 ∈ [0, 1].

The proof will be based on Lemma 5.2, which uses the following slightly ad hoc notion of a
relative (𝛿, 𝑢, 𝐶)-subset of𝑄. Fix 0 < 𝛿 ⩽ Δ (both 𝛿, Δ ∈ 2−ℕ) and𝑄 ∈ Δ(ℝ𝑑). For𝐶, 𝑢 ⩾ 0, we say
that 𝐸 ∩ 𝑄 is a relative (𝛿, 𝑢, 𝐶)-subset of 𝑄 if the rescaled set 𝑆𝑄(𝐸 ∩ 𝑄) ⊂ [0, 1]2 is a non-empty
(𝛿∕Δ, 𝑢, 𝐶)-set, or equivalently

|𝐸 ∩ 𝐪|𝛿 ⩽ 𝐶( 𝑟Δ)𝑢 ⋅ |𝐸 ∩ 𝑄|𝛿, 𝐪 ∈ 𝑟(𝑄), 𝛿 ⩽ 𝑟 ⩽ Δ.

Here 𝑆𝑄 is the homothety mapping 𝑄 to [0, 1)2.
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HOWMUCH CAN HEAVY LINES COVER? 25 of 33

Lemma 5.2. Let 𝑑 ⩾ 1, and let 𝐸 ⊂ [0, 1]𝑑 be a Cantor set of the form

𝐸 =

∞⋂
𝑚=0

𝐸𝑚,

where each 𝐸𝑚 is a union of closed dyadic 𝛿𝑚-cubes, and {𝛿𝑚}∞𝑚=0 ⊂ 2
−ℕ be a super-geometrically

decaying sequence: for every 𝜖 > 0 there exists𝑚𝜖 ∈ ℕ such that 𝛿𝑚 ⩽ 𝜖𝛿𝑚−1 for all𝑚 ⩾ 𝑚𝜖.
For each𝑄 ∈ 𝛿𝑚(𝐸), assume that 𝐸 ∩ 𝑄 is a relative (𝛿𝑚+1, 𝑢, 𝐶)-subset of𝑄, where𝐶, 𝑢 ⩾ 1 are

fixed constants. Then dimH 𝐸 ⩾ 𝑢.

Proof. Without loss of generality, we may assume that 𝛿0 = 1 and 𝐸0 = [0, 1]𝑑. We define a
measure 𝜇 on 𝐸 in the obvious way, requiring 𝜇([0, 1]𝑑) = 1, and then

𝜇(𝑄) ∶=
𝜇(𝑄(𝑛−1))|𝐸 ∩ 𝑄(𝑛−1)|𝛿𝑛 , 𝑄 ∈ 𝛿𝑛 (𝐸), 𝑛 ⩾ 1,

where 𝑄(𝑛−1) ∈ 𝛿𝑛−1(𝐸) is the unique 𝛿𝑛−1-cube containing 𝑄. Iterating the definition, and
applying the fact that the 𝜌-covering number of a non-empty (𝜌, 𝑡, 𝐶)-set is at least 𝜌−𝑡∕𝐶, we
find

𝜇(𝑄) =

𝑛∏
𝑗=1

|𝐸 ∩ 𝑄(𝑗−1)|−1
𝛿𝑗
⩽ 𝐶𝑛

𝑛∏
𝑗=1

(
𝛿𝑗

𝛿𝑗−1

)𝑢
= 𝐶𝑛𝛿𝑢𝑛, 𝑄 ∈ 𝛿𝑛 (𝐸).

This would roughly show that 𝜇 satisfies a (𝑢 − 𝜖)-dimensional Frostman condition for radii 𝑟 ∈
{𝛿𝑛}𝑛∈ℕ. To treat the intermediate radii 𝛿𝑛 ⩽ 𝑟 ⩽ 𝛿𝑛−1, we need to apply the relative (𝛿𝑛, 𝑢, 𝐶)-set
property of the sets 𝐸 ∩ 𝑄 in a stronger way than above. Fix 𝛿𝑛 ⩽ 𝑟 ⩽ 𝛿𝑛−1, and let𝐐 ∈ 𝑟(𝐸). Let
𝐐(𝑛−1) ∈ 𝛿𝑛−1(𝐸) be the unique 𝛿𝑛−1-cube containing 𝐐. Then,

𝜇(𝐐) = |𝐐 ∩ 𝐸|𝛿𝑛 ⋅ 𝜇(𝐐(𝑛−1))|𝐸 ∩ 𝐐(𝑛−1)|𝛿𝑛 ⩽ 𝐶
(
𝑟

𝛿𝑛−1

)𝑢
⋅ 𝜇(𝐐(𝑛−1)) ⩽ 𝐶𝑛+1𝑟𝑢.

Now, it remains to note that 𝐶𝑛+1 ⩽ 𝛿−𝜖
𝑛−1
⩽ 𝑟−𝜖 for all 𝑛 ⩾ 𝑛𝜖 by the super-geometric decay of

{𝛿𝑛}𝑛∈ℕ. Therefore, 𝜇(𝐵(𝑥, 𝑟)) ≲𝜖 𝑟𝑢−𝜖 for all 𝜖 > 0 and all 0 < 𝑟 ⩽ 𝑟𝜖, and consequently dimH 𝐸 ⩾
𝑢. □

Proof of Proposition 5.4. We prove the proposition by constructing a 𝜏-dimensional Cantor-type
subset (𝑥) ⊂ 𝐺(𝑅𝑥) that satisfies the hypotheses of Lemma 5.2 (applied to dyadic tubes instead
of dyadic cubes).
Define Δ0(𝑥) to consist of all the elements 𝐓 ∈ Δ0 such that

𝐈0 ∶= [0, 1] ⊂ 𝐓 ∩ 𝐿𝑥.

Assumenext that Δ𝑛(𝑥)has already been defined for some𝑛 ⩾ 0, with the property thatwhenever
𝐓 ∈ Δ𝑛(𝑥), then 𝐓 ∩ 𝐿𝑥 contains an interval 𝐈𝐓 ∈ Δ𝑛(𝑥).
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26 of 33 DĄBROWSKI et al.

F IGURE 2 The grey tubes are in the family 𝛿𝑛 (𝐓, 𝑥), but the red tube is not.

Fix𝐓 ∈ Δ𝑛(𝑥). We define 𝛿𝑛 (𝐓, 𝑥) to consist of all those tubes 𝑇 ∈ 𝛿𝑛 that are contained in𝐓,
and such that 𝑇 ∩ 𝐿𝑥 contains an interval 𝐼𝑇 ∈ 𝛿𝑛 (𝑥) with 𝐼𝑇 ⊂ 𝐈𝐓. We remark that 𝑇 ∩ 𝐿𝑥 may
contain more than one interval from 𝛿𝑛 (𝑥)with this property, and we simply choose one of them
and denote it by 𝐼𝑇 . At the same time, there are at most ≲ 1 possible choices, as all dyadic tubes
in  𝛿𝑛 form an angle ≳ 1 with 𝐿𝑥, which means that1(𝑇 ∩ 𝐿𝑥) ≲ 𝛿𝑛.
We set

𝛿𝑛 (𝑥) ∶=
⋃

𝐓∈Δ𝑛 (𝑥)
𝛿𝑛 (𝐓, 𝑥).

It remains to define Δ𝑛+1 . Fix 𝑇 ∈ 𝛿𝑛 (𝑥). We define Δ𝑛+1(𝑇, 𝑥) to consist of all those tubes 𝐓 ∈Δ𝑛+1 that are contained in𝑇, and such that𝐓 ∩ 𝐿𝑥 contains an interval 𝐈𝐓 ∈ ′
Δ𝑛+1
(𝑥)with 𝐈𝐓 ⊂ 𝐼𝑇 .

We then set

Δ𝑛+1(𝑥) ∶=
⋃

𝑇∈𝛿𝑛 (𝑥)
Δ𝑛+1(𝑇, 𝑥).

We are then prepared to define the Cantor set (𝑥) ⊂ 𝐺(𝑅𝑥), whose dimension will equal 𝜏.
We say that 𝓁 ∈ (𝑥) if there exists a sequence of tubes 𝐓1, 𝑇1, 𝐓2, 𝑇2, … such that 𝐓𝑛 ∈ Δ𝑛(𝑥),
𝑇𝑛 ∈ 𝛿𝑛 (𝑥), and 𝐓𝑛 ⊂ 𝑇𝑛−1 ⊂ 𝐓𝑛−1 for all 𝑛 ⩾ 1, and

𝓁 =
∞⋂
𝑛=1

𝐓𝑛 =

∞⋂
𝑛=1

𝑇𝑛.

We record that 𝓁 ∈ 𝐺(𝑅𝑥). The reason is that the tubes 𝑇𝑛, 𝐓𝑛 come with associated intervals
𝐼𝑛 ∈ 𝛿𝑛 (𝑥) and 𝐈𝑛 ∈ ′

Δ𝑛
(𝑥) (as in the construction above) with the property that 𝐈𝑛 ⊂ 𝐓𝑛 ∩ 𝐿𝑥.

As 𝑛 → ∞, the intervals 𝐈𝑛 (or 𝐼𝑛) converge to a unique point 𝑧 ∈ 𝑅𝑥, and therefore 𝓁 ∈ 𝐺({𝑧}) ⊂𝐺(𝑅𝑥).
It remains to show that dimH (𝑥) = 𝜏. This work divides into two claims:

Claim 5.10. For all 𝐓 ∈ Δ𝑛(𝑥), 𝑛 ⩾ 0, the family 𝛿𝑛 (𝐓, 𝑥) ⊂  𝛿𝑛 is a relative (𝛿𝑛, 𝜏, 𝐶)-subset of
𝐓 with an absolute constant 𝐶 > 0.

Proof. Fix 𝐓 ∈ Δ𝑛(𝑥), 𝑛 ⩾ 0. The family 𝛿𝑛 (𝐓, 𝑥) is depicted in Figure 2. Recall that by the def-
inition of 𝐓 ∈ Δ𝑛(𝑥), there exists an interval 𝐈𝐓 ∈ ′

Δ𝑛
(𝑥) (also shown in Figure 2) such that

𝐈𝐓 ⊂ 𝐓 ∩ 𝐿𝑥. Note that 𝐓 is a dyadic (4Δ𝑛)-tube, so the width of 𝐓 is 4 times the length of 𝐈𝐓.
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HOWMUCH CAN HEAVY LINES COVER? 27 of 33

F IGURE 3 The grey tubes are in the family Δ𝑛+1 (𝑇, 𝑥).

Next, recall that the entire family 𝛿𝑛 (𝐓) (defined above (5.6)) consists of amaximally separated
set of 𝛿𝑛-tubes contained in𝐓 and satisfying |𝛿𝑛 (𝐓)| = (Δ𝑛∕𝛿𝑛)𝜏. However, 𝛿𝑛 (𝐓, 𝑥) only consists
of those 𝑇 ∈ 𝛿𝑛 (𝐓) with the additional property that there exists an interval 𝐼𝑇 ∈ 𝛿𝑛 (𝐈𝐓) such
that 𝐼𝑇 ⊂ 𝑇 ∩ 𝐿𝑥 and 𝐼𝑇 ⊂ 𝐈𝐓. We claim that (at least) all the tubes 𝑇 ∈ 𝛿𝑛 (𝐓) with

𝑇 ∩ 𝐿𝑥 ⊂ 𝐈𝐓 (5.11)

have this additional property. Indeed, the width of these tubes if 4𝛿𝑛, so 𝑇 ∩ 𝐿𝑥 contains some sub-
interval 𝐼𝑇 ∈ 𝛿𝑛 (𝐈𝐓). However, recall from (5.8) that 𝛿𝑛 (𝐈𝐓) = 𝛿𝑛 (𝐈𝐓), so in fact 𝐼𝑇 ∈ 𝛿𝑛 (𝐈𝐓),
as desired.
Now, as the tubes of 𝛿𝑛 (𝐓) are fairly well-distributed inside 𝐓 (as discussed above (5.6)), a

positive absolute fraction of them satisfies (5.11). It follows that 𝛿𝑛 (𝐓, 𝑥) is a relative (𝛿𝑛, 𝜏, 𝐶)-
subset of 𝐓, with an absolute constant 𝐶 > 0. □

Claim 5.12. For all 𝑇 ∈ 𝛿𝑛 (𝑥), 𝑛 ⩾ 0, the family Δ𝑛+1(𝑇, 𝑥) ⊂  Δ𝑛+1 is a relative (𝛿𝑛, 𝜏, 𝐶)-subset
of 𝑇 with an absolute constant 𝐶 > 0.

Proof. Fix 𝑇 ∈ 𝛿𝑛 (𝑥). The family Δ𝑛(𝑇, 𝑥) is depicted in Figure 3. Recall that by the definition
of 𝑇 ∈ 𝛿𝑛 (𝑥), there exists an interval 𝐼𝑇 ∈ 𝛿𝑛 (𝑥) (also shown in Figure 3) such that 𝐼𝑇 ⊂ 𝑇 ∩ 𝐿𝑥.
As before, the width of 𝑇 is 4 times the length of 𝐼𝑇 .
Next, recall that the entire family Δ𝑛+1(𝑇) (defined above (5.7)) consists of all the dyadic

(4Δ𝑛+1)-sub-tubes of 𝑇, or in other words

Δ𝑛+1(𝑇) =  4Δ𝑛+1(𝑇).
However, not (even nearly of) all of these tubes belong to Δ𝑛+1(𝑇, 𝑥). Namely, the condition for
𝐓 ∈ Δ𝑛+1(𝑇, 𝑥) is that there exists an interval 𝐈 ∈ ′

Δ𝑛+1
(𝐼𝑇) such that 𝐈 ⊂ 𝐓 ∩ 𝐿𝑥.

Recall from below (5.9) that ′
Δ𝑛+1
(𝐼𝑇) is a relative (Δ𝑛+1, 𝜏 − 1, 𝐶)-subset of 𝐼𝑇 . Now, it remains

to observe that the subset of  4Δ𝑛+1(𝑇) = Δ𝑛+1(𝑇) of tubes containing at least one interval 𝐈 ∈Δ𝑛+1(𝐼𝑇) is a 𝜏-dimensional set, or more precisely a relative (Δ𝑛+1, 𝜏, 𝐶)-subset of 𝑇. We omit the
details: this tube family is essentially a product of a (𝜏 − 1)-dimensional set with an interval. □

The previous two claims together show that the Cantor set (𝑥) of lines is the intersection of ‘a
nested sequence of 𝜏-dimensional sets’, and satisfies the hypotheses of Lemma 5.2. Consequently,
dimH 𝐺(𝑅𝑥) ⩾ dimH (𝑥) ⩾ 𝜏, as claimed in (G2). □
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28 of 33 DĄBROWSKI et al.

We have now verified that the sets 𝑅,𝐹,𝐺 satisfy the properties stated in Subsection 5.2, so
the proof of Theorem 5.2 is complete.

APPENDIX: CONSTRUCTION OF THE BUILDING BLOCK
The purpose of this section is to provide a construction for the ‘building block’ sets Δ described
in Subsection 5.1. We repeat the properties here for the reader’s convenience:

A.1 The building block
Fix 𝜏 ∈ [1, 2] and 𝑠 ∈ [0, 2 − 𝜏] for this section. (These restrictions on 𝑠, 𝜏 are valid in Subsection 5.1
by the assumption in Theorems 5.1–5.2 that 𝑡 ∈ (1, 2] and 𝑠 ∈ [𝑡 − 1, 1

3
(2𝑡 − 1)].) We claim that for

allΔ ∈ 2−ℕ sufficiently small, there exists a setΔ ⊂ Δwith the following properties (P1)–(P2).
(P1) If 𝑥 ∈ [0, 1], then Δ ∩ ({𝑥} × ℝ) contains a non-empty (Δ, 𝜏 − 1, 𝐶)-set. If 𝜏 = 1, this just

means that Δ ∩ ({𝑥} × ℝ) ≠ ∅ for all 𝑥 ∈ [0, 1].
(P2) There exists a Δ𝑠-separated set Δ ⊂ Δ(𝑆1) satisfying |Δ| ∼ Δ−𝑠 and

|𝜋𝑒(Δ)|Δ ≲ Δ−(𝑠+𝜏)∕2, 𝑒 ∈ ∪Δ.
Additionally, we will need the following ‘quasi nested’ property of the sets Δ:
(E) If the sequence {Δ𝑛}𝑛∈ℕ ⊂ 2−ℕ decays so rapidly that Δ𝑛 < Δ𝑛𝑛−1, then the set

𝐸 ∶=
⋂
𝑛∈ℕ

(∪Δ𝑛) (A.1)

satisfies dimH 𝐸 = 𝑠.

We will only give the details in the case 𝜏 ∈ (1, 2). The case 𝜏 = 2 is trivial (then 𝑠 = 0 and we
can take Δ = Δ). The case 𝜏 = 1 requires minor modifications that we leave to the reader. So,
we fix 𝜏 ∈ (1, 2) and Δ ∈ 2−ℕ, and for convenience we assume that {Δ−𝜏∕2, Δ𝜏∕2−1} ⊂ ℕ. We will
suppress Δ in our notation from now on. We start with the auxiliary set

𝑃′ ∶=
{(
Δ𝜏∕2𝑘, Δ𝜏∕2𝑙

)
∶ 0 ⩽ 𝑘, 𝑙 ⩽ Δ−𝜏∕2 − 1

}
⊂ [0, 1)2.

By the assumption Δ𝜏∕2−1 ∈ ℕ, we have Δ𝜏∕2 = Δ𝑛 for some 𝑛 ∈ ℕ. Therefore, 𝑃′ ⊂ (Δ ⋅ ℕ)2, and
further

 ′ ∶= 𝑃′ + [0, Δ)2 ⊂ Δ.
The set  ′ would satisfy property (P2) (we will return to this later), but it severely fails (P1), being
a product set. To fix this, we need to rotate  ′ slightly, as in Figure A.1.
Set 𝜃 ∶= Δ1−𝜏∕2, and consider

𝑅𝜃(𝑥, 𝑦) ∶= (𝑥 + 𝜃𝑦, 𝑦) and 𝑃 ∶= 𝑅𝜃(𝑃
′).

We finally define  ∶= 𝑃 + [0, Δ)2. Note that if (𝑥, 𝑦) = (Δ𝜏∕2𝑘, Δ𝜏∕2𝑙) ∈ 𝑃′, then
𝑅𝜃(𝑥, 𝑦) = (Δ

𝜏∕2𝑘 + Δ𝑙, Δ𝜏∕2𝑙) ⊂ (Δ ⋅ ℕ)2,
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HOWMUCH CAN HEAVY LINES COVER? 29 of 33

F IGURE A . 1 The sets  ′ and  .

so  ⊂ Δ(ℝ2). Some of the squares in  lie slightly outside [0, 1]2, and we simply discard those
squares from  (only a tiny fraction is discarded, as 𝜃 = 𝑜Δ→0(1)).
We plan to verify (P1). The idea is roughly to show that if (𝑥, 𝑦) ∈ 𝑃, then also the vertical

translates (𝑥, 𝑦) + 𝑚(0, Δ𝜏−1) ∈ 𝑃 for𝑚 ∈ {0,… , 1
2
Δ1−𝜏}. Write 𝑣 ∶= (0, Δ𝜏−1).

Claim A.2. Assume that 𝑥 ∈ (Δℤ) ∩ [1
2
, 1], and Δ > 0 is sufficiently small in terms of 𝜏 − 1 > 0.

Then there exists 𝑦 ∈ [0, 1
2
) such that (𝑥, 𝑦) + 𝑚𝑣 ∈ 𝑃 for𝑚 ∈ {0,… , 1

2
Δ1−𝜏}.

Proof. Fix 𝑥 ∈ (Δℤ) ∩ [1
2
, 1]. Then we may express 𝑥 in the form 𝑥 = Δ𝜏∕2𝑘𝑥 + Δ𝑙𝑥 for some

1

2
Δ−𝜏∕2 ⩽ 𝑘𝑥 ⩽ Δ

−𝜏∕2 − 1 and 0 ⩽ 𝑙𝑥 ⩽ Δ𝜏∕2−1 ⩽
1

2
Δ−𝜏∕2 − 1, using 𝜏 > 1. In particular,

(𝑥, 𝑦) ∶= (Δ𝜏∕2𝑘𝑥 + Δ𝑙𝑥, Δ
𝜏∕2𝑙𝑥) ∈ 𝑃.

To proceed, we view 𝑃 as the image of the grid 𝔾 = {0, … , Δ−𝜏∕2 − 1}2 under the map 𝜄(𝑘, 𝑙) =
(Δ𝜏∕2𝑘 + Δ𝑙, Δ𝜏∕2𝑙). It is easy to check that

𝜄(𝑘, 𝑙) + 𝑚𝑣 = 𝜄(𝑘 − 𝑚, 𝑙 + 𝑚Δ𝜏∕2−1), (𝑘, 𝑙) ∈ ℤ2, 𝑚 ∈ ℤ.

Consequently, as (𝑥, 𝑦) = 𝜄(𝑘𝑥, 𝑙𝑥) ∈ 𝑃, also (𝑥, 𝑦 + 𝑚𝑣) = 𝜄(𝑘𝑥, 𝑙𝑥) + 𝑚𝑣 ∈ 𝑃 as long as

(𝑘𝑥 − 𝑚, 𝑙𝑥 + 𝑚Δ
𝜏∕2−1) ∈ 𝔾.

It remains to note that this is the case for𝑚 ∈ {0,… , 1
2
Δ1−𝜏}. First, as 𝑘𝑥 ⩾

1

2
Δ−𝜏∕2, we have 𝑘𝑥 −

𝑚 ⩾ 0 for all𝑚 ∈ {0,… , 1
2
Δ1−𝜏} (noting that Δ1−𝜏 ⩽ Δ−𝜏∕2). Similarly, as 𝑙𝑥 ⩽

1

2
Δ−𝜏∕2 − 1, we have

𝑙𝑥 + 𝑚Δ
𝜏∕2−1 ⩽ (1

2
Δ−𝜏∕2 − 1) + 1

2
Δ−𝜏∕2 = Δ−𝜏∕2 − 1.

for all 𝑚 ∈ {0,… , 1
2
Δ1−𝜏}. Thus, (𝑘𝑥 − 𝑚,𝓁𝑥 + 𝑚Δ𝜏∕2−1) ∈ 𝔾 for 𝑚 ∈ {0,… , 1

2
Δ−𝜏∕2}, as

claimed. □

The previous claim implies that if 𝑥 ∈ [1
2
, 1], then  ∩ ({𝑥} × ℝ) contains a (Δ, 𝜏 − 1, 𝐶)-set for

an absolute constant 𝐶 > 0. In Property (P1), we desired the same for all 𝑥 ∈ [0, 1], but this prob-
lem can be fixed by replacing  by  ∪ [ − (1

2
, 0)]. This substitution has no impact on property

(P2), which we verify next.
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30 of 33 DĄBROWSKI et al.

For notational convenience, we will here parametrise orthogonal projections as

𝜋𝜆(𝑥, 𝑦) = 𝑥 + 𝜆𝑦, 𝜆 ∈ ℝ.

With this notation

𝜋𝜆(𝑅𝜃(𝑥, 𝑦)) = (𝑥 + 𝜃𝑦) + 𝜆𝑦 = 𝜋𝜆+𝜃(𝑥, 𝑦), (𝑥, 𝑦) ∈ ℝ2.

In particular, 𝜋𝜆(𝑃) = 𝜋𝜆+𝜃(𝑃′) for all 𝜆 ∈ ℝ, where we recall that 𝜃 = Δ1−𝜏∕2 ∈ [0, 1].
We then consider the following ‘direction set’

 = Δ =
{
𝜆 − 𝜃 ∶ 𝜆 =

𝑝

𝑞
, 0 ⩽ 𝑝, 𝑞 ⩽ Δ−𝑠∕2

}
. (A.3)

We remark at this point that clearly || ≲ Δ−𝑠.
Claim A.4. If 𝑒 ∈  , or even dist(𝑒, ) ⩽ Δ, then |𝜋𝑒()|Δ ≲ Δ−(𝑠+𝜏)∕2.
Proof. As  = 𝑃 + [0, Δ)2, it suffices to show that |𝜋𝑒(𝑃)| ≲ Δ−(𝑠+𝜏)∕2. Fix 𝑒 = 𝜆 − 𝜃 ∈  . Then
𝜋𝑒(𝑃) = 𝜋𝜆(𝑃

′), so it suffices to show that |𝜋𝜆(𝑃′)| ≲ Δ−(𝑠+𝜏)∕2.
Write 𝜆 = 𝑝

𝑞
as in the definition of  , then fix 𝑟 ∈ 𝜋𝜆(𝑃′), and let (𝑥, 𝑦) = Δ𝜏∕2(𝑘, 𝑙) ∈ 𝑃′ with

𝜋𝜆(𝑥, 𝑦) = 𝑟. Notice that also

𝜋𝜆((𝑥, 𝑦) + Δ
𝜏∕2(𝑚𝑝,−𝑚𝑞)) = 𝑟 + Δ𝜏∕2𝑚 ⋅

(
𝑝 −

𝑝

𝑞
⋅ 𝑞

)
= 𝑟, 𝑚 ∈ ℤ.

As 𝑝, 𝑞 ⩽ Δ−𝑠∕2, we have𝑚𝑝,𝑚𝑞 ⩽ Δ−𝜏∕2 for all𝑚 ∈ ℕ ∩ [0, Δ(𝑠−𝜏)∕2]. For such values of ‘𝑚’, we
observe that

(𝑥, 𝑦) + Δ𝜏∕2(𝑚𝑝,−𝑚𝑞) ∈ Δ𝜏∕2 ⋅ {−Δ−𝜏∕2, … , Δ−𝜏∕2}2 =∶ ℍ.

We have shown that |𝜋−1
𝜆
{𝑟} ∩ ℍ| ⩾ Δ(𝑠−𝜏)∕2. As this was true for all 𝑟 ∈ 𝜋𝜆(𝑃′), we deduce that|𝜋𝜆(𝑃′)| ⩽ Δ(𝜏−𝑠)∕2|ℍ| ∼ Δ−(𝑠+𝜏)∕2, as claimed. □

To complete the proof of property (P2), it remains to show that  contains aΔ𝑠-separated subset
of cardinality ∼ Δ−𝑠. We prove the following stronger claim:

Claim A.5. Let 𝐼 ⊂ [0, 1] be an interval with |𝐼| ⩾ 𝐶Δ𝑠∕2 log(1∕Δ) for a sufficiently large constant
𝐶 > 0. Then | ∩ 𝐼|Δ𝑠 ∼ |𝐼|Δ−𝑠. In particular, ||Δ𝑠 ∼ Δ−𝑠.
RemarkA.1. This claim is no doubt well-known, and follows from the equidistribution properties
of the Farey sequence. We nevertheless give the brief details.

Proof of ClaimA.5. Recall Dirichlet’s theorem on diophantine approximation: for every 𝑥 ∈ [0, 1]
and 𝑁 ∶= Δ−𝑠∕2 ∈ ℕ, there exist 𝑝, 𝑞 ∈ ℤ such that 1 ⩽ 𝑞 ⩽ Δ−𝑠∕2 and

||||𝑥 − 𝑝𝑞 |||| ⩽ Δ
𝑠∕2

𝑞
. (A.6)
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In particular, this is true for 𝑥 ∈ 1
2
𝐼, where 𝐼 ⊂ [0, 1] is the interval from the statement. In this

case, it follows from (A.6) that additionally dist(𝑝, 𝑞( 1
2
𝐼)) ⩽ Δ𝑠∕2 ⩽ 1. Therefore, 𝑝 ∈ ℤmust lie in

an interval 𝐼𝑞 ⊃ 𝑞(
1

2
𝐼) of length |𝐼𝑞| ⩽ 𝑞|𝐼| + 1.

We rewrite the conclusion of Dirichlet’s theorem as the inclusion

1

2
𝐼 ⊂

Δ−𝑠∕2⋃
𝑞=1

⋃
𝑝∈𝐼𝑞∩ℤ

𝐵
(
𝑝

𝑞
, Δ
𝑠∕2

𝑞

)
.

Let us consider the question: how much of 1
2
𝐼 can be covered by that part of the previous union

where 𝑞 ⩽ 𝑐Δ−𝑠∕2? Here 𝑐 > 0 is a suitable constant to be determined in a moment. By sub-
additivity, and taking into account that card(𝐼𝑞 ∩ ℤ) ⩽ 2𝑞|𝐼| + 2, the measure of this ‘bad’ part
𝐼bad ⊂

1

2
𝐼 is at most

|𝐼bad| ⩽ 𝑐Δ
−𝑠∕2∑
𝑞=1

(2𝑞|𝐼| + 2) ⋅ Δ𝑠∕2
𝑞
≲ 𝑐|𝐼| + Δ𝑠∕2 log(1∕Δ) ⩽ 2𝑐|𝐼|,

recalling our assumption that |𝐼| ⩾ 𝐶Δ𝑠∕2 log(1∕Δ). Now, we choose 𝑐 > 0 small enough
(depending on the implicit constants above) that |𝐼bad| ⩽ 14 |𝐼|. Then | 1

2
𝐼 ⧵ 𝐼bad| ⩾ 14 |𝐼|, and

1

2
𝐼 ⧵ 𝐼bad ⊂

Δ−𝑠∕2⋃
𝑞=𝑐Δ−𝑠∕2

⋃
𝑝∈𝐼𝑞∩ℤ

𝐵
(
𝑝

𝑞
, Δ
𝑠∕2

𝑞

)
⊂

Δ−𝑠∕2⋃
𝑞=1

⋃
𝑝⩽𝑞

𝐵
(
𝑝

𝑞
, 𝑐−1Δ𝑠

)
.

As each ball (or interval) on the right has length 2𝑐−1Δ𝑠, in order to cover 1
2
𝐼 ⧵ 𝐼bad, we need at

least ∼ |𝐼|Δ−𝑠 distinct centres 𝑝∕𝑞. We may assume that 𝐵(𝑝∕𝑞, 𝑐−1Δ𝑠) ∩ 1
2
𝐼 ≠ ∅ for all these 𝑝∕𝑞,

which implies that 𝑝∕𝑞 ∈ 𝐼 by our assumption |𝐼|≫ Δ𝑠∕2. In summary, we have now found ∼|𝐼|Δ−𝑠 distinct rational numbers 𝑝∕𝑞 ∈ 𝐼 with 𝑝 ⩽ 𝑞 ⩽ Δ−𝑠∕2. As the separation of such rationals
𝑝1∕𝑞2 ≠ 𝑝2∕𝑞2 is automatically

||||𝑝1𝑞1 −
𝑝2
𝑞2

|||| ⩾ 1

𝑞1𝑞2
⩾ Δ𝑠,

we have proved the claim. □

Finally, let us verify property (E), namely that if the sequence {Δ𝑛} decays so rapidly that Δ𝑛 <
Δ𝑛
𝑛−1

for all 𝑛 ⩾ 1, then

𝐸 =
⋂
𝑛∈ℕ

(∪Δ𝑛) = 𝑠. (A.7)

There is a slight inconsistency in our notation: in (A.3) we defined Δ𝑛 to consist of all shifted
rationals of the form 𝑝∕𝑞 − 𝜃, where 𝜃 = Δ1−𝜏∕2 = 𝑜Δ→0(1). However, in (A.7) the set Δ𝑛 stands
for the Δ𝑛-neighbourhood of this set. In fact, in the argument below we will view and handle
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Δ𝑛 as a union of closed Δ𝑛-intervals. Notice that Claim A.4 and property (P2) are blind to
such distinctions.
The idea is to apply Lemma 5.2 to a suitably constructed Cantor subset of 𝐸. Namely, for

sufficiently large indices 𝑛 ⩾ 1 it follows from the rapid decay of {Δ𝑛} that

Δ𝑛−1 ⩾ 𝐶Δ
𝑠∕2
𝑛 log(1∕Δ𝑛).

For these indices Claim A.5 implies that

|Δ𝑛 ∩ 𝐼|Δ𝑠𝑛 ∼ Δ𝑛−1Δ−𝑠𝑛 , 𝐼 ∈ Δ𝑛−1 with 𝐼 ⊂ [0, 1].
In particular, applying once more the rapid decay of {Δ𝑛}, we have |Δ𝑛 ∩ 𝐼|Δ𝑠𝑛 ⩾ (Δ𝑛−1∕Δ𝑛)𝑠−1∕𝑛
for all these 𝐼 ∈ Δ𝑛−1 , and for 𝑛 ⩾ 1 sufficiently large. In particular, Δ𝑛 ∩ 𝐼 is a relative (Δ𝑛, 𝑠 −
1

𝑛
, 𝐶)-subset of 𝐼 for all 𝐼 ∈ Δ𝑛−1 with 𝐼 ⊂ [0, 1], and 𝑛 ⩾ 1 sufficiently large. Now (A.7) follows

from Lemma 5.2.
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