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A B S T R A C T   

Fine-scale temperatures are important drivers of ecosystem functions and biodiversity in boreal forests. However, 
accounting for large thermal variability has been difficult due to the coarse spatiotemporal resolution of climate 
data that is commonly applied in studies of biodiversity and forest health. Here, we use a mechanistic micro-
climate model and geospatial environmental and weather data to reveal microclimate temperature variability in 
a broad macroclimatic gradient in boreal forest environments. We modelled hourly near-surface temperatures 
(0.15 m above ground) in May-August 2020 over three focus areas located in hemiboreal, southern boreal and 
northern boreal forest zone in Finland at a spatial resolution of 10 m x 10 m. A comparison against data from 150 
microclimate stations showed reasonable agreement (root mean square error [RMSE] 2.9 ◦C) between the 
measured and modelled temperatures. RMSE for the three focus areas ranged 2.2 –3.2 ◦C, and the difference was 
found to be generally smaller under dense canopies compared to open areas. The modelling revealed substantial 
thermal variability over the landscapes; for example, seasonal near-surface temperature ranges varied 26.5 ◦C – 
42.9 ◦C, with the variation being smallest in the hemiboreal landscape with multiple large waterbodies, and 
largest in southern boreal landscape with large wetland areas. These results demonstrate the great potential of 
mechanistic microclimate modelling to increase our understanding of the thermal characteristics of various 
boreal forest environments. Ultimately, high-resolution spatiotemporal microclimate data will permit better 
understanding of e.g., boreal species distribution under climate and land use change and fine-scale variability in 
disturbances, including insect pests and forest fires.   

1. Introduction 

Boreal forests cover 27 % of the global forest areas (FAO. 2020) and 
provide essential ecosystem services such as raw materials, recreation, 
cultural benefits (Saarikoski et al., 2015) and climate regulation at both 
local and global scales (Pohjanmies et al., 2017). For example, estimates 
of carbon storage in boreal forests and soils range from 367.3 Pg to 

1715.8 Pg, which is more than in all tropical biomes (Bradshaw and 
Warkentin, 2015). Climate change is projected to cause large scale ef-
fects on boreal forests, increasing both biotic and abiotic risks to these 
environments and their carbon stocks (Gonzalez et al., 2010; Venäläinen 
et al., 2020). The fine-scale variability in climate i.e., microclimate 
(horizontal distances < ~50–100 m (Bramer et al., 2018)), is a key in 
understanding the level of these risks e.g., controlling fire danger via soil 
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and vegetation moisture (e.g., van Wagner, 1974; Venäläinen and Hei-
kinheimo, 2003) and the loss of climatic microrefugia of forest species 
(Määttänen et al., 2023). However, conventional gridded climate data 
have coarse spatial resolution ranging from tens to hundreds of kilo-
meters (e.g., ERA5 31×31 km spatial resolution). It is widely known that 
local climate can vary greatly within small spatial extents with impor-
tant ecosystem implications (Lembrechts et al., 2019; Lenoir et al., 2013; 
Aalto et al., 2022). 

In the boreal forests, trees dampen, i.e., buffer extreme temperatures 
between forested and open areas (De Frenne et al., 2019; Gril et al., 
2023). Forests also lower the local wind speeds below the canopy and 
maintain higher relative humidity, and these effects vary even between 
different tree species (Renaud et al., 2011). Tree canopies absorb and 
release heat during diurnal cycles, and reflect and absorb radiation, thus 
reducing the amount reaching the ground (Yuan et al., 2017). Variation 
in local topography also creates local microclimates e.g., due to 
equatorward-facing slopes absorbing a higher flux density of shortwave 
radiation (Geiger, 1965). Water bodies may also mediate local climate 
variability for instance via a buffering effect on the surrounding area and 
leading to increased precipitation (Samuelsson et al., 2010; Aalto et al., 
2016). While these local effects are well known, measurements and 
spatiotemporal estimates of microclimates at larger extents have been so 
far limited. 

Advancements in microclimate measuring devices (e.g., Wild et al., 
2019) have made collecting microclimate data more practical and 
affordable than before. This has opened new avenues for microclimate 
research, both on a small and large spatiotemporal scale (Lembrechts 
et al., 2020). Such measurement systems help in advancing our under-
standing of the range of microclimatic conditions, but they still only 
depict the variability at the measurement site. Empirical microclimate 
models are computationally efficient and can provide reliable results 
within the original measurement area, but their quality can quickly 
deteriorate when attempting to extrapolate values outside the area and 
data used for model fitting (Kemppinen et al., 2023). 

However, recently, mechanistic microclimate models have begun to 
emerge. These models, such as NichemapR (Kearney et al., 2017) and 
microclimc (Maclean et al., 2021a) (based on the models developed by 
Porter et al., [1973] and Goudriaan and Waggoner [1972], respec-
tively), are based on principles of energy balance, namely radiative, 
sensible, and latent heat fluxes for a single point-location. A new addi-
tion to the list of mechanistic models is the spatially-resolved microclimf 
model (Maclean and Klinges, 2023). With a set of input variables 
depicting weather parameters, vegetation, and topography, this type of 
mechanistic model allows the creation of spatiotemporal microclimate 
data at high resolution to any time and location. The model has previ-
ously been tested only over a single km square area of Great-Britain and 
thus has not previously been applied in a boreal forest environment, 
where the varying forest types, large amounts of waterbodies and 
varying topography are expected to lead to a wide range of microclimate 
conditions. With a recent large microclimate dataset collected in Finland 
(Aalto et al., 2022) the microclimf model can now be thoroughly tested 
for these environments. With regards to this, we aim to (1) test the 
applicability of the microclimf model for generating high temporal 
(hourly) and spatial (10 m x 10 m) resolution microclimate data in 
boreal forests, and (2) investigate the model’s predictive performance in 
respect to the environmental conditions. Our study is grounded on three 
different boreal forest areas in Finland and a large microclimate station 
network that allows for rigorous comparison between model outputs 
and the observations. 

2. Material and methods 

2.1. Study area 

The study setting consists of three focus areas located in Finland and 
across different forest vegetation zones. These focus areas were selected 

due to the available microclimatic measurement data (Aalto et al., 
2022). The focus areas are in hemiboreal Karkali (KAR; lat 60.24, lon 
23.79; area ca. 47.5 km2), southern boreal Hyytiälä (HYY; lat 61.82, lon 
24.15, ca. 51.5 km2), and northern boreal Värriö (VAR; lat 67.73, lon 
29.56, ca. 22.7 km2) (Fig. 1). Each of these areas has different charac-
teristics and variation in terms of topography, vegetation, and land 
cover, providing unique model testing environments (Table 1). 

The southernmost area, KAR, contains both deciduous and conif-
erous trees. Of the three focus areas, it contains the highest amount of 
tree biomass and canopy coverage, while the local agricultural fields 
lead to many edge areas between forests and open areas. A defining 
feature is the large waterbody (lake Lohjanjärvi) covering most of the 
focus area, along with several smaller ponds. The midmost area, HYY, 
has similar amounts of biomass and canopy coverage as KAR. Here, the 
defining features are the large mires. Vegetation consists of mixed de-
ciduous and coniferous forests. In the north, VAR has the lowest amount 
of biomass and canopy cover and largest variation in elevation, as it has 
multiple valleys and fell tops. Vegetation consists of coniferous forests, 
downy birch forests, and open tundra on the highest fell tops above the 
tree line. 

2.1.1. Microclimate measurements 
Each focus area contained 50 – 55 microclimate logger sites, each 

containing a Tomst TMS-4 (Wild et al., 2019). The Tomst loggers mea-
sure at 15-minute interval temperatures at 2 cm and 15 cm above 
ground (precision of 0.0625 ◦C and accuracy of ± 0.50 ◦C). In this study, 
we used the 15 cm above-ground temperature values from 1.5.2020 – 
31.8.2020 for validating the model results for each of the three chosen 
focus areas. An exemption to this is the values from the VAR focus area, 
from which we used values from 10.6.2020 – 31.8.2020 due to snow that 
covered most of the measurement sites until then. This height was 
chosen due to the known large variability in microclimatic temperatures 
near the ground layer and its relevance to many ground-dwelling or-
ganisms and surface conditions. 

2.2. Mechanistic microclimate model 

Our study used the open-source mechanistic microclimate model 
microclimf (Maclean and Klinges, 2023), version 0.1.0, developed for the 
R software environment (R core team 2023). The model is part of a 
family of mechanistic microclimate models (the others being microclima 
[Maclean et al., 2019] and microclimc [Maclean and Klinges, 2021a]). 
The microclimf package contains tools for data processing, editing, and 
finally, creating microclimate data at an hourly or daily temporal res-
olution. Spatial resolution is defined by the resolution of the vegetation 
and terrain data provided as inputs to the model. Model outputs are 
produced at above or below ground, or within or below the forest can-
opy layer at the requested height. Output variables consist of tempera-
ture at the requested height, ground-surface and leaves, soil moisture 
fraction in the upper soil layer, relative humidity, wind speed, and 
direct, diffuse, and longwave radiation fluxes (Maclean and Klinges, 
2023). 

The microclimf model is a modified version of the microclimc model, 
which was designed for creating microclimate data and differs princi-
pally in (1) being designed for computational efficiency so that it can be 
applied across landscapes and (2) incorporated an emulator of Rau-
pach’s (1987) localized near-field model for quantifying heat and vapor 
transfer below canopy. The first step of modelling is to apply the Dick-
inson et al. (1986) two-stream approximation model to estimate canopy 
albedo and radiation absorbed by the ground. In deriving microclimate 
above canopy, or (following Ogée et al., 2003) as initial step when 
deriving microclimate below canopy, the vegetation layer is then treated 
as a ‘bigleaf’ - namely a single layer of phytomass without vertical 
structure and the height and leaf area of the vegetation is used to derive 
roughness lengths for heat and momentum using the method detailed in 
Raupach 1994. The energy balance of the canopy and ground surface is 
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then solved using the Penman-Monteith equation (Penman1948; 
Monteith 1965) to derive temperature and effective vapor pressure at 
the soil surface and at the top of the canopy. Following Harman and 

Finnigan (2007) it is then assumed that in dense canopies both wind 
speed and heat flux profiles decline exponentially from the top of the 
canopy owing to similar absorption of both radiation and momentum by 

Fig. 1. The three focus areas in Finland. KAR (Karkali) in the hemiboreal, HYY (Hyytiälä) in the southern boreal, and VAR (Värriö) in the northern boreal area are 
presented in panel a. Focus areas and microclimate measurement sites have been marked in panel b, and on panel c is an example photograph from each of the areas. 
Photos: Pekka Niittynen 2020. Mean annual air temperature from Jokinen et al. (2021). 

Table 1 
Variation in the environmental data: 1st, 25th, 50th, 75th and 99th percentiles for the DEM (Digital Elevation Model), slope, PAI (Plant Area Index), tree height, 
canopy cover and TPI-500 (Topographic Position Index, 500 m radius) variables. Values have been calculated for the KAR (Karkali), HYY (Hyytiälä) and VAR (Värriö) 
areas. DEM, slope, PAI, tree height and tpi-500 have been calculated from light detection and ranging (LiDAR) data provided by the National Land Survey of Finland 
(NLS) and the canopy cover and biomass have been calculated from Natural Resources Institute Finland datasets. Biomass is the sum of the different parts of spruce, 
pine, and deciduous trees biomass.  

KAR 1st percentile 25th percentile 50th percentile 75th percentile 99th percentile 

DEM (m) 31.9 32.2 34.3 52.0 81.0 
slope (degrees) 0.2 2.5 5.1 9.2 27.3 
PAI 0.0 0.2 1.0 1.9 5.3 
tree height (m) 0.0 4.5 14.5 20.4 30.1 
canopy cover (%) 9.9 56.0 68.0 74.4 84.9 
tpi-500 − 13.2 − 3.5 − 0.6 1.8 19.9 
biomass (10 kg/ha) 358.2 8224.0 12,698.6 16,811.1 26,732.8 

HYY 1st percentile 25th percentile 50th percentile 75th percentile 99th percentile 

DEM (m) 152.0 167.5 170.5 175.1 198.8 
slope (degrees) 0.1 0.6 2.1 5.3 18.6 
PAI 0.0 0.0 0.6 1.2 3.5 
tree height (m) 0.0 4.1 13.4 18.2 27.3 
canopy cover (%) 0.0 31.2 61.6 71.2 85.2 
tpi-500 − 8.3 − 2.2 − 0.4 1.6 11.7 
biomass (10 kg/ha) 0.0 3377.7 9741.9 13,245.7 22,813.5 

VAR 1st percentile 25th percentile 50th percentile 75th percentile 99th percentile 

DEM (m) 221.2 279.9 306.5 353.0 468.0 
slope (degrees) 0.2 1.7 3.3 6.0 27.3 
PAI 0.0 0.1 0.2 0.4 1.2 
tree height (m) 0.0 6.7 12.1 16.2 22.0 
canopy cover (%) 0.1 29.6 36.7 43.7 61.4 
tpi-500 − 21.4 − 3.3 − 0.3 3.0 22.8 
biomass (10 kg/ha) 0.0 3598.4 5057.3 6447.3 9519.6  
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canopy foliage. In consequence, the far-field temperature and vapor 
profiles, independent of the underlying ground layer, become approxi-
mately linear and can be derived by solving the energy budget for the 
entire canopy. The non-diffusive ‘near-field’ contribution is assumed to 
be influenced most strongly by local source concentration and is thus 
determined from foliage density and the net energy balance of canopy 
elements at the height specified by the user. In so doing, a vertical profile 
of foliage is simulated and minor empirically-derived adjustment to 
account for variation in wind speed and canopy height. In this way, air 
and leaf temperature and air relative humidity at any user-specified 
height below the canopy can be derived in a computationally efficient 
manner without the need to run a full multi-layer canopy model. 

2.3. Model input data 

2.3.1. Meteorological forcing 
The used meteorological forcing data consists of temperature, rela-

tive humidity, sky emissivity, wind speed and direction, shortwave, and 
diffuse radiation at a temporal resolution of one hour, and daily pre-
cipitation. Weather data was collected from two sources: 1) The Finnish 
Meteorological Institute’s (FMI) Climgrid database (Aalto et al., 2016), 
and 2) the ERA5 reanalysis dataset by the European Centre of 
Medium-Range Weather Forecasts (ECMWF) using the mcera5 package 
(Klinges et al., 2022). Temperature, relative humidity, and daily pre-
cipitation values were extracted from the FMI climgrid database due to 
its higher spatial resolution, validated interpolation methodology, and it 
being based on the quality controlled national measurement network 
weather data. The values are from the following hours: 00:00, 03:00, 
06:00, 09:00, 12:00, 15:00, 18:00, and 21:00. Sky emissivity, wind 
speed and direction, shortwave and diffuse radiation were extracted 
from the ERA5, for which the necessary format transformations and 
interpolations were done using the microctools package (Maclean and 
Klinges, 2023). The spatial resolution of these datasets is 10 km x 10 km 
grid for the FMI climgrid database and ERA5 31×31 km. ERA5 data is at 
an hourly temporal resolution and the FMI climgrid is at a three-hour 
temporal resolution, from which the temperature and relative humidi-
ty values were interpolated to hourly resolution using linear interpola-
tion in the approxfun function of the stats package in R (R Core team 
2023). 

2.3.2. Geospatial environmental data 
The spatial data used depicts vegetation properties and structure, 

and topography. Vegetation information consists of Plant Area Index 
(PAI), tree heights, ratios of vertical to horizontal projections of leaf 
foliage, maximum stomatal conductance values, canopy clumpiness, leaf 
reflectance and transmittance values for shortwave radiation and leaf 
diameter information. We used light detection and ranging (LiDAR) data 
provided by the National Land Survey of Finland (NLS) to calculate the 
PAI, and tree height values for the focus area. PAI values were calculated 
in Python using ALS2PAD software (Arnqvist et al., 2020). The NLS 
LiDAR data is openly available data with a point density of 0.5 p/m2, 
which has been collected during the leaf-on period. We acknowledge the 
fairly low point density of the data which may cause uncertainty in 
deriving vegetation structure variables. However, the data was chosen 
due to the lack of alternative high-precision LiDAR datasets from these 
focus areas. The potential effects on results due to this data are discussed 
further in the discussion section. 

Ratios of vertical to horizontal projections of leaf foliage, maximum 
stomatal conductance values, canopy clumpiness, leaf reflectance and 
transmittance values for shortwave radiation and leaf diameter infor-
mation were all generated using the vegpfromhab function provided in 
the microclimf model. The function uses the habitat type, PAI, and 
vegetation height information to generate these values based on MODIS- 
derived estimates (Maclean and Klinges, 2023). The topography data 
consists of the area’s Digital Elevation Model (DEM), which was also 
calculated from the LiDAR data. Soil information consists of soil type 

and their shortwave radiation reflectance values. Due to a lack of a 
dataset of soil types at a reasonably high spatial resolution, in addition to 
lacking proper parameterization of the different soil types for the model, 
we decided on using a homogenous value for both the soil type, and its 
shortwave reflectance value for each area. 

2.3.3. Model implementation 
Due to the large waterbody in KAR, we used the waterbody effects 

-function (Maclean et al., 2019) to calculate their effects on the tem-
perature values in the area (Fig. 2). Using thin-plate spline interpolation 
along with three covariates (sea and land temperature differences, 
coastal exposure in an upwind direction and coastal exposure dis-
regarding wind direction), the function calculates finer resolution tem-
perature data from the coarser reference. On average differences 
between reference and output temperatures ranged from 0.25 to 0.31◦, 
being higher near the edge of water than further inland in the southern 
area, while having a cooling effect in the north. 

Model runs were done in a supercomputing environment of the CSC 
(IT center for science) PUHTI system. Due to large computational 
burden, the model runs were divided into two-day segments. This 
allowed for running the model on multiple computation nodes, lowering 
overall run times, and lowering the memory requirements of each of the 
model runs. 

The microclimate model runs resulted in temperature arrays at 0.15 
m height for each of the three research areas. These arrays have a 
temporal resolution of one hour and a spatial resolution of 10 m x 10 m. 
These results were compared to the available microclimatic observa-
tions from the three focus areas. Model outputs were extracted based on 
the measurement site coordinates, and utilized identical time intervals 
as the three-hourly climgrid dataset. We calculated the Root Mean 
Square Error (RMSE), Pearson Correlation (r), coefficient of determi-
nation (R2) and bias (modelled values subtracted from measured values) 
of the measurement and model time series. These values were calculated 
for the daily maximum, minimum and mean temperatures, in addition to 
the three-hourly (Table 2) and hourly time-series (Supplementary 
Table 1) between all measurement sites. We also calculated r and R2 

values between maximum, minimum and temperature ranges and 
different vegetation and topography variables (Supplementary Table 2). 
The chosen vegetation variables were PAI, tree height and habitat type 
and the topography variables were DEM, slope, aspect, and TPI-500 
(Topographic Position Index, 500 m radius). The RMSE between 
measured and modelled temperatures and daily maximum and mini-
mum temperature bias from each site were compared to selected vege-
tation and topography variables to see if the model performance was 
affected by them (Supplementary Table 3). Lastly, the measurement 
sites were divided into a set of environments for comparisons. These 
environments consisted of forests – openings, level – sloped terrain, 
North-West – South-East aspects, negative – positive TPI and lastly short 
– tall trees. RMSE between measured and modelled values, and daily 
maximum and minimum temperature bias were compared between 
these different kinds of environments. 

3. Results 

3.1. Model validation 

3.1.1. Overall performance 
The three focus areas show large variability in environmental con-

ditions (Table 1). Model validation was done between the measured and 
modelled near-surface microclimate temperatures at a 15 cm height. In 
these results, we concentrate on the three-hourly values due to the lack 
of temporal interpolation, but the RMSE between measured and 
modelled values and maximum and minimum temperature bias for all 
values can be found in Supplementary Table 1. The three-hourly values 
RMSE between all measurements and modelled values from all three 
areas and times was 2.9 ◦C, R2 was 0.79 and temperature bias was − 0.5 
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◦C (Fig. S1). With all measurements and comparing each site separately 
(Table 2), the KAR area had the lowest RMSE (2.2 ◦C), and highest R2 

(0.84). HYY had an RMSE of 3.2 ◦C, and R2 of 0.80. VAR had an RMSE of 
3.0 ◦C, and R2 of 0.72. There was a negative temperature bias for KAR 
(− 0.6 ◦C) and HYY (− 0.8 ◦C), and a positive for VAR (0.4 ◦C). When 
comparing values averaged over all sites in each area, KAR also had the 
lowest RMSE value for the daily maximum (1.3 ◦C), minimum (0.6 ◦C) 
and mean (0.8 ◦C) temperature comparisons. HYY had the highest RMSE 
for both the daily minimum temperatures (2.7 ◦C) and mean tempera-
tures (1.0 ◦C), while VAR had the highest RMSE for the daily maximum 
temperatures (2.5 ◦C). For all areas, R2 values were high, with VAR 
minimum temperatures being lowest (0.69). Comparisons between each 
individual measurement site (Fig. 3) show higher RMSE and lower 

correlation and coefficient of determination values compared to daily 
values. Results are otherwise similar as in the values averaged over all 
sites in each area, with the model performing the best in KAR. Measured 
and modelled temperature RMSE values ranged from 2.7 to 3.6 ◦C, being 
the highest in June. There was a negative temperature bias in all months 
(− 0.4 - − 0.6 ◦C). 

3.1.2. Observed and modelled temperature variability 
Modelled values have smaller temperature ranges than measured 

values in both daily maximum and minimum values (Fig. 4a) and 
monthly temperature ranges (Fig. 4b) for each focus area, especially in 
HYY. Differences were smallest in May and largest in June in KAR and 
HYY, while the differences in VAR were not found to be statistically 
significant for any of the months. Both measured and modelled tem-
peratures have higher temperature ranges than ERA5 macroclimate data 
(Fig. S2), the differences being larger in the daily maximum tempera-
tures than in the minimum temperatures. 

3.2. Models predictive performance in respect to the environmental 
conditions 

Model results show great temperature variability in each of the areas 
(Fig. 5). PAI had the strongest effect on maximum temperatures and 
temperature ranges in each area, followed by tree height (Supplemen-
tary Table 2). For minimum temperatures the only variables with a 
noticeable and significant effect were DEM in KAR and tree height in 
VAR, although the R2 values are low (0.15 and 0.07 respectively). 

The largest effect on RMSE between measured and modelled tem-
peratures in KAR and HYY was found in the vegetation parameters PAI 
and tree height, being especially strong in HYY (PAI r = − 0.82 and R2 =

0.66) (Supplementary Table 3). In VAR the highest effect was from 

Fig. 2. Workflow of input parameter collection and editing for model runs. Dashed outlines depict data processing phases in the workflow. FMI, Finnish Meteo-
rological Institute. LiDAR, light detection and ranging. DEM, digital elevation model. PAI, plant area index. 

Table 2 
Root Mean Square Error (RMSE) between measured and modelled temperatures, 
coefficient of determination (R2) and bias (modelled values subtracted from 
measured values) for daily maximum, minimum and mean temperatures (temp), 
based on the three-hourly values of measured and modelled temperatures at 
each focus area averaged over all measurement sites. Comparisons for VAR 
(Värriö) are limited to 10.6 – 31.8 due to snow cover.   

Daily max temp Daily min temp 

Area RMSE R2 bias RMSE R2 bias 

KAR 1.3 0.93 − 0.1 0.6 0.98 − 0.2 
HYY 1.7 0.97 1.3 2.7 0.95 − 2.5 
VAR 2.5 0.82 1.5 2.1 0.69 − 0.8  

Daily mean temp All measurements 
Area RMSE R2 bias RMSE R2 bias 
KAR 0.8 0.98 − 0.6 2.2 0.84 − 0.6 
HYY 1.0 0.99 − 0.8 3.2 0.80 − 0.8 
VAR 0.9 0.92 0.0 3.0 0.72 0.4  

J. Kolstela et al.                                                                                                                                                                                                                                 



Agricultural and Forest Meteorology 350 (2024) 109995

6

aspect (r = − 0.42 and R2 = 0.18). For maximum temperature bias slope 
and tree height had the greatest effect in KAR and HYY, while only slope 
had a significant effect in VAR. For minimum temperature bias the only 
variable with a statistically significant effect was habitat type in HYY 
and especially VAR (r = − 0.52 and R2 0.27). 

In general, RMSE between measured and modelled values is lower in 
more forested areas with taller trees, sloped, North-West facing areas at 
higher ground (Fig. 6). This was also evident for the daily maximum and 
minimum temperature bias, where bias was closer to zero in such en-
vironments. However, the effect of TPI on maximum temperature bias 
and tree height and aspect on minimum temperature bias was not sta-
tistically significant. Aspect did not have as strong of an effect as the 
other variables, except for maximum temperature bias. 

Largest differences in RMSE of measured and modelled temperatures 

in KAR were in the short – tall tree environments (Supplementary 
Table 4), in HYY there were significant differences between all envi-
ronments except North-West – South-East facing slopes and lastly in VAR 
overall level of difference was smaller than in KAR and HYY but was 
evident in each environment comparison. In KAR differences in 
maximum temperature bias were found between all environments 
except negative – positive TPI (Supplementary Table 5). In HYY all en-
vironments had noticeable differences, the largest being level – sloped 
environments, and in VAR between North-West – South-East facing 
slopes. For minimum temperature bias the largest difference in KAR was 
between short – tall forest environments, in HYY forest – open envi-
ronments and lastly in VAR negative – positive TPI environments 
(Supplementary Table 6). It should be noted that there is a large group 
size difference for the tree height environments in KAR and HYY, 

Fig. 3. Comparisons of the KAR (Karkali), HYY (Hyytiälä), and VAR (Värriö) daily measured and modelled maximum (max, red), minimum (min, blue), and mean 
(orange) temperatures at each individual measurement site based on the three-hourly temperature values. The linear regression line is presented as a dashed black 
line while the solid black lines depict 1:1. RMSE, Root Mean Square Error. R2, coefficient of determination. 
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potentially affecting the results. 

4. Discussion 

4.1. Model performance and its variation in respect to environmental 
conditions 

The model is mostly capable of following the temperature variation 
within each site, although the variability and temperature ranges of 
modelled values tend to be suppressed compared to the measured 
values. Performance was otherwise consistent over the May-August 
period in each area, except for June. This could be due to the high 
(almost 4◦) temperature anomaly for June compared to May, July, and 
August of 2020 in Finland (Finnish Meteorological Institute, 2021), 
potentially causing larger differences in measured and modelled tem-
perature extremes. 

In agreement with previous research covering boreal environments, 
the temperature variability is largely driven by differences in forest 
canopy (represented by PAI and tree height in this study) (e.g., Aalto 
et al., 2022; Thom et al., 2020), as is the model performance. This is seen 
in the hemiboreal area KAR between forests and numerous open areas 
(agricultural fields), in HYY between forests and the large wetlands and 

in VAR the forests and open fell tops. Variability is also evident within 
forested areas, having strong negative correlation with maximum tem-
peratures and PAI and tree height. Here differences in the canopy cover 
can lead to increased flux densities of shortwave radiation reaching the 
ground layer compared to the adjacent area. 

Model performance varied between the focus areas, KAR having the 
overall best performance. This could be due to the large temperature 
buffering waterbodies in the area (Wen et al., 2015), which were 
captured in the model implementation using the waterbody function. 
Measurement sites were also located in more forested areas than in HYY 
and VAR, limiting the maximum temperature bias caused by potential 
measurement device overheating as discussed in 4.2, methodological 
limitations. The especially large minimum temperature bias in HYY 
could be due to an overestimation of the wetlands’ high specific heat 
capacity and ability to reduce outgoing long-wave radiation (Yu and Liu, 
2019). The potential overheating of the measurement devices could play 
a larger role in the prediction error due to many of the sites being in open 
areas with no canopy cover. This could also be the reason for perfor-
mance being better in sites with more sloped terrain with positive TPI, as 
the more level sites with negative TPI are in the open wetland areas. In 
VAR, elevation differences have a stronger effect on temperatures than 
in the other areas. Slopes as well as the fell tops can be seen heating up 

Fig. 4. a) Timeseries of daily maximum, minimum, and mean temperatures of measured and modelled three hourly temperature values, averaged over the three 
focus areas. dif, difference. b) Three-hourly measured and modelled temperatures over all months, and each month separately in each focus area. Black line depicts 
the 0.5 quartile. Note that VAR data were available only starting from 10.6.. KAR, Karkali. HYY, Hyytiälä and VAR, Värriö. In figure b) level of significance is 
depicted as P < 0.001 = ***, P < 0.01 = **, P < 0.05 = * and P > 0.05 = ns (not significant), and the T-value of the Welch’s T-test is reported as T. 
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during the summer in the modelled temperatures. However, results 
suggest that there is a larger bias in maximum temperature predictions 
in the south facing sides of fell tops and minimum temperature pre-
dictions in the local topographic depressions where cold air pooling 
should lower temperatures further (Geiger, 1965). These fell dynamics 
can be greatly affected by the lack of a snow component in the model. 
The fell depressions could stay cooler for longer periods due to slower 
snow ablation than in other areas (Niittynen and Luoto, 2018), as could 
the northwest-facing sides compared to the southeast-facing ones. A 
generalization of the results is that the model performs best in areas with 
high PAI, taller trees, steeper North-West facing slopes with higher 
elevation than the surrounding area in this study setting. 

4.2. Methodological limitations 

There are multiple potential sources for differences in measured and 
modelled values, potentially deriving from the model itself, but also in 
the data and methodological limitations of this study. One of the known 
limitations is the rather coarse native resolution, or complete lack of, 

certain input variables. The most influential variable PAI was calculated 
from LiDAR data, but the national LiDAR dataset has a point density of 
0.5 p/m2. Lower LiDAR point densities have been found to lower the 
accuracy of forest variable estimations (such as tree height and stem 
volume) (e.g. Magnusson et al., 2007; Gobakken and Næsset, 2008). For 
example, a study conducted by Watt et al. (2014) showed an increase in 
the RMSE of tree height, volume and diameter estimations when point 
densities were thinned to 1 p/m2 and lower. They also found that even 
point densities of 0.1 p/m2 could give similar results as densities over 2 
p/m2 when used with higher accuracy DEM data. Due to the large extent 
of the focus areas in our study, producing higher point density LiDAR 
data using e.g., unmanned aerial vehicles was not feasible. However, 
there is currently ongoing production of a new, more accurate 5 p/m2 

national LiDAR dataset. From this, a more accurate DEM could be pro-
duced to be used even with the lower 0.5 p/m2 LiDAR data and provide 
more detailed information about the vegetation structuring. 

Missing vegetation and soil variables were estimated using either 
model tools or made homogenous over the focus areas. The soil classes 
used in microclimf are based on Aschonitis’s and Antonopoulos’s (2013) 

Fig. 5. The PAI (Plant Area Index) (1), modelled minimum (2) and maximum (3) temperatures from the KAR (Karkali, a), HYY (Hyytiälä, b) and VAR (Värriö, c) 
focus areas. Elevation is depicted by the white 20 m contour line for each area, while black areas depict water cover. 
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soil type classifications and their parameters. For our focus areas, the 
available soil datasets, and their classifications do not meet the 
parameterization requirements presented by the model. This could be a 
key factor for the lower model performance in more open areas, where 
the soil type and radiation reflectance play a larger role in controlling 
the temperature dynamics at 15 cm height than in a closed canopy 
environment (Geiger, 1965). In addition, the model does not consider 
the different types of ground-level vegetation, which has been shown to 
be an important climate forcing factor for microclimate modelling 
(Stickley and Fraterrigo, 2021). 

Another potential source for error is the uncertainties regarding 
microclimate measurements. The used Tomst loggers have an accuracy 
of 0.50 ◦C (Wild et al., 2019). Adding to this, the known issues of po-
tential heating caused by radiation absorption by the logger itself 
(Maclean et al., 2021b) are likely causing significant bias to the 
maximum temperature comparisons between measured and modelled 
data. This may also be the reason for the outlier values in maximum 
temperatures (e.g., nearly 45 ◦C) in June – August months and a po-
tential reason for the model consistently underestimated maximum 
temperatures in all sites. The loggers have also been shown to have a 
nocturnal minimum temperature bias, with the device underestimating 
temperatures in more open areas (Maclean et al., 2021b), which was 
also seen in the minimum temperature bias of our comparisons between 
open and forested measurement sites. This also likely explains the 
model’s tendency to produce smaller temperature ranges compared to 

the measurement data in all areas (especially HYY and VAR). 

4.3. On the microclimate measurements and models 

Only recently have new local and regional microclimate observation 
networks, consisting of miniature loggers, helped to facilitate under-
standing of microclimatic variability across biomes (Wild et al., 2019; 
Lembrechts et al., 2020). Recent studies by Aalto et al. (2022) and 
Kemppinen et al. (2023) conducted across boreal and tundra landscapes 
in northern Europe quantified the remarkable spatiotemporal 
thermal-hydrological heterogeneity of these systems. Such large study 
designs of hundreds of microclimate stations are valuable for informing 
us about the magnitude of fine-scale climate variability. Large micro-
climate measurement datasets can also be used to develop empirical 
models, or used as in this study, as validation data for more mechanistic 
modelling approaches. 

Mechanistic microclimate models are valuable tools in increasing 
our understanding of the different risks forest environments are facing 
under changing climate. For example, microclimate related phenomena, 
such as mapping and understanding species’ microrefugia (Stickley and 
Fraterrigo, 2023), pest damages for trees (such as bark beetle) (Kautz 
et al., 2013), the transmission potential of arthropod vectors (Haider 
et al., 2017), alterations in snow dynamics and forest carbon sinks (e.g., 
Ahmed et al., 2021), and forest fire risk (Alexander, 2010) can be better 
understood and used for more informed decision making. 

Fig. 6. Root Mean Square Error (RMSE) of three hourly measured and modelled temperatures and maximum (max) and minimum (min) temperature bias com-
parisons between forested (PAI > 0.1) and open (PAI < 0.1), short (< 10 m) and tall trees (>= 10 m), forested (PAI > 0.1) and open (PAI < 0.1), level (slope angle <
5 ◦) and sloped (slope angle >= 5 ◦), North-West (NW) and South-East (SE) facing slopes and negative and positive Topographic Position Index values at a 500 m 
radius (TPI-500). Black line depicts the 0.5 quartile. N value depicts the number of observations in each group. Statistical evaluation of the results was done with the 
Welch’s two sample t-test and the level of significance is above the groups depicted as P 〈 0.001 = ***, P < 0.01 = **, P < 0.05 = * and P 〉 0.05 = ns (not significant). 
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In this study, we found that the mechanistic model microclimf was 
able to predict the temperature dynamics over three focus areas in 
boreal forests. Acknowledging the limitations for some of the input 
variables, the results could benefit particularly from higher quality 
LiDAR and soil data. Currently, model applicability is mostly limited by 
the large range of input variables required, and the computational re-
quirements for larger spatiotemporal extents with outputs of high spatial 
resolution. Here, we tested only the modelling of near-surface temper-
atures. In the future work, other model output variables, such as relative 
humidity and soil moisture would be important to validate for similar 
boreal forest environments. These could be used for more accurate 
drought risk estimations and recognizing potential fire ignition risk 
areas. 

5. Conclusions 

In this study, we modelled the near-surface microclimate tempera-
ture variation over a broad macroclimatic gradient, ranging from the 
deciduous forests of the hemiboreal area of Karkali, the large mires of 
the southern boreal area of Hyytiälä, and finally the open tundra sum-
mits in the northern boreal area of Värriö, using the spatially-resolved 
mechanistic microclimate model microclimf. We found that the model 
was able to predict temperature variability in each focus area and 
showed reasonable overall agreement between measured and modelled 
values at daily maximum, minimum and mean temperatures, along with 
instantaneous temperatures. The model was found to have the best 
performance in the hemiboreal area with dense canopy cover compared 
to the southern boreal area with extensive open landscapes and wet-
lands, and the northern boreal area with larger topographic variation 
and overall lower canopy coverage. Results reveal high spatiotemporal 
variability in the temperature ranges within each of the focus areas, 
demonstrating the high potential of mechanistic microclimate models to 
accurately predict temperature variability at high spatial and temporal 
resolution over boreal environments. In the future, new high spatio-
temporal resolution microclimate data can be used both to factor in the 
actual microclimatic environment in different modelling systems and to 
increase our knowledge of the effects of land use and climate change on 
different environments and the species inhabiting them. 
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