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Abstract: There exist various frameworks for the selection of end-user authentication meth-

ods, but none of those takes a stand concerning the organizational point of view regarding 

secure software development. The purpose of this research was to gain insight into secure 

software development and explain how security features are implemented in the developed 

systems. The research was carried out using a qualitative method, conducting semi-structural 

interviews for seven participants from Finnish IT organizations. Data were processed by 

thematic analysis. The theoretical framework was Anthony’s (1964) organizational decision-

making processes, and it was used in analysing the data. The research shows that different 

security features are implemented at different phases of secure software development. Secu-

rity policies created at the company’s strategic level are transferred to technical instructions 

that guide architectural decisions, requirements engineering, the selection of authentication 

methods, and component integration. Contradicting Anthony’s theory, developers’ influence 

on decision-making is notable; developers as experts can oversee high-level technical deci-

sions such as relating to the architectural resolution. They may also use power to gain 

changes counteracting official company policies such as the selection of development meth-

ods. The study shows that high regulation is the main source of requirements for companies 

and the selection criteria of authentication method is similar than relating to any component. 
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It also shows that system developers do not take responsibility for maintaining the current 

authentication practice due to the reliance on regulation. 

Keywords: Secure software development, cyber security, security features, end-user authen-

tication 

Suomenkielinen tiivistelmä: Loppukäyttäjän tunnistusmenetelmien valinnalle on olemassa 

erilaisia viitekehyksiä, mutta yksikään niistä ei ota kantaa organisaation näkökulmaan tur-

valliseen ohjelmistokehitykseen liittyen. Tutkimuksen tarkoituksena oli saada tietoa turval-

lisesta ohjelmistokehityksestä ja selittää, miten turvallisuusominaisuuksia implementoidaan 

kehitettäviin järjestelmiin. Tutkimus toteutettiin laadullisella menetelmällä, suorittamalla 

puolistrukturoituja haastatteluja seitsemälle suomalaisen IT-organisaation edustajalle. Ai-

neisto analysoitiin temaattisella analyysillä ja tutkimuksen teoreettisena taustana käytettiin 

Anthonyn (1964) organisaation päätöksentekoprosessin viitekehystä. Tutkimus osoittaa, että 

turvallisen ohjelmistokehityksen eri vaiheissa toteutetaan erilaisia turvallisuusominaisuuk-

sia. Yhtiön strategisen tason turvallisuuslinjaukset muunnetaan teknisiksi ohjeistuksiksi, 

jotka ohjaavat arkkitehtuuripäätöksiä, vaatimussuunnittelua, tunnistautumismenetelmän va-

lintaa ja komponenttien integrointia. Anthonyn teorian vastaisesti, kehittäjien vaikutus pää-

töksentekoon voi olla huomattava; kehittäjät voivat asiantuntijoina valvoa korkean tason 

teknisiä päätöksiä, kuten arkkitehtuurisia ratkaisuja. He saattavat myös käyttää valtaa saa-

dakseen aikaan muutoksia tiimin käyttämän kehitysmenetelmän valintaan virallisen turval-

lisuuspolitiikan vastaisesti. Tutkimus osoittaa, että sääntely on yrityksille suurin täytetyn 

vaatimuksen lähde, ja valintaperusteet tunnistautumismenetelmälle ovat samanlaiset kuin 

mihin tahansa komponenttiin liittyvät perusteet. Lisäksi tutkimus osoittaa, että järjestelmien 

kehittäjät eivät ota vastuuta nykyisten tunnistautumiskäytäntöjen ylläpitämisestä, vaan kat-

sovat sen johtuvan sääntelystä. 

Avainsanat: Turvallinen ohjelmistokehitys, kyberturvallisuus, turvallisuusominaisuudet, 

loppukäyttäjän tunnistautumismenetelmä 
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1 Introduction 

The gatekeeper of the secure use of the software or application is the end-user authentication. 

Relating to passwords, everyone has an opinion. For users, they are painful. In the earlier 

days, passwords as an authentication method were a valid solution. Users managed well with 

eight-character passwords and accounts were safe from brute force attacks. The number of 

accounts was also lower. Due to digitalization, the number of accounts as well as the require-

ments for secure passwords have increased significantly. The suggested number of charac-

ters has risen, the usage of special characters is forced, and periodical changes of passwords 

are mandatory. (Stajano, 2011; Still et al., 2017) This has led to the use of insecure password 

practices, such as password reuse (Woods & Siponen, 2018).  

One of the reasons why passwords are the most common authentication method provided 

for users is due to organizational fondness. It is a feature that is easy to implement in systems, 

at a low cost. (Sims, 2020) The negative aspects relating to passwords, however, are disturb-

ing. In 2022 alone, over 700 million passwords were leaked (Keary, 2023). In academia as 

well as in the industry it is well-known that people are the weakest link to both security and 

privacy (Belanger & Xu, 2015; Crossler et al., 2013). It is the user that represents the greatest 

threat exposing information and assets to loss (Willison & Warkentin, 2013). 

Due to the mentioned negative aspects related to passwords as well as their implementation 

prevalence, it is interesting to know why passwords are chosen as an authentication method 

during software development. Velásquez et al. (2018) performed a systematic literature re-

view regarding authentication methods as well as creating a framework for comparing and 

selecting authentication methods. This framework focuses on reviewing the system to which 

the authentication method is implemented, the system’s requirements and the need for secu-

rity and then proposed a solution. This was an improvement to a situation, where eight dif-

ferent decision-making frameworks existed each of them having a slightly different approach 

to the matter, such as cost (Altinkemer & Wang, 2011), web authentication (Bonneau et al., 

2012), IP Multimedia systems (Eliasson et al., 2009), users (Forget et al., 2015), 
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authorization (Guel, 2002), paid mobile devices solutions (Kim, 2017), and 2-factor authen-

tication schemes (D. Wang et al., 2016). 

Those approaches do not, however, take a stand relating to organizational aspects. Velásquez 

et al. (2020) argued, that it is the development team’s responsibility to choose which authen-

tication technique to implement to the system. Therefore, it is interesting to find out what 

affects the decision-making process of a development team. Development teams are units of 

software development organizations and therefore organizational decision-making processes 

must be investigated. 

Anthony’s (1964) theory on the organization’s three-level decision-making processes has 

been used to describe software engineering projects’ decision-making processes. (Aurum et 

al., 2006) The framework states organizational decision-making activities occur in three dif-

ferent levels, strategic, management and operational levels. The direction of the decision is 

from the top to down; the strategic level determines the company’s objectives and manage-

ment decides resources to achieve these objectives. The operational level’s responsibility is 

to ensure the execution of the tasks within the resources allocated to them. (Anthony, 1964) 

In the context of secure software development, the theory may not be fully applicable as 

such. The theory does not take into consideration software developers’ position as an expert 

more than operational personnel. Modern software development is fast-paced and relies on 

developer knowledge and autonomy. Graziotin et al. (2015) research explains that develop-

ers are cognitive creatures with emotions. Moreover, developers, like any humans perform 

their daily tasks in teams with its, sometimes contradicting, coherence and rules. Power re-

lations are part of human interaction.  

According to Niazi et al. (2020), the outcome is costly and ineffective if security is consid-

ered and implemented during the last phases of software engineering. Therefore, secure soft-

ware development considers security requirements at the early stage of the software devel-

opment process. Secure requirements engineering (SRE) is helpful when seeking secure and 

cost-effective design, development, implementation, and maintenance. Security decisions 

are made at various levels of the organization during secure development engineering re-

garding applicable standards (Rindell et al., 2021) and regulation (Goel & Shawky, 2014), 
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secure requirements engineering (Niazi et al., 2020) and architecture (Hong, 2006), as well 

as secure development methods (Myrbakken & Colomo-Palacios, 2017). During that pro-

cess, the selection of different security features should be controlled at all levels and in line 

with strategic objectives.  

Security related to software is a combination of two aspects: the combination of used security 

practices during the software development and the selection of security features. To under-

stand how these processes happen in organizations we need to ask these questions: 

Q1: How do different security practices emerge related to software development activities? 

Q2: How do the organizational decision-making processes affect systems security features? 

To find answers to these questions, it is important to understand what secure software devel-

opment consists of and how the organizational decision-making process works. Chapter 2 

focuses on secure software development and Chapter 3 on organization decision-making. In 

Chapter 4 methodology is presented and Chapter 5 shows the results. Chapter 6 analyses 

how the results are comparable to previous research and Chapter 7 sums up conclusions with 

implications both to research and practice as well as limitations of this research. 
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2 Security in software development 

Security has several definitions relating to software development such as secure code, secu-

rity engineering, and secure requirements engineering. Security is part of organizational cul-

ture (Prakash Attili et al., 2022), requirements engineering (Niazi et al., 2020), architecture 

(Hong, 2006), method (Akbar et al., 2022), as well as code (Hein & Saiedian, 2016). It is 

also a multi-disciplinary concept, when code vulnerability is related to computer science, 

development methods relate to information systems. Software development has certain lin-

earity as well as a hierarchy. This chapter presents the main features of secure software de-

velopment from regulation to code-line details.  

To gather an understanding of research related to this study a literature review was per-

formed. Levy & Ellis (2006) define literature review as a vital part of establishing the body 

of knowledge (BoK) including the summary of what is already known and where new re-

search is needed. The process started by discovering what kind of language is used relating 

to studies in this area. This is also suggested by Levy & Ellis (2006), who calls it keyword 

search and suggests it to be the initial step of the IS literature review.  

During the process with the most interesting papers during keyword search, a backward and 

forward search was performed, which is also suggested by (Levy & Ellis, 2006). Backward 

search, put forth by Webster & Watson (2002) is a technique for reviewing the references of 

interesting papers. Forward search is a method of reviewing articles that cite the current 

article. Those techniques were used with the most promising scholars as well; what the au-

thor had published before or after the article currently in hand. In conclusion, suitable key-

words were discovered by conducting forward and backward searches for both publications 

as well as to scholars. The keywords selected for the literature review were “decision”, “se-

lection”, "software development", "software engineering" and "system development". The 

usage of synonyms was intended due to the variety of definitions for certain features. 

Once suitable keywords were found, the next step was the selection of publications. Due to 

the multi-disciplinary nature of this research, the amount of previous research is significant. 

According to (Levy & Ellis, 2006) the quality of the literature may also be varying. To ensure 

the reliability of the papers used, the publication approved to literature review needed to 



 

5 

 

have a minimum of Jufo 2 grading. Since the topic is related to information systems, com-

puter science, as well as information security, the decision was made within the top publica-

tions in those fields (see Appendix B). When both the suitable keywords as well as publica-

tions were identified, the query string was ready to be filled into Scopus. Scopus is a citation 

and abstract database that searches for example from these databases related to computer 

science and information systems: IEEE Xplore, ACM, ScienceDirect and Springer. 

The search resulted in 168 articles. After evaluating the suitability of each article, 30 were 

selected to be used in the initial literature review. The next step of the literature review was 

the processing to turn the data into information (Levy & Ellis, 2006). Atlas.ti software was 

used to analyse the literature. Based on the analysis, an overview of the secure software 

development process was gained. In the following parts is presented why security must be 

implemented in software from the beginning. It is also presented how and why security must 

be implemented in different levels of software, from legislation, requirements engineering, 

architecture and development methods to a single component. 

2.1 The overall picture 

Neglecting security in software engineering has led to various negative consequences 

(Conklin & Dietrich, 2005) such as security vulnerabilities (Mouratidis et al., 2005). In the 

earlier days, security in software engineering was seen as an add-on feature of the late stage 

of development. According to Mostert & Von Solms (1994), this add-on view was ten times 

more expensive than security being engineered into the system from the beginning. The fact 

that developers did not get support for secure engineering, was likewise a problem in the 21st 

century (Zulkernine & Ahamed, 2006). Furthermore, the lack of standardized methodologies 

led to undocumented knowledge of secure engineering (De Win et al., 2008). The lack of 

documentation as an issue was also addressed by Uzunov et al. (2014) who stated that a 

methodological perspective is needed. Nowadays it is considered vital for software to per-

form as intended on every occasion, even when it faces malicious attacks (Bernsmed et al., 

2022). According to Lee et al. (2002), for software to survive attacks, it must follow software 

lifecycle process standards. Security is seen as a lifecycle (Traore & Woungang, 2013) that 
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starts at an early stage, during the design of the process and continues to the very end of the 

software's existence.  

The foundation of security in any software is in regulatory means such as laws (Goel & 

Shawky, 2014), standards (Rindell et al., 2021), company policies (Von Solms et al., 2011) 

and protocols (Costa et al., 2023). Application may vary regarding the region and therefore 

security legislation and its effect on software development security is also location-based. In 

the EU area, for example, General Data Protection Regulation (GDPR) defines approved 

methods for personal information handling (European Union, 2016). Standards, on the other 

hand, may be international, such as ISO27001 which is the standard for information security 

management (ISO/IEC, n.d.), and therefore widely used in today’s software development 

organizations. Organizations, being influenced by the surrounding restrictions, cannot iso-

late themselves from their impact and Mihaylov et al. (2016), state that applications need to 

be compliant with the relevant standards and practice must happen inside these mandatory 

security frames. The regulatory frames are the ground for requirements, which are a collec-

tion of all the features that the software contains. 

2.2 Secure requirements engineering 

Requirements engineering in general is a part of the software development process with var-

ious decisions. The decisions relate to, inter alia, choosing appropriate methods and tools for 

various activities, identifying stakeholders, assessing feasibility, validating, and prioritizing 

requirements. Moreover, a decision is made relating to determining which requirements to 

implement during release planning (Aurum & Wohlin, 2005). Requirements can be func-

tional and relate to business rules, administrative functions, and external interfaces, or they 

may be non-functional which usually relates to quality. Examples of non-functional require-

ments (NFR:s) are for example how many seconds the page must load or what is the value 

for the up-time percentage. According to Werner et al. (2022) NFR:s are vital for organiza-

tions' success. Requirements engineering has multiple definitions; it can be seen as a design 

decision (Evans et al., 1997), a problem-solving activity (Aurum & Wohlin, 2003), or a semi-

structured or unstructured complex decision-making process made by the stakeholders (Au-

rum & Wohlin, 2005). This is due to its nature, during the requirements engineering, 
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representatives of different stakeholders gather to present their needs relating to the devel-

oped system. Furthermore, all requirements are not equally important and therefore design 

decisions are necessary.  

Regarding requirements engineering, security is an aspect that needs to take into considera-

tion as well. Relating to secure requirements engineering, various models are found (Niazi 

et al., 2020); Riaz et al. (2016) state that goals are the ground for security requirements. If 

the company is operating in an extremely tightly regulated business, such as in the financial 

sector, the security aspect needs to be taken into serious consideration from the start. Security 

by design (SbD) is a holistic approach where security is seen as default and secure compo-

nent implementation is a goal from the beginning (Casola et al., 2020) and Chehrazi et al. 

(2016) argue that it has a positive impact on the project success. A similar paradigm exists 

for privacy, privacy by design (PbD) and Hadar et al. (2018) define it as a policy that guides 

developers to apply solutions where better protection for privacy is achieved.  

Furthermore, tools for helping in facilitating compliance with regulation exist; Mellado et 

al. (2010) provide a framework for security requirements engineering by conforming to se-

curity standards. Their framework consists of a security requirement engineering process for 

software product line (SPL) driven by security standards such as ISO27001, a security ref-

erence meta-model to manage the variability of those SPL artefacts related to security re-

quirements, and a tool which implements the meta-model. To implement security into the 

software, it must be taken into consideration before any architecture is designed. In other 

words, the starting point of the development process must be security-enhancing regulation. 

Only then the software can fulfil the various requirements which are imposed on it. 

2.3 Software architecture 

Requirements and architecture stages tend to be overlapping in some cases and are not sep-

arate processes. Whalen et al. (2016) state that by carefully paying attention to architecture 

as well as requirements, critical systems can survive even sophisticated attacks. Furthermore, 

security requirements are specified in enterprise architecture models as well as in business 
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processes (San Martín et al., 2022). Enterprise Architecture (EA) builds transformative ca-

pabilities from information, processes, people, and technology (Band et al., 2014).  

Because architectural models are passed to applications and software (Hong, 2006), the se-

curity aspect is vital in the architectural phase for it to be transferred to the product. Bass 

(2017) identifies architects as role models; they have a mandate to comply with technical 

requirements, without forgetting organizational or cultural aspects.  

As mentioned, secure software has advantages such as cost savings and resilience against 

malicious attacks. A need for safer design has been a topic for a while (Villarroel et al., 

2005). However, the architecture phase has its difficulties. Security may be categorized as 

an abstract or non-functional requirement, and Atlee et al. (2007) present the difficulties that 

development projects face regarding non-functional properties; abstraction challenges, 

model manipulation and management challenges (traceability) as well as educational issues. 

Unfortunately, Buyens et al. (2009) present a dilemma regarding the favour of security prin-

ciples; when priority is given to security principles it may cause unwanted side effects to 

architectural qualities such as performance or maintainability. Therefore, architecture means 

also decision-making between different qualities at the expense of security. 

2.4 Development methods 

According to Iivari (1996), the adoption of a software development approach or method is 

normally an organizational decision. A waterfall paradigm is an example of the linear 

method, which is a process where phases follow one another in a controlled way. It begins 

with requirements and design, is followed by the development and after the testing phase the 

software is ready for production and maintenance (see Figure 1). 
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Figure 1. Waterfall model, after (SDLC - Waterfall Model, n.d.) 

 

The waterfall model was widely in use but unfortunately had its issues. The strong depend-

ence on the linearity of the process and compliance with the plan made it difficult and costly 

to make any changes during the development process. Issues relating to identifying customer 

needs were also significant and the result of the project did not meet customer needs. Many 

of the software development projects ended up in failure and therefore Beck et al., (2001) 

took a stand with Agile Manifesto. The manifesto underlined the following aspects of the 

software development process: “Interaction over processes, working software over compre-

hensive documentation, customer collaboration over contract negotiation and responding to 

change over following a plan.” After that software development has transformed into a more 

agile direction (Conboy, 2009). Next, some of the modern development methods used in 

software development are presented. 

Development and Operations (DevOps) is a method, in which principles are continuous in-

tegration and continuous deployment (CI/CD). Figure 2 presents the process flow of the 

method. By making the collaboration between development and operations more effective, 

the method is aiming to improve the delivery of business value. This is done by increasing 

Analysis requirement

System design

Implementa4on

Tes4ng

Deployment

Maintenance



 

10 

 

the automation of development, testing as well as administration. According to (Díaz et al., 

2021) its popularity is enhanced by the speed it is providing for development, testing, and 

launch.  

 

Figure 2. DevOps model (Gunja, 2022) 

 

The demand for rapid delivery presents, however, new challenges. The challenges are related 

to security; how to ensure secure development while maintaining rapid development of 

DevOps. To tackle the problems related to the method's security, a new method was created 

based on it. DevSecOps is aiming to integrate security management throughout the whole 

process of development as well as during the maintenance phase. (Akbar et al., 2022) This 

is done by adding security controls and practices into the cycle of DevOps (Myrbakken & 

Colomo-Palacios, 2017). 

Unfortunately, DevSecOps has its challenges; according to Rajapakse et al. (2022), problems 

with DevSecOps are related to four areas. The first is related to tools; usage of the develop-

ment tools may be miscellaneous without a consistent method of use. The second challenge 

is related to practice such as the inability to automate the manual security practises to inte-

grate it DevSecOps which emphasizes automation. The third challenge is related to 
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infrastructure; the development environments are resource constrained and highly regulated 

and the cloud environments are complex for DevSecOps adoption. 

In post-COVID-19 life, ways of working have changed and development teams have a lot 

of authority over their work. (Cucolaş & Russo, 2023; Spiegler et al., 2021) Therefore, de-

velopers’ perceptions regarding security are important. Two viewpoints relate to developers 

and security; according to Lester (2010), one challenge lies in teaching since security is not 

integrated into teaching when learning programming principles. Moreover, developers’ se-

curity and privacy perceptions have an impact on the daily development activities and in the 

end, the whole system (Hadar et al. 2018). Developers’ perceptions towards security and 

privacy have been a topic for a while and some work is left to be done relating to app devel-

opers (Balebako et al., 2014; Linden et al., 2020), in engineering privacy (Hadar et al., 2018; 

Spiekermann & Faith Cranor, 2009) and organizational support toward developers (Assal & 

Chiasson, 2019). 

2.5 Software security 

Code reuse means using a standard application already existing as a solution to a certain 

function. This was originally introduced in 1968. It was the solution to emerged issues with 

software engineering at the time - how to build reliable, large systems in a cost-effective and 

controlled way. (Krueger, 1992) Back then, McIlroy (1968) suggested component libraries 

can be used in I/O conversion, dynamic storage allocation, numerical computation, and text 

processing. Nowadays, component reuse and libraries are common in the industry and Ba-

dampudi et al. (2016) define four different types of component origins: In-house developed 

components, Components-off-the-shelf (COTS), Open-source Software (OSS), and Out-

sourced components. Component reuse has its issues, as Biggerstaff & Richter (1987) point 

out: general technologies serve lower payoff, larger technologies have lower reuse potential, 

and it takes time before investments start to pay off significantly. According to Crnkovic 

(2003), however, components have the following advantages: they perform well, inter alia, 

for increasing productivity, managing complexity effectively, and creating a greater degree 

of consistency.  
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According to Li et al. (2006), business environment aspects such as critical time to market -

demand affect which type of component is chosen. Moreover, according to Chatzipetrou et 

al., (2020) functional quality of the component influences its selection. Mehlawat et al. 

(2020) remind the importance of vendor reputation when selecting the component. 

However, also a great risk lies in the components. According to Khan & Han (2006) danger 

lies for example in the use of the same component in different environments, it is secure to 

use in the first, but not in the other. This happens due to the diversity of usage contexts and 

security requirements. Testing is the manner of improving both code-line and components 

security; Hein & Saiedian (2016) mention static and penetration testing to improve the qual-

ity of components’ security. Shahmehri et al. (2012) offer a passive testing method. Their 

method takes into consideration the issues with testing tools, such as their specification to 

only certain vulnerability and their possible out-of-date situations, which is a problem ac-

cording to Austin & Williams (2011). It can be stated that different testing tools are efficient 

methods of catching vulnerabilities both in code lines and in the components. 

Secure software production is vital, and the gatekeeper of the secure use of the software is 

authentication. It is a process, in which the identity of an entity, such as a user or device is 

verified (O’Gorman, 2003; Velásquez, 2021). It is a fundamental element in any security 

structure, as it is a prerequisite for entering the system and therefore the first line of defence 

against unauthorized access (O’Gorman, 2003; Velásquez et al., 2018a). User authentication 

factors are divided into three sections; what the person knows, what the person has, and what 

the person is (Choi & Zage, 2012). What a person knows, also named a knowledge factor is 

for example passwords, what a person has, also named the possession factor is, for example, 

smart cards and what a person is, the inherence factor is for example fingerprint (Choi & 

Zage, 2012; Velásquez et al., 2018). 

Chang & Wu (1991) combined knowledge-based and possession-based factors and were the 

first to introduce 2-factor authentication for enhancing security (C. Wang et al., 2017). In 

general, combining several factors into a single authentication technique is called multi-fac-

tor authentication (O’Gorman, 2003; Velásquez et al., 2018a). A common example of a 2-
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factor authentication method is SMS verification during login. To log in, the user must enter 

a 6-digit code they receive with a text message. 

Overall, there are variations in practice related to secure software development; security can 

be seen as an add-on feature implemented at the final stage of the process. Nowadays, how-

ever, the modern development process should consider security from the start of the process. 

Even if the execution models of software development encourage continuous development, 

testing and deployment, secure software processes have some linearity. Requirements engi-

neering as well as other design activities are usually at the beginning of the process. Overall, 

secure software development is a process where using different secure development prac-

tices, security is implemented in the software. The process also involves decision-making at 

different organizational levels, due to the different nature of security feature selection. 
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3 Organizational decision-making processes in software de-

velopment 

In addition to different software development activities categorization, software develop-

ment organizations make decisions on three business levels that are strategic, tactical, and 

operational (Nguyen, 2006). According to Anthony (1964), organizations’ decision-making 

is based on the purpose of management activities of three types: strategic planning, manage-

ment control and technical control. The difference in decision-making is divided into  four 

categories; the difference in the levels of the activities (“Does this affect to software library 

in use, or the total competence we have in our company?”) the timeframe for the decisions 

(“How far-reaching this decision will be?”), the level of judgement (“Who makes this deci-

sion?”) and the impact (“Does this only affect the development team or whole staff?”) of a 

single action. Also, Shanks et al. (2009) used it for the classification of employee cohorts 

relating to CRM System benefits. Next, different software development-related decisions 

are divided according to Anthony’s framework. 

3.1 Strategic decisions 

Strategic planning includes decision-making activities relating to the organization’s objec-

tives. The organization may need to adjust in response to the impact that the change in the 

business environment has on it. An example of the recent change is, for example, mergers, 

takeovers, business model changes and new technologies e.g., cloud computing and artificial 

intelligence. (Tamm et al., 2022) Regarding secure software development, change may be 

for example enhanced regulation, after which decisions related to resourcing for attaining 

new objectives are needed as well as policies to govern them (Anthony, 1964). In that situ-

ation, for example, the organization needs to make sure they have adequate knowledge for 

creating needed changes to existing security policies. Strategic decision-making at the en-

terprise level involves determining the security budget by weighing the cost of security ex-

penditures against alternative non-security expenditures. The answer to the matter depends 

on the decision-makers risk tolerance and the information available to them. (Anderson & 

Choobineh, 2008) 
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Strategic decisions are also related to the image of the company. According to Hussain et al. 

(2022), neglect of human values such as privacy and honesty may lead to serious reputation 

damage and financial loss. The creation of organizational culture is likewise a strategic de-

cision, Prakash Attili et al. (2022) argue it’s one of the influencing factors in information 

privacy assimilations. Business considerations, such as positioning concerning clients and 

rapid reaction to clients’ needs as well as the creation of business process models as a vital 

instrument in supporting requirements engineering are part of strategic-level decision-mak-

ing as well (González Moyano et al., 2022). 

Rindell et al. (2018) argue that external regulation and organizational security requirements 

are the ground for secure software engineering. They also state that it seems that the setting 

of the standards is more important than the follow-through. Strategic-level decisions related 

to software development, therefore, have an actual impact on product security. Strategic 

governance is executed relating to companies positioning in the software ecosystem that they 

belong to (Valença et al., 2018). This is related to, for example, sharing benefits among 

partners and attracting new players.  

3.2 Management decisions 

Management control makes sure that achieving the objectives that the strategic level has 

planned is efficient and effective with the given resources. Given resources are, for example, 

the number of experts in the team, the technology in hand and the timetable in which to 

finish the development process. The management works for the best interest of the company. 

(Anthony, 1964) The role of management decisions in software development companies is 

interesting since it has been estimated that more than half of IT projects fail. Failure tends to 

happen when assessment criteria such as timeliness of completion, staying on budget, meet-

ing client’s needs, and well-running team management, are not met. (Octavianus & 

Mursanto, 2019) 

A recent development to a more agile direction in software development companies puts 

pressure on resources management. Very often the number of teams is high, and the amount 

of expertise is varying. In addition to that, the developer may be involved in more than one 
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project, and the congruence between dependencies and the coordination of action is critical. 

(Dingsøyr et al., 2023) In fast-phase agile environments, communication between team 

members is often informal or is handled with instant messaging tools leading the knowledge 

of experts to stay undocumented and eventually lost. Therefore, it may be difficult for man-

agement to keep track of what kind of knowledge each project has. (Lima et al., 2019) Ac-

cording to Rindell et al. (2019), secure software development is accomplished by adding 

specific security engineering activities to the software development process. To ensure se-

curity in software development processes, management activities should include resourcing 

sufficient tools and frameworks for supporting project management and for example, Lopez 

& Sharp (2022) present such tools. Their framework sums up keyways in which individual 

developers form security responses to meet the demands of circumstances. 

3.3 Operational decisions 

According to Anthony (1964), operational-level decisions are called technical control. Tech-

nical control oversees the effective usage of the resources allocated to them. Development 

teams, groups of specialists who work together to accomplish their goals of building soft-

ware need some coordination to ensure both the effectiveness of the team as well as the 

product quality (Koushik & Mookerjee, 1995). There are several viewpoints on the opera-

tional decision-making processes of software development. According to Nguyen (2006) an 

example of a software development project consists of four phases that are project definition, 

requirements, design, and implementation. These phases and their order are like the first 

steps of the waterfall development method model (see Figure 1). However, there are several 

problems related to these software development management practices such as unmatching 

the organization’s structure and hierarchy, their process centricity at the expense of inter-

faces, a separation of quality modelling from process modelling, lack of suitable models, 

and the oversight of business goals. (Nguyen, 2006) 

Nguyen (2006) suggests concepts that could be used in managing software development 

decision-making models to be mappability, accountability, interoperability, and controlla-

bility. In agile development, management issues are tackled with the Scrum Master who is 

supposed to empower the team lead itself (McAvoy & Butler, 2009; Spiegler et al., 2021). 
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Regarding the bias of time and cost underestimation, benefit overestimation, scope overload 

and over-requirement, an outside view may have a mitigating effect on projects (Shmueli et 

al., 2016). Also, Arnott (2006) observes the challenges that cognitive biases present in deci-

sion-making. Decision support systems (DSS) is one area of information systems (IS) dedi-

cated to supporting and improving human decision-making. The objective of a DSS project 

is to improve the outcome for a manager making an important decision and the decision 

process in general. 

The challenge in an agile software development project’s decision-making lies in its charac-

ter as an inter-related, chain of decisions where one decision leads to even more decisions, 

leading to a process that spans the whole project. Despite agile methods’ positive aspects, 

the high level of empowerment may cause negative consequences such as group thinking. In 

their research, McAvoy & Butler (2009) found out the existence of an Abilene Paradox, a 

concept of decision-making where group decision-making leads to an outcome that no indi-

vidual wanted, but they believed it would be something everybody else wanted. Therefore, 

they suggest some form of managerial role for the project manager of an agile team. 

(McAvoy & Butler, 2009)  

Relating to security, the product manager’s role is vital. Regardless of the well-known tech-

niques for implementing secure and privacy-preserving software, competent software devel-

opment teams still produce data breach software due to inadequate recourses and priority to 

the matter. (Weir et al., 2023) Teams try to do their best to perform with the recourses allo-

cated to them and for example, time pressure influences software products. The research by 

Austin (2001) revealed that developers do care about the quality of the work but are afraid 

of missing deadlines that are dedicated to them. Furthermore, Skinner & Parrey (2019) have 

studied time pressure effects on decision-making wider in cybersecurity and found that the 

impact is adverse. 

Weir et al. (2023) developed a tool for managing security experts in teams. Their solution 

presents ways to engage project managers relating security and privacy even if no expert in 

such area is present. Relating agile software development, Tøndel et al. (2022) describe how 
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influencing the priority that security receives in development teams is best to do through 

interaction and providing support for teams. 

3.4 Developers’ influence on decisions 

Anthony’s decision framework emphasizes hierarchical decision-making, but it raises a 

question about the experts’ role in the organization. The model presumes software develop-

ers are subject to working purely under the guidance of their supervisors. This contradicts 

highly Agile development methods but is also an interesting suggestion in general. Tversky 

& Kahneman (1974) have argued, that humans’ decision-making processes have various 

biases that affect the results. In the IS literature, there is evidence that the decision-making 

processes are not purely hierarchical. Numerous biases affect decision-making in IS system 

development (Kirs et al., 2001). While not specifically about power, further studies advanced 

a growing argument that IT practice should not be seen as a mere technical activity and as 

argued by Goulielmos (2004), systems development methods (SDM) enactment can and 

should be understood as a complex social activity influenced by the organizational and in-

stitutional context in which it takes place (Rowlands & Kautz, 2022) 

Graziotin et al. (2015) study explains that developers are cognitive creatures with emotions. 

Overall, developers have many roles; in addition to programming their daily tasks are, for 

example, system testing and operations engineering. The increase in responsibilities is due 

to the shift left paradigm that combines systems operations as configuration and security into 

software development. (Kam & Arcy, 2022) It is impossible to master everything; a study 

performed by Linden et al. (2020) concluded that developers’ security perceptions have not 

changed enough and Xie et al. (2011) looked for reasons why developers make security 

errors. One explanation can be the heuristic-based decision-making process that developers 

use. According to Oliveira et al. (2014), developers solve problems without considering all 

the possible information available, in other words, security not being part of developers’ 

mindset while coding. 

However, not all poor security behaviour is due to neglect of the matter. Studies show that 

developers come across interference that makes them choose not to implement security to 
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software and when Assal & Chiasson (2018) studied what obstacles developers face during 

development processes regarding security, they found out that security and business contra-

dict one another. This leads to the situation, that security practices must be violated to reach 

business goals. Another explanation for such an obstacle was, that no proper resources such 

as knowledge or expertise were available. Senarath & Arachchilage (2018) discovered that 

relating to implementing privacy to software, developers reported that it contradicts system 

requirements. According to Spiekermann et al. (2019), engineers face conflicts when per-

forming according to the organization's policies such as lack of time or opposed design.  

3.5 Secure software development decision-making 

The organizational decision-making process and secure software development are also 

cross-sectional in certain respects as listed in Table 1 which presents a comprehensive over-

view of secure software development and decision-making. Themes that were suitable to 

both sections (software development and organizational level) are used as a ground for this 

research.  

 

 Strategic level Management level Operational level 

Security directives Creation of policies. 

(Rindell et al., 2018) 

Implementation of 

policies. 

Execution of poli-

cies. 

Secure architecture Alignment with busi-

ness processes. (San 

Martín et al., 2022) 

 Selection between 

contradicting quali-

ties. (Buyens et al., 

2009) 

Development 

method 

Adoption of the de-

velopment method. 

(Iivari, 1996) 

  

Competence What knowledge 

does an organization 
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want to retain and 

serve? (Razavian et 

al., 2023) 

Component selec-

tion 

Component vendors' 

reputation considera-

tion.(Mehlawat et al., 

2020) 

Components func-

tional quality and re-

liability (Chat-

zipetrou et al., 2020)  

Make or buy? (Borg 

et al., 2019) 

Code quality Establishment of an 

organizational sys-

tem that engages in 

quality-oriented be-

haviour. (Ravichan-

dran & Rai, 1999) 

Allocating the de-

velopment team's re-

sources for secure 

code. (Weir et al., 

2023) 

Software vulnerabil-

ities are blind spots 

in developers’ deci-

sion-making pro-

cesses. (Oliveira et 

al., 2014) 

Client requirements Rapid response to 

customers' wishes 

consideration. (Gon-

zález Moyano et al., 

2022) 

  

Privacy Creation of organiza-

tional culture that 

supports the im-

portance of privacy. 

(Prakash Attili et al., 

2022) 

The architectural de-

cision between net-

work centricity and 

identifiability of 

data. (Spiekermann 

& Faith Cranor, 

2009) 

Conflicting require-

ments of privacy and 

business. (Senarath 

& Arachchilage, 

2018) 

Authentication 

method selection 

- - Technical suitability 

(Velásquez et al., 

2018b) 

Table 1. Framework for the research 
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Anthony’s theory implies that the impact of the decision is always top to down, the environ-

ment affects strategy, strategy to management and management to the operational level. 

However, according to Hekkala et al. (2022), the efficacy of hierarchical power is often 

overestimated. Of course, one characteristic of power is formal authority, but according to 

French & Raven (1959) four other forms of power are reward (the ability to bestow rewards), 

coercive (the ability to punish), expert (possession of skill or knowledge) and referent (from 

personal characteristics). Power is likely to be enacted by all kinds of actors, regardless of 

the official authority or hierarchical position (Markus & Bui, 2012; Newell & Marabelli, 

2016).  

Milne & Maiden (2011) explain power being relationships or dependencies between actors, 

and social entities. An actor may be an individual, such as a developer, or it may be a col-

lective social unit, for example, a team. Friendship or association in an organization are ex-

amples of a relationship that ties these actors to one another. It is interesting to see, are the 

decision-making processes of software development organizations correspond with the pre-

sented framework. 
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4 Methodology 

Topics related to security are part of software development; security features such as authen-

tication methods are parts of the software and their selection has technical aspects, relating 

to for example integration. Even if the subject relating to organizational processes is not at 

the core of computer science (CS), this Thesis is aiming to provide new information to the 

field of CS. A suitable research method needs to be selected concerning the phenomenon 

under investigation. It imposes restrictions on the research method. 

To investigate secure software development processes and decision-making, it is vital to 

understand its key features. Secure software development is a process that is guided by reg-

ulatory means and security has significance to several parts, requirements engineering, ar-

chitecture, development, and integration, as well as code-line level. Decision-making pro-

cesses in organizations are on the other hand hierarchical but have interesting exceptions 

that relate to power relations. According to Shah & Corley (2006), interpretive research is 

based on the belief that a deeper understanding of the phenomenon is possible only by un-

derstanding the interpretations of the phenomenon from those who have experienced it. As 

mentioned, it is not yet known what kind of reflection is behind decision-making processes 

so therefore a qualitative, interpretive method is selected for this research.  

Furthermore, quantitative research such as descriptive studies usually answers “what” or 

“what sort of” questions and they aim for quantitative coverage or theory building 

(Tietoarkisto, n.d.) whereas the phenomenon under investigation is the ways how secure 

software development practises and decision-making processes emerge. Measuring such 

phenomenon with numbers requires a lot of work with definitions to do it successfully. We 

do not thoroughly understand the practice of secure software development and it may be too 

complex to understand with just surveys. 

4.1 Semi-structured interviews 

This research attempts to gain insight into the decision-making processes of software devel-

opment organizations. When aiming to recognise new relationships, understand complicated 
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processes and clarify the influence of social context, Shah & Corley (2006) suggests quali-

tative methods as a base for research. Qualitative methods can be used to present explana-

tions and to build and test theory (Van Maanen, 1979) and help in developing an understand-

ing of the convoluted phenomena from the perspective of those who are surrounded by it 

(Miles & Huberman, 1994; Shah & Corley, 2006).  

This study is focusing on what individuals think relating to the subject so therefore the se-

lected data collection method interviews. Myers (1997) suggests having a qualitative re-

search approach when aiming to interpret socio-technical processes. For example, Aurum et 

al. (2006) used semi-structured interviews in their research regarding the decision-making 

processes of software engineering. 

4.2 Interview questions 

Theoretical background was used to help form the questions (see Table 1). Since the inter-

view invitation was sent with a cover letter hoping to get participants from all levels of the 

organization, the questions were formed in such way that providing answers was not limited 

by the question. Also, since companies have multiple roles relating to software security such 

as producing their software, consulting other companies, or positioning as a buyer or seller, 

the form of the question was kept general. Overall, the interview consisted of nine questions, 

relating to own role in systems development, own competence, security directives guiding 

system development, development methods, technology commitment and components, soft-

ware security, client security requirements, privacy, and end-user authentication method se-

lection (See Appendix B).  

To test the interview questions two test interviews were held for persons having a role in 

high-level decision-making. Based on the feedback some changes were made. The questions 

used with the test interviewees were not suitable for all roles of organizations and there was 

a need for more potential follow-up questions. After these changes, the interview frame was 

ready for the actual data collection. 
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4.3 Organizing the research 

The participants were recruited with the help of a university project steering group. To un-

derstand how decision-making is different in separate levels of organizations, all kinds of 

experts were included in the invitation to the study. To take care of the ethical side of the 

research, the invitation was sent together with permission requesting to conduct research. 

The following information was provided to the participants in the study; the main topic of 

the study so that participants were aware of what the interview was about at a general level, 

a description of the research method, the practical way in which the research is completed, 

the length of the interviews, and how the material is processed. 

Myers & Newman (2007) suggest a few guidelines for interviewers to follow. The first one 

is situating the researcher as an actor. In this study, the researcher's relationship with the 

interviewees was formed originally by the university project, the interviewer was a project 

worker, and the interviewees represented the steering group companies of the project. Other 

than that, the researcher introduced herself as a master’s student at the University of 

Jyväskylä and the interviews were part of her Master’s Thesis.  

The second guideline is to minimize social dissonance (Myers & Newman, 2007) so that the 

interviewees would not feel uncomfortable. This was done by dropping some praise on some 

interesting answers. Some interviewees also used humour the researcher aimed to react to 

such with accurate feedback, laugh was part of the interview occasionally. The third guide-

line is the variety of voices to avoid elite bias. Elite bias means neglecting interview samples 

at various organizational levels. Table 2 lists the interviewees with their organizational po-

sitions. Unfortunately, the operational level of organization decision-makers is missing in 

the sample even though in the invitation the importance of the variety of representatives was 

addressed.  

The fourth guideline is that everyone is an interpreter. This guideline recognises that subjects 

are creative interpreters of their worlds as we are of theirs. It took several analysing rounds 

with the transcript to gather what kind of reality the subjects meant. Fifth, the use of models 

such as mirroring is addressed to reduce imposing researchers’ worldviews on subjects. This 
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was done with the general form of the questions which did not use specific vocabulary but 

allowed the subjects to put reality into words. (Myers & Newman, 2007) 

The sixth guideline is flexibility which means that the researcher has a minimal script and 

improvising is done during the whole interview. In many cases, the researcher focused on 

new information that came in the answers and asked more relating to the subject. Finally, 

the confidentiality of disclosures was taken care of. This was executed, for example, by ex-

plaining the purpose of the research and providing the transcript to those who wanted to 

check it. (Myers & Newman, 2007) 

The interviews were held between the 23rd of February and the 16th of March with Zoom 

video length of the interviews about 30-45 minutes. The total number of interviews was 7.  

 Position Level Com-

pany size 

Company sector 

1 Director Strategic 500-999 Finance 

2 Security specialist Management 1000- Software development 

3 Strategic trainer Strategic 1000- Software and telecommu-

nication development 

4 Product manager Management 1000- Software development 

5 Architect Strategic 1000- Finance 

6 Architect Strategic 1000- Finance 

7 Architect Strategic 500-999 Finance 

Table 2. Participants of the interview 

According to Myers & Newman (2007), the interviewer should aim to build trust by intro-

ducing the research topic and describing the processes of pseudonymity of the data. Some 

participants of the research had not seen the research permission, since they were recruited 

by another person than the one primarily contacted. Therefore, the interviews started by go-

ing through the research permission. The interviewees were told that no personal information 
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was to be handled. They were also explained that recordings will be transcribed, and the data 

will be pseudonymized. After transcription, the recordings will be deleted, and no individu-

als can be recognized from the data. Those who wanted to receive the transcriptions of their 

interviews as well as the abstract of the study for learning purposes for the organization. 

4.4 Thematic analysis 

The analysis method of this research is thematic analysis. According to Aronson (1995), the 

first steps of the thematic analysis are data collection and conversation transcription. Data 

collection was conducted through semi-structural interviews. Based on the nature of the re-

searcher’s interest, the details of transcriptions may vary from deep to light (Jordan & Hen-

derson, 1995). Since the research is focusing on substance more than on the language used, 

less-detailed transcriptions were enough. After transcription, the next stage was the analysis.  

The analysis started based on transcriptions with patterns of experiences. In the first stage, 

the patterns identified were “business”, “life cycle”, “stakeholder” and “technology”. The 

second stage was to identify all the data related to the already classified patterns. After that 

came the cataloguing of related patterns into the sub-themes which are derived from patterns. 

Then came the argument building for theme choosing, which was done by referring to the 

literature. The argument building was conducted with the help of the framework for the re-

search (see Table 1). After this process, the storyline was ready to be developed. (Aronson, 

1995) 
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5 Results 

This chapter first presents the overview of the results, one question at a time. After that, the 

interview data is presented in a table form (see Table 2) for analysing. This is to transform 

the data into a more understandable form. 

5.1 Summary of the answers 

Q1 How is your role related to system development? 

All the participants were currently in managing positions in their companies at strategic and 

management levels. The positions can be divided into leadership and management positions. 

Leaders have supervision over teams and people whereas managers have high positions re-

garding technical decisions without direct supervisory responsibility. Leaders had a team of 

cybersecurity experts in their team and the leaders' daily job included supervising and sup-

porting their performance. Managers had responsibilities relating to for example the selec-

tion of technologies in use or participating in a competitive tendering. Their tasks could 

include consulting teams of individuals but without supervisory positions. These participants 

were architects having wide responsibility areas from cybersecurity abilities management to 

transforming sanctions to technical requirements. Changes in the geopolitical situation con-

cern the finance sector from the perspective of sanctions. Relating to authentication, Identity 

Access Management (IAM) and its successor Customer Identity and Access Management 

were mentioned as their responsibility (CIAM).  

Q2 What kind of competence do you have related to systems security and how 

do you develop your competence? 

Answers to this question can be divided into proactive and reactive approaches. Participants 

having a proactive approach invested their own time and money for training, courses, and 

conferences. They were puzzled towards persons working in the field of cyber security and 

not having a proactive view of learning.  
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Anyone who works in the field of information security or cybersecurity 

will be required to continue studying. You cannot be in this area unless 

you are prepared to constantly develop your skills, and study new things, 

because this sector is developing at a terrible pace and new technologies 

and vulnerabilities are constantly coming. 

Reactive participants, on the other hand, learn through projects. The explanation presented 

to this approach was for example the trust towards experts, the lack of time but on the other 

hand the fast-evolving nature of technology.  

I have made a conscious choice, even though I come from an expert 

background, and it is my responsibility to take care of the security of the 

entire organization to ensure that I give responsibility and allow the ex-

perts to perform their duties and not go micromanaging with my incom-

plete skills. You must trust experts. 

Reactive learners gained competence in work life and from projects but also security training 

provided by employers. Furthermore, they presented having trust towards specialists that 

have the latest knowledge in the fast-evolving security field.  

Q3 What kind of policies guide system development security? 

Three important themes came up from these answers. Companies operating in a heavily reg-

ulated area mentioned law and legislation as being the first obeyed policy. In addition to 

those, companies would have internal policies for security and development, in order with 

their strategies or architectural guidance.  

Since we operate in the financial business area, we are guided by even 

more external requirements than our internal development guidelines, 

especially when we talk about customer identification solutions. 

Those companies not operating in regulated areas mentioned workshops with customer rep-

resentatives where threat modelling is done. Also, a secure development life cycle was men-

tioned as an important policy.  
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However, all the participants mentioned cultural change and for example, shift left. The cul-

tural change that the participants mentioned, was related to the idea of security being every-

body’s responsibility, and not something that someone else does. It was also addressed that 

everyone in the organization needs to understand the importance of security by themselves 

and have intrinsic motivation for security practices.  

Well, in the big picture, of course, all people need to understand why se-

curity is important... It's not like something you must do because, for ex-

ample, I say something because the management team or the board of 

directors say so. Or if there is a regulated sector so that regulation says 

[...] Of course regulation must and must be so when a compliant, but it is 

a bit of a bad motivator. 

The importance of the cultural change was also due to both siloed expertise in teams and so-

called happy path thinking, meaning the assumption of nothing bad will happen. Modern 

working life is heavily siloed, meaning that a single employee may have a very narrow job 

description and therefore a limited point of view regarding the big picture.  

Human limitations, siloed expertise and... in my opinion and based on 

my personal experience, majority of the people do not question their line 

of thinking and meta-level in common [..] very common situation is that 

a concrete situation awakens a person to think "ahh I need to take into 

consideration this also" and that is, on the other hand, the ground of ex-

perience-based learning. 

Shift left means considering security on the left side of the DevOps model (see Figure 2). It 

was widely addressed that policy written on paper is only that. “Papers are only papers.” 

What happens in the practice, and how and when security is implemented is a lot more im-

portant.  

Q4 How security affects different development methods? 

Two main methods for development were mentioned. The first one was the waterfall method, 

which has its limitations relating to security. When security aspects are considered at the 
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very end of the process, usually the testing phase, fixing security errors is slow and expen-

sive. Participants described aspects of the waterfall model such as quality gates that the soft-

ware needed to pass for the development to continue to the next phase of the process. These 

quality gate controls were performed by someone else than the development team.  

A person familiar with the Lean world, Edward W. Deming has said that 

quality, as well as security, cannot be audited in the product at the end. 

The waterfall model is rare in software development nowadays and more common are iter-

ative methods such as DevOps. This, together with team autonomy was another major theme 

within the answers. Teams’ autonomy and responsibility were mentioned several times. De-

velopers have security checks that the software needs to pass, but no other person is going 

to check the quality of work anymore.  

It is the responsibility of the developer to use the tools that exist and con-

sult the experts. In the line of your job where you produce, you're in 

charge of the fact that your outcome is secure. This is a pretty big 

change from a waterfall model, where someone else always looks out for 

you and says, "Well done!". Today, the developer must think about it and 

bear responsibility for it. 

Interestingly enough, the waterfall method is still somewhat in use within interviewed or-

ganizations. This was presented together with two kinds of viewpoints. The first was the 

developers' power usage who did not agree with management decisions related to develop-

ment method selection. When a certain team worked with the same technology for 40 years 

in the waterfall method, the resistance to other methods was massive. The development team 

did not have to change their way of working and were allowed to continue working with the 

waterfall method. In other cases, the decision related to the development method was also 

up to the team to decide, if the job gets done. There was no developer resistance mentioned, 

just the team autonomy.  

Regarding security practises, penetration testing was also mentioned as a way in which se-

curity is related to development activities. It was made clear, however, that ensuring the 



 

31 

 

safety of a product at the end of the project is not cost-effective and security by design is a 

much more favourable approach. 

Q5 To what kind of technologies organization has committed from the high 

level to the component level? 

This was a question all participants could not elaborate on. Background or role in a strategic 

or governmental position was a reason for not participating in this kind of decision-making. 

In situations, where the company produces software for a buyer company, the technology 

commitment is a decision the buyer company does, not the producer.  

Overall, variety in technology usage exists and transfer to the public cloud due to its superior 

security features is an active process in software companies nowadays. The transfer causes 

an interesting situation regarding team autonomy in the selection of the development 

method. The mandatory pieces of company training and the latest technical company poli-

cies created for developers to follow apply only to cloud services even if the development is 

done with other methods also.  

In general, the variety in technology usage is due to some technologies being better suited 

to specific issues than others. For example, certain workflows are more suitable to build on 

Microsoft cloud service and if the company is producing something new from scratch, Am-

azon Web Service (AWS) cloud is a better environment for that development process. AWS 

was in use in other companies in the same business sector as well, with on-premises solu-

tions, which means that the server rooms locate in the company’s own facilities. 

Relating to the future vision, the rise of container technology was recognized in several or-

ganizations in a positive light. Container technology was even mentioned as the most com-

mon technology to perform certain activities. Its benefits to the single developer were also 

mentioned; the developer does not need to spend time figuring out the details of the infra-

structure in which the development is performed. 

It is based largely on container technology, i.e. freeing the developer [...] 

does not need to think about what the infrastructure layer is, they just 
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take the productized container and start building the whole thing on top 

of it. 

Overall, the importance to offer relief to the developers with the improvement of software 

development environments was highlighted; when automating secure development prac-

tises, the single developer may focus on what they know the best which is programming. 

Architectural guidance relating to technology usage is done by creating sets from which the 

developers can choose the used technology for each project. In practice, it is managed by 

blacklisting technologies which are expected to expire, or which usage made no economic 

sense. The guidance was also used if overlapping technologies were in use subconsciously. 

Team autonomy was mentioned here also, the company selects the supported technologies, 

and the team decides which suits the best.  

Relating to component selection, in addition to security, its lifecycle is a key element; the 

technology needs to have a life cycle long enough and there must be experts for that tech-

nology in hand. Companies use different strategies to ensure the life cycle such as framework 

agreements from domestic software development companies. With contracts support for a 

certain technology or knowledge is provided for a specified period of time. 

Component integration was a vital topic related to the matter as well. If a component is 

purchased outside of the company, integration is a process that needs to be handled carefully. 

Usually, the company itself takes care of the integration. An interesting viewpoint relating 

to component security was the fact, that self-produced software is not always safer. This can 

be seen as a summary of all the aspects related to the security of a component which is a 

combination of life cycle, knowledge, and integration. 

Q6 How does your work relate to code line security improvement? 

This was also a question all participants could not elaborate on for the same reason men-

tioned in Q5. Those, who were able to give insight, mentioned the selection of recourses and 

development of the processes related to the matter.  

The resources helping the developers improve code-line security were several. The most 

mentioned resource was the selection of different security and automation tools. The tools 
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were related for example to testing, such as static analysis tools of the code, or a tool that 

alerts if a code or a library has vulnerabilities on it. The decision related to the tool selection 

may, however, be influenced by developers since they have preferences relating to testing 

tools. A false positive is a result when a scanner does a test for a vulnerability and incorrectly 

finds it to be vulnerable (Rogers, 2008). 

This like finding false positives is a pretty big deal in code analysis, that 

that's not worth it -- or you have to look at such a tool for that, so it 

doesn't bring a large number of false positives because those software 

developers don't like if they get a big number of false positives. 

An example of a resource was also a network of experts such as testers to be ready for con-

sulting when projects are in a phase such expertise is needed. Another group of security 

experts that are found within organizations are security and privacy champions. These cham-

pions are individuals that have a pronounced interest or expertise towards security or privacy 

aspects of the software development process and product. Participants mentioned the im-

portance of both identifying these individuals as well as promoting their existence to devel-

opment teams. 

Regarding supervision of development processes, a managerial viewpoint on projects, pro-

cesses and teams was mentioned, as well as if some observations need to be further pro-

cessed. One organization has been promoting the correlation between excessive threat mod-

elling (at the beginning of the development process) and with decreased number of vulnera-

bilities (found at the end of the process in the testing phase). This was carried out with a 

ticketing system and is still an ongoing task. 

Q7 How do customer’s or buyer’s security requirements effect system development? 

For highly regulated organizations this part of the software development process is not that 

important since regulation and authorities are the main source of requirements. For example, 

in the finance and banking sector organizations produce the software for themselves and no 

buyer exists that could present requirements because they are derived from the legislation. 

Their customers, millions of end users were not seen in a position to make demands.  
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[--] that we cannot, we have over a million active customers and nearly 

6 million passives, it is quite impossible in the sense that customers 

might think that they are an internal customer who then sets demands on 

ICT. It is a business where demands arise, and that also reflects the reg-

ulation. 

However, when security requirements are received from the customer or the buyer of the 

software, they are transferred for example to technical product requirements. Security re-

quirements also affect the development projects’ workload and cost, increasing both. 

Q8 How data privacy is meaningful in developed systems? 

In general, privacy was seen as an extremely important factor in developed systems. It has 

been important before GDPR and at the latest, the Vastaamo security leak (Ralston, 2021) 

has brought the importance of privacy to the attention of all. In the highly regulated sectors, 

its importance as the most important regulative entity was repeated. ”The law that mandates 

us is stronger than the consumer's right”. 

In the banking sector organizations need to balance the demand to know their customer and 

secure customer data in an accepted way. In other sectors, the practice is that if the software 

handles personal information, it needs to pass these privacy-specific checklists. After the 

beginning of the war in Europe in 2022, the location of the data is significant, as well as the 

location of the person having access to data. For software development projects, the pro-

cessing of personal data means following certain measures and development teams are re-

quired to follow privacy-related checklists. 

Overall, the approach to ever-increasing regulation relating to privacy such as GDPR was 

mixed: “This is how the law of regulation changes, but it's all right to keep us busy. “ Some 

were neutral about the matter and explained it to be “business as usual” whereas some had 

more negative perspectives and the time span of the implementation as well as the cost to 

businesses were highlighted.  

The negative side goes on to say that with what timetable it has been put 

into practice and how rigorously it has been interpreted. The 
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implementation has been extremely expensive at a societal level, the 

costs it has entailed for companies, the cost of bringing old systems to 

pass regulation, is so unreal. 

EU regulation in general was seen as a positive factor but relating practical implementation 

of the data privacy regulation there was some dissatisfaction. 

Q9 Have previous projects involved end-user authentication method selection, and if so, 

what were the aspects of it? 

Overall, when discussing relating to authentication methods, the tripartition is between au-

thenticating a system, an internal user, or an end user. The development of those different 

methods is handled separately and very often within different teams. The authentication of 

an internal user is critical for some roles, such as server administrator. 

Some organizations do not have a selection process related to the authentication solution of 

the software, due to the conservative nature of the business. A username and password are 

an adequate solution for its use and the only one applicable due to the user interface re-

striction.  

In other organizations, such as those that produce systems of critical infrastructure, the se-

curity and reliability of the solutions are extremely important. In the banking sector, where 

trust is the most important factor of the business, it is not possible to lose the trust of the 

customer otherwise the company is out of the business. Overall, companies operating in the 

banking sector have a special position relating the authentication. In the EU area, Finnish 

banks are in a unique position of providing domestic authentication services to digital ser-

vices, even though it is not even the reason why they are in the business first place. It is not 

reasonable to go against the public expectations related to the authentication. Finance and 

banking sector companies need to be compliant with both security requirements as well as 

with relevant protocols such as OpenID Certified (OICD). 

The authentication method is a component and one influencing aspect mentioned was the 

integration, whether the new solution is compatible with the rest of the system. Overall, the 
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same criteria were applied to a large extent, such as those at a component level. The lifecycle 

of the technology at the technical level as well as at the expertise level was mentioned.  

The expertise must be found that it would be like a terrible situation that 

we have such a state-of-the-art product in the background, but no one 

knows how to configure it. In other words, it must be either in-house or it 

is known that it is available from that kind of network of partners. 

The solution provider itself came up in the answers also, from the point of view how trust-

worthy and known the partner is or what is the nature of the business partnership. Important 

partners are those, with who problems are solved and new solutions are developed. In some 

situations, there was a controlled process for the solution provider that starts with a request 

for information, after which a request for a proposal is presented to a smaller group of pro-

viders. In the end, one supplier is selected, and a partnership has been formed for producing 

the strong authentication service. As software development is a business, the cost of the 

solution is a meaningful aspect as well; too expensive solution without business advantage 

is not possible to implement without adaptation.  

5.2 Synthesis 

The interviewees presented different organizational levels and were able to describe the re-

sponsibilities of their role or position as well as those who or what they oversaw. The results 

provided by the interviews can be placed in the table form. Synthesis of the results is pre-

sented in Table 3 that is reflecting Table 1.  

Overall, participants were able to give insight into strategic-level decisions relating to secu-

rity features, as their role in their companies was at a high level. Topics such as secure ar-

chitecture and privacy were features that the interviewees discussed widely. Surprisingly, 

management-level decisions were least mentioned, whereas operational decisions were de-

scribed in more detail.  
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 Strategic level Management level Operational level 

Security directives Reaction to sanctions 

due to the geopoliti-

cal situation (P3, P6)  

Implementation of 

general security pol-

icies into the tech-

nical policies (P6, 

P7). 

Transformation to 

technical require-

ments (P7). 

Secure architecture What technologies 

the company has in 

use (P7), technology 

stack (P5), technol-

ogy life cycle (P1, 

P6) 

 Selection of tech-

nical solution based 

on str. Level deci-

sion (P4). 

Development 

method 

Development meth-

ods are in line with 

business (P1) 

Ensuring the needed 

knowledge and ex-

perts in teams. (P1, 

P5, P6) 

Handling develop-

ment method varia-

tion. (P1, P5, P6) 

Competence Organizational need 

for knowledge (P1) 

 Training for devel-

opers. (P6, P7) 

Component selec-

tion 

Component vendors 

reputation considera-

tion (P1) component 

lifecycle (P1, P2) 

 Integration of a 

component. (P1) 

Code quality Cultural change to-

wards developers’ 

autonomy and re-

sponsibility to code 

quality (P5) 

Allocating resources 

such as champions 

and automated tools 

for teams (P2, P5). 

The decision of tools 

that improve code 

quality. (P2, P5, P7) 
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Client requirements  Interpreter between 

a client and a devel-

opment team (P4). 

 

Privacy Trust business forces 

to keep privacy at the 

centre of all opera-

tions (P1, P5, P6, 

P7). 

 Privacy controls in 

development (P2). 

Authentication 

method selection 

Lifecycle of the tech-

nology (P1) 

Compliance with 

protocols (P7) 

 

Table 3. Synthesis of the results 
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6 Discussion 

The purpose of this research was to investigate, how different security practices emerge re-

lated to software development activities and how the organizational decision-making pro-

cesses affect systems security features. It was examined using a reference framework which 

was built on two aspects: secure software development and Anthony’s (1964) analysis 

framework. 

The answer to the first research question is threefold. Different security practices emerging 

may be divided into organizational-, technology-, and people-related matters. Regarding the 

organizational-related subjects, the creation of an organizational culture that supports and 

encourages taking security as a priority was widely addressed in the responses. This is in 

line with Prakash Attili et al. (2022) who mention that organizational culture is one of the 

influencing factors with a statistically significant influence on information privacy assimila-

tion. More specific factors of organizational culture improvement were for example the shift 

left, which was identified as a rising theme in secure software development. Shift left is a 

paradigm that was noted also by Kam & Arcy (2022).  

Part of organization-related practices of secure software development is also compliance 

with the regulation. Especially in highly regulated business sectors such as finance and bank-

ing the extensive organizational security requirements are guiding the data assets and soft-

ware (Rindell et al., 2018). Companies representing such sectors referred to the external 

guidance of regulation several times.  

Lastly, organizations operating secure software businesses need to reflect on their position 

with vendors and wider with the whole ecosystem of organizations. As Mehlawat et al. 

(2020) stated, vendor reputation is a business-level consideration and, in the interviews, sim-

ilar themes were mentioned; vendors are partners and the commitment to the business part-

ner is a commitment to also develop together and solve issues that possibly are emerging. 

Participants mentioned framework agreements but also the importance of partnerships with 

business partners to survive in the market and the ever-evolving environment. This is in line 

with Hussain et al. (2022) highlight the importance of reputation as one of the factors that 

may be damaged if organizations do not take human values such as privacy into 
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consideration. Valença et al. (2018) state the importance of building a software ecosystem 

to share risks and costs and to gain business advantage. 

Secondly, secure practices emerge through technology. The importance of comprehensive 

security and privacy perception is executed in security engineering with Security by Design 

(Casola et al., 2020; Chehrazi et al., 2016) and Privacy by Design (Hadar et al., 2018). These 

methodologies were mentioned among several participants. They highlighted the advantages 

of early adaptation of security such as lower cost, and higher quality. They also suggested 

that the same development team take care of both software development tasks as well as 

security considerations. According to the participants, no developer can outsource their re-

sponsibility for security in software. Rindell et al. (2019) call this security engineering when 

the software development process is augmented with special security engineering activities.  

Moreover, technology-related practices consist of the life cycle of the technology as well. 

The security of a solution such as a component is greatly related to the support there is pro-

vided for it. Life cycles are long, from five years onwards and the companies need to be sure 

that the technology is maintained but also that a skilled workforce for the technology is 

available. Strategies, that companies use for this are, for example, the business contracts 

from domestic software companies providing knowledge for a certain technology.  

In more detail level regarding technology, different testing practices are very general meth-

ods for detecting vulnerabilities in software. Academia presents various testing tools for 

components (Hein & Saiedian, 2016) as well as the possibilities of passive testing 

(Shahmehri et al., 2012) and the interviewees pointed out its importance also. Automated 

testing tools that spot vulnerabilities from code-line, components, libraries, as well as inte-

grations, were mentioned in the interviews. Testing tools are valued by developers and ac-

cording to Nguyen et al. (2022), developers wish that static analysis tools would help with 

security-related issues more than they currently do. 

Thirdly, people are an important asset relating to the security practices of organizations. 

Software developers’ knowledge and competence are vital assets for organizations (Lima et 

al., 2019) and therefore documentation has an important role in improving project teams’ 

performance in the long run. This is because undocumented knowledge gets lost in the long 
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run and no improvement takes place. Relating to the people, the participants introduced their 

organization's training practices. The trainings were for example a part of a transition to new 

cloud architecture and therefore mandatory. One organization allows its employees to use 

work time to pieces of voluntary training. 

Developers’ perceptions towards security were mentioned widely in the interviews. New 

development methods that highlight team autonomy make this topic interesting. Developers’ 

privacy and security perceptions are broadly discussed topic and research shows it is not at 

an adequate level (Balebako et al., 2014; Linden et al., 2020). The reason presented by the 

participants, why developers are not interested in security was simply the lack of interest, 

but a deeper explanation of that gave more context. Among interview participants, the point 

of siloed expertise was raised; modern work life is going in a direction where individuals 

have a narrower scope of expertise, and it is a human quality to focus only on the specific 

area on hand. Security practices emerge through the combination of organization, technol-

ogy, and people. 

Relating to the organizational decision-making processes of secure software development, 

the answer to the second research question is twofold. A great amount of organizational 

decision-making processes was in line with the tripartition of strategy, management, and 

operations but there was also a great number of decisions affecting quite the opposite. Over-

all, the decision-making processes were compatible with the reference framework. Regard-

ing the organization's culture, several participants mentioned its importance to secure soft-

ware development processes. Furthermore, other strategic level considerations, such as 

knowledge and lifecycles of technologies were similar related to the framework and widely 

addressed with participants. 

Interview participants representing strategic and management level roles made high-level 

organization-related decisions related to security. The participants described, for example 

regarding security architecture, strategic level decisions such as the selection of the technol-

ogies used in the company. The selection was related to for example how many technology 

ecosystems the company is providing to developers to use, or what technologies to cut off if 

overlapping technologies were in use. One big theme overall relating to technology selection 
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was the life-cycle aspect. The technology to which the company is investing needs to be 

maintained in the future (in the next five years) and it is a strategic level reaction when a 

certain technology is reaching the end of its lifecycle. Also, the know-how for the use of 

technology was mentioned, regarding the high qualities of a certain technology there need 

to be experts who are capable of utilising the tech. Furthermore, the security directives such 

as security policies, and the establishment of such is a responsibility of the strategic level. 

This is in line with Rindell et al. (2018) who have argued that external regulation and organ-

izational security requirements are the ground for secure software engineering.  

Contradicting the theory, the impact of an action may occur oppositely. Overall, the influ-

ence of a single developer may be significant regarding decisions that are made in the com-

panies. According to (Iivari, 1996) a development method selection is an organizational de-

cision. As mentioned, different development method has a different viewpoint on security, 

if added at the end, the cost becomes higher and the quality lower. In the interviews, the 

importance of including security in the development from the start and therefore more agile 

method favouring was mentioned by several times. However, the same participants men-

tioned teams’ autonomy in the selection of the development method. In practice, the devel-

opers wished to stay in a waterfall model, after producing code in that way for years, rather 

than more modern. One participant explained how the transformation to the DevOps method 

was attempted, but the execution was simply not successful.  

In some cases, a non-agile development method selection was also part of a less turbulent 

process. This was due to the one major theme among the interviews which was the team and 

developer autonomy. The matter was presented in a way that autonomy was a tool of the 

cultural change towards security becoming everyone’s responsibility. Some guidance, for 

example, related to business existed, but other than that it was highlighted how the method 

itself was not meaningful, if things get done. To support the cultural change and team auton-

omy, companies provided different recourses for developers to utilize such as testing tools 

and automated tools indicating vulnerabilities in the code while programming. The selection 

of those tools was something that the participants mentioned as their responsibility related 

to code-line security, but it was also something developers had an opinion on. Developers' 

disfavour towards false positives of testing tools influenced the tool selection.  
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The participants underlined the freedom of choice and cultural transformation. Participants 

mentioned several times the importance of understanding security as a cross-sectional qual-

ity and not an add-on feature. The freedom appeared in several ways; the usage of agile 

development methods, where teams have autonomy in their work. Freedom came with re-

sponsibility too; developers and teams are in charge of the implementation of security and 

privacy.  

Overall, it is interesting how the participants, on the other hand, highlighted the importance 

of the company security policies but on the other hand, listened eagerly to developers’ opin-

ions. The problems related to the high level of empowerment, such as biased decision-mak-

ing are identified (McAvoy & Butler, 2009). The reason for the position as decision-maker 

affecting a higher level may be due to their role as experts more than just operational work-

ers. Developers’ opinions towards some security practices such as threat modelling was pre-

sented and eventually the organization ended up reforming the concept to align with business 

processes. 

Authentication method selection takes place very similar to component selections in com-

mon. The latest changes among the interviewed companies were the implementation of a 

strong authentication or switching to mobile authentication. In general, the solution needs to 

be compliant with applicable protocols. The domestic market relating to the authentication 

service is interesting in several ways. Authentication is a process that banks provide to their 

customers (Tsai et al., 2021), but in addition to that strong authentication to public services 

is also the responsibility of banks even though authentication is not even the reason why they 

are in business. Overall, the system developers entrusted the regulation of maintaining the 

current authentication practice rather than themselves as the provider of such service. 

Interesting observations during the interviews were the variety of ways of empowering de-

velopers to take security into a priority. One participant mentioned an ongoing process of 

improving the use of their ticketing system to point to benefits related to in investing secu-

rity. Their goal was to use the system to demonstrate how paying attention to the threat 

modelling at the beginning of the process the number of vulnerabilities spotted at the end of 

the production is lower. This kind of activity, where collected data regarding software 
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development outcomes is used to demonstrate to the developers the benefits of early adap-

tation of security, is fascinating. 

Another tactic used by the strategic level in highlighting the security for developers was 

autonomy. Companies ended up settling the case this way, by providing different resources 

such as experts and automated tools for developers for consultation. However, there may 

exist a contradiction between the goal of making developers take responsibility and the 

means by which developer teams are encouraged to seek consultation in security-related 

areas of development. The supportive mechanisms that are created to entrust individuals to 

take responsibility for security-related ideas may be, in fact, working against it. Developers 

recognize the importance of security around them but are not obliged to change or evolve 

their security perception other than it is someone else’s business, such as a security champion 

or automated testing tools. Furthermore, relying on automated scanners has its risks, since 

the tools themselves may be outdated for the latest vulnerabilities (Austin & Williams, 

2011). 

One outsourcing of security considerations was the usage of security champions. Security 

champions are the single point of contact regarding the security of each team. They are the 

persons in development teams that are in contact with the security team and ask for guidance. 

Their role is related to improving communication (OWASP, 2022). Participants mentioned 

the importance of recognizing the security and privacy champions in teams and publicizing 

their existence in organizations. According to Alshaikh (2020), establishing a cyber security 

champion network was one of the key factors in three Australian organizations to improve 

cyber security culture. The problem regarding software development lies in the situation of 

the security champion's involvement; they are in contact with the security team asking for 

guidance. The need, however, comes from the software developers, whose perception to-

wards security and privacy may not be in line with security management (Xie et al., 2011).  

Developers tend to see security as an external aspect related to programming. A method used 

in one of the companies participating in the research may be advantageous: security-related 

issues, such as vulnerabilities are considered a bug, or an error in a code, which is primarily 

the developers’ responsibility to fix.  



 

45 

 

7 Conclusion 

The purpose of this thesis was to find out how system developers choose the authentication 

method on the developed systems. The authentication method is one component of the de-

veloped system, and the same decision-making processes occur in both. At a high level, the 

component needs to meet the regulatory requirements. A major factor is the life cycle of the 

technology to which companies have different strategies ensuring it, such as framework 

agreements with business partners.  

Implications for research 

The purpose of this study was to gain insight into secure software development in light of 

organizational decision-making theory (Anthony, 1964). In some respects, the results were 

in line with the theory. However, some exceptions arose. Developers’ characteristics influ-

enced for example working methods, which normally is a strategic level decision. Also, the 

management level was not always aware of certain details even when they can be seen as a 

responsibility of their position in the organization.  Overall, the theory is describing an ideal 

situation of the decision-making processes. It does not take into consideration individuals’ 

characteristics, or their personalities with its effect on other individuals. Regarding secure 

software development, individual developers’ effect on the security of the software is nota-

ble, as security extends to a low level, up to code lines. Based on this research, organizational 

decision-making in secure software development processes may not be as straightforward as 

Anthony’s theory suggests. 

Implications for practice 

Organizations should continue their work on organizational culture relating to security. Cul-

tural change towards organizations where security is a priority in every role must be contin-

ued at the strategic level. Concepts such as Privacy by Design and Security by Design are 

approaches in the planning phase such as requirement engineering, that foster cost-efficient 

and quality-assuring implementation of the security to systems. Furthermore, security is 

achieved by continuing the empowerment of the developer teams relating to security and 

autonomy but with suitable methods; security is not an isolated area of the software but an 
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integral part of its quality. One practical example of such empowerment is the vocabulary 

used among software developers where a security vulnerability is identified as a software 

bug. 

Limitations 

There are some limitations to this study. Firstly, this was a qualitative analysis. The purpose 

of this research was to gain insight into the decision-making processes of software develop-

ment organizations and how security is perceived concerning development. Due to the inter-

pretative nature of this study, quantitative conclusions are not possible to do.  

Another limitation is related to the interview participants since no software developers or 

operational-level experts were interviewed. Therefore, this research does not include devel-

opers’ viewpoints on the matters under examination. Further research needs to be done by 

interviewing software developers. 
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B Interview questions 

1. Describe how your work over the past five years has been linked to the development 

of systems. 

a. Subscriber  

b. Producer (technologies)  

c. Project administration  

d. Senior management/programme management  

e. Stage/part of the production chain 

2. What kind of skills do you feel you have in relation to the security of your systems? 

a. How have you developed these skills? 

b. training  

c. other own learning 

3. What kind of guidance has guided the safety of system development? 

a. Policies  

b. Existing tools  

c. Customer 

d. Who has developed them? 

4. If you recall, with what methods of work have systems been developed in previous 

projects, how did they reflect security considerations? 

a. Whether certain development methods were used 

b. Were there safety-related policies/parts? 

5. Is the organisation committed to specific technologies in the development of the sys-

tem? 

a. What is the commitment? Flexible, tight? 

b. Will the system development be guided to the use of ready-made compo-

nents?  

c. Do safety considerations affect which components are used? 

d. Commercial (certain infrastructures), open source, in-house? 

6. Describe how your work relates to the details of the software safety improvement of 

the system being developed. 
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a. Customer perspective: quality  

b. Code quality  

c. High-level quality programmes 

7. How do the safety requirements of the customer/buyer guide the decision-making 

process of the system development? 

a. How are the requirements obtained? 

b. Organisation/subscribe/end user 

8. Tell us how privacy issues of personal data are relevant to the systems being devel-

oped. 

a. Saving a lot of user data? 

b. Personal data or organisational data? 

9. Have your previous projects been associated with the selection of end-user authenti-

cation methods?  

a. If a choice has been made, do you remember what affected it?  

b. And if you have not joined the decision-making process, why? 


