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Additive properties of fractal sets on the parabola

Tuomas Orponen

Abstract. Let 0 ď s ď 1, and let P :“ tpt, t2q P R2 : t P r´1, 1su. If K Ă P is a closed set with
dimHK “ s, it is not hard to see that dimHpK `Kq ě 2s. The main corollary of the paper states
that if 0 ă s ă 1, then adding K once more makes the sum slightly larger:

dimHpK `K `Kq ě 2s` ε,

where ε “ εpsq ą 0. This information is deduced from an L6 bound for the Fourier transforms of
Frostman measures on P. If 0 ă s ă 1, and µ is a Borel measure on P satisfying µpBpx, rqq ď rs for
all x P P and r ą 0, then there exists ε “ εpsq ą 0 such that

}µ̂}6L6pBpRqq ď R2´p2s`εq

for all sufficiently large R ě 1. The proof is based on a reduction to a δ-discretised point-circle
incidence problem, and eventually to the ps, 2sq-Furstenberg set problem.

Paraabelille sisältyvien fraktaalijoukkojen summaominaisuuksia

Tiivistelmä. Olkoon 0 ď s ď 1 ja P :“ tpt, t2q P R2 : t P r´1, 1su. Jos K Ă P on suljettu ja
dimHK “ s, on suoraviivaista nähdä, että dimHpK `Kq ě 2s. Paperin pääkorollaari kertoo, että
jos 0 ă s ă 1, joukon K lisääminen vielä kerran kasvattaa summaa:

dimHpK `K `Kq ě 2s` ε,

missä ε “ εpsq ą 0. Väite päätellään seuraavasta L6-arviosta Frostman-mittojen Fourier-muunnok-
sille. Olkoon 0 ă s ă 1, ja olkoon µ on Borel-mitta joukossa P, joka toteuttaa ehdon µpBpx, rqq ď rs

kaikille x P P ja r ą 0. Silloin on olemassa ε “ εpsq ą 0 ja R0 ě 1, joille seurava epäyhtälö pätee
kaikille R ě R0:

}µ̂}6L6pBpRqq ď R2´p2s`εq.

Todistuksen keskeinen idea on muotoilla ongelma uudelleen sopivana δ-diskretoituna pisteiden
ja ympyröiden välisenä insidenssiongelmana. Tämä geometrinen pulma palautuu lopulta ps, 2sq-
Furstenberg-joukko-ongelmaan.

1. Introduction

The main result of this paper investigates the Lp-norms of Fourier transforms of
fractal measures on the truncated parabola P “ tpt, t2q : t P r´1, 1su:

Theorem 1.1. Let 0 ď s ď 1, and let µ be a Borel measure on P satisfying the
Frostman condition µpBpx, rqq ď rs for all x P R2 and r ą 0. Then,

(1.2) }µ̂}L4pBpRqq Æ Rp2´2sq{4, R ě 1.

If 0 ă s ă 1, and p ą 4, then there exists a constant ε “ εpp, sq ą 0 such that

}µ̂}LppBpRqq ď Cp,sR
p2´p2s`εqq{p, R ě 1.

The function s ÞÑ εpp, sq is bounded away from 0 on any compact subset of p0, 1q.
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The inequality (1.2) means that for every η ą 0, there exists a constant Cη,s ą 0
such that }µ̂}L4pBpRqq ď Cη,sR

p2´2sq{4`η for all R ě 1. The exponent 2 ´ 2s in (1.2)
is sharp, and this part of the theorem is not hard to prove. In fact, the classical L4-
orthogonality method immediately reduces the oscillatory problem to a Kakeya type
problem regarding families of wave packets arising from the s-dimensional measure µ.
Identifying the sharp non-concentration condition for such wave packet families takes
some work, see Lemma 3.3. After this has been accomplished, however, the Kakeya
problem can be solved with the standard L2 method, see the proof of Theorem 3.8.

The second part of Theorem 1.1 is more complicated, and has the following
corollary regarding the dimension of triple sums of fractal subsets of P:

Corollary 1.3. For every 0 ă s ă 1, there exists ε “ εpsq ą 0 such that the
following holds. Let K Ă P be a Borel set with dimH K “ s. Then,

dimHpK `K `Kq ě 2s` ε.

Here dimH is Hausdorff dimension. For two summands instead of three, the lower
bound dimHpK `Kq ě 2s is sharp and simple to prove. In fact, this follows directly
from the fact that px, yq ÞÑ x`y is bilipschitz on compact subsets of pPˆPq z tx “ yu.
The main point in Corollary 1.3 is the ε-improvement over this “trivial” bound.

1.1. Connection to discrete problems. Corollary 1.3 is a “continuous”
version of the following discrete question: if P Ă P is a finite set, how large is
(at least) the cardinality of |P `P `P |, or more generally |kP | for k ě 3? A variant
of the problem asks for upper bounds for the nth additive energy

EnpP q “ |tpx1, . . . , xk, y1, . . . , ykq P P
2n : x1 ` . . .` xn “ y1 ` . . .` ynu|.

This formulation is the discrete analogue of the problem studied in Theorem 1.1.
The problems are related by the inequality EnpP q|nP | ě |P |2n, an easy consequence
of Cauchy–Schwarz. Bourgain and Demeter [3] showed that E3pP q Àε |P |

7{2`ε for all
ε ą 0, and asked [3, Question 2.13] if the estimate can be improved to E3pP q À |P |

3`ε

for all ε ą 0. The positive result yields |P `P `P | Áε |P |5{2´ε, and a positive answer
to the question would yield the optimal result |P ` P ` P | Áε |P |

3´ε. If δ P p0, 1s,
and P Ă P is assumed to be δ-separated, then the optimal bound follows from the
sharp `2-decoupling theorem: E3pP q Àε δ

´ε|P |3, see [5, Theorem 13.21].
For E3pP q and |P ` P ` P |, these are the best current results, as far as I know.

However, Mudgal [13, Corollary 1.2] has recently obtained an improvement for higher
energies: EkpP q Àk |P |2k´3`εpkq, where εpkq “ p1{4 ´ 1{7246q ¨ 2´k`4 for k ě 4. In
particular, it follows that |kP | ě |P |3´okp1q, where okp1q Ñ 0 as k Ñ 8.

In analogy, one might hope that limnÑ8 dimHpnKq ě 3 dimH K, but this is clearly
false if dimHK ą 2{3. A more plausible conjecture might be that limnÑ8 dimHpnKq
ě mint3 dimHK, dimHK ` 1u. This is closely connected to the discussion in Sec-
tion 1.3.

1.2. Connection to Borel subrings and proof of Corollary 1.3. The
ε-improvements in the second part of Theorem 1.1 and Corollary 1.3 are closely
connected with the Borel subring problem. This problem, solved independently by
Edgar–Miller [7] and Bourgain [2] around 2000, asked to show that every Borel sub-
ring R Ă R has dimH R P t0, 1u. This follows immediately from Corollary 1.3, as we
will discuss in this section. The point here is not to announce a new solution (indeed
the argument of Theorem 1.1 relies on previous solutions), but rather to shed light
on the problem of bounding }µ̂}Lp .
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To deduce Corollary 1.3 from Theorem 1.1, we need a standard lemma:

Lemma 1.4. Let µ be a non-trivial finite Borel measure on Rd, and let µδ :“ µ˚
ψδ, δ ą 0, where ψδpxq “ δ´dψpx{δq is a standard approximate identity; ψ P C8c pRdq

with ψ ě 0 and
´
ψ “ 1. Let s P r0, ds, δ0 ą 0, and assume that

}µδ}
2
L2pRdq ď δs´d, 0 ă δ ď δ0.

Then |psptµq|δ Áψ }µ}
2 ¨ δ´s for all 0 ă δ ď δ0, and dimHpsptµq ě s. Here | ¨ |δ refers

to the δ-covering number.

Proof. Note that |xψcδpξq| Á 1 for all |ξ| ď δ´1 if c ą 0 is sufficiently small
(depending on the choice of ψ). Now, if 0 ă σ ă s, then we haveˆ

|µ̂pξq|2|ξ|σ´d dξ À
ÿ

jě0

2jpσ´dq
ˆ
Bp2jq

|µ̂pξq|2 dξ À
ÿ

jě0

2jpσ´dq
ˆ
|µ̂pξq|2|zψc2´jpξq|

2 dξ.

The integral on the right is }µ˚ψc2´j}22 ď pc2´jqs´d, so the sum is finite for σ ă s. It is
well-known that this implies dimHpsptµq ě s, see [12, Theorem 8.7 & Lemma 12.12].
The claim about |psptµq|δ is even simpler, being based on the inequality }f}2L1 ď

Lebpspt fq}f}2L2 applied to f “ µδ. �

Corollary 1.3 follows from Theorem 1.1, and Lemma 1.4. Indeed, if K Ă P is
Borel with dimH K “ s P p0, 1q, then for any 0 ď σ ă s, Frostman’s lemma (see [12,
Theorem 8.8]) yields a non-trivial measure µ with sptµ Ă K and µpBpx, rqq ď rσ for
all x P P and r ą 0. Then

}pµ ˚ µ ˚ µqδ}
2
L2 “ } pµδ}

6
L6 ď Cσδ

2σ`ε´2, δ P p0, 1s,

and consequently dimHpK`K`Kq ě dimH sptpµ˚µ˚µq ě 2σ`ε. Since ε is bounded
away from zero for σ sufficiently close to s, Corollary 1.3 follows by letting σ Ñ s.

Next, let us see why Corollary 1.3 implies the non-existence of Borel subrings
of intermediate dimension. Let A Ă R be any Borel set with dimH A “ s, where
s P p0, 1q. Then K :“ KA :“ tpt, t2q : t P Ru is a Borel subset of P with dimH K “ s.
Evidently K Ă Aˆ A2, so

(1.5) K `K `K Ă pA` A` Aq ˆ pA2
` A2

` A2
q.

If A were a ring, then the right hand side would be contained in A ˆ A, and hence
dimHpK`K`Kq ď dimHpAˆAq. We finally claim that that dimHpAˆAq “ 2s, which
will contradict Corollary 1.3. This follows from a folklore result on the dimension
of orthogonal projections: if K Ă R2 is Borel, then dimHte P S

1 : dimH πepKq ă
1
2

dimH Ku “ 0. For a proof, see [14, Theorem 1.2]. In particular, since dimH A ą 0,
and A is a ring, we have s “ dimH A “ dimHpA ` aAq ě 1

2
dimHpA ˆ Aq for some

a P A.
We close this section by mentioning a related result of Raz and Zahl [19, Theo-

rem 1.14]. A special case of their theorem shows that if A Ă r0, 1s is a pδ, s, δ´εq-set
with s P p0, 1q (see Definition 2.1) and |A|δ ě δ´s`ε, and ε “ εpsq ą 0 is small enough,
then

maxt|A` A|δ, |A
2
` A2

|δu ě δ´s´ε.

The proof of Corollary 1.3 gives an alternative argument for this fact. Indeed, if
|A ` A|δ ď δ´s´ε ď δ´2ε|A|δ and |A2 ` A2|δ ď δ´s´ε ď δ´2ε|A|δ, then it follows from
the Plünnecke’s inequality (see [18] for the original reference, or [20, Corollary 6.28]
for a textbook), that also

|A` A` A|δ À δ´s´Opεq and |A2
` A2

` A2
|δ À δ´s´Opεq.
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Consequently, |pA ` A ` Aq ˆ pA2 ` A2 ` A2q|δ À δ´2s´Opεq. Given the inclusion
(1.5), this contradicts a δ-discretised version of Corollary 1.3 for ε ą 0 small enough,
depending only on s P p0, 1q (the required δ-discretised version follows from Theo-
rem 1.1, using the easier part of Lemma 1.4.) We note, however, that the theorem of
Raz and Zahl concerns far more general non-linear images of AˆA than just A2`A2.

1.3. Value of ε? We do not know what the precise value of “ε” should be for
every pair pp, sq with s P r0, 1s and p ą 4. However, the following conjecture seems
plausible:

Conjecture 1.6. For every 0 ď s ď 1 and ε ą 0, there exists p “ ppε, sq ě 1 such
that the following holds. Let µ be a Borel measure on P satisfying µpBpx, rqq ď rs

for all x P R2 and r ą 0. Then,

(1.7) }µ̂}LppBpRqq ď Cε,sR
r2´mint3s,1`sus{p`ε, R ě 1.

It is not hard to see that the threshold mint3s, 1`su cannot be further improved:

Example 1.8. Consider a set A Ă r0, 1s X pδsZqpδq which is a union of „ δ´s

equally spaced intervals of length δ ą 0 in arithmetic progression. Then A2 Ă

r0, 1sXpδ2sZqpδq can be covered by a union of „ δ´2s intervals with spacing δ2s, again
in arithmetic progression. Therefore kA2 can also be covered by Àk δ´2s intervals
with the same spacing δ2s. It follows that

(1.9) |kAˆ kA2
|δ Àk δ

´3s, k ě 1.

If s ě 1
2
, we can do better: then we note that kA2 is trivially covered by Àk δ´1

intervals of length δ, hence

(1.10) |kAˆ kA2
|δ Àk δ

´1´s, k ě 1.

The bounds (1.9)–(1.10) show (with the assistance of Lemma 1.4, and a version of
(1.5) for k-fold sums) that the exponent mint3s, 1` su in (1.7) cannot be lowered.

1.4. Proof and paper outlines. Below Theorem 1.1, we already explained the
key points needed to prove the first part of Theorem 1.1. The details are contained
in Section 3. The proof of the second part is based on the following ingredients:

‚ Knowing that the first part is true: the exponent “2´2s” will serve as a “base
camp” from which we reach out for the ε-improvement for p ą 4.

‚ An observation due to Bombieri, Bourgain, and Demeter, [1, 3]: the 3rd

additive energy of subsets of P is closely related to an incidence-counting
problem between points in R2, and circles centred along the x-axis. A δ-
discretised version of this result is formulated at the beginning of Section
4.

‚ If the exponent “2 ´ 2s” were sharp for some p ą 4, it turns out that we
could construct an ps, 2sq-Furstenberg set of dimension 2s. Furstenberg sets
are introduced in Section 2.2. In particular, it is known (due to Bourgain,
and Héra–Shmerkin–Yavicoli) that ps, 2sq-Furstenberg sets of dimension 2s
do not exist (for s P p0, 1q). This is where the ε-improvement in Theorem 1.1
comes from.

‚ Based on the hypothetical sharpness of the exponent “2´ 2s” for p ą 4, and
the relation between additive energies and circle incidences, we first construct
an “ps, 2sq-Furstenberg of circles”. This is done in Section 4.3. Luckily, the
ensuing circles are all centred along the x-axis. It turns out that the incidence
geometry of such circles is equivalent to the incidence geometry of planar lines.
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This is because there exists a well-behaved map between the Poincaré half-
plane model and the Beltrami–Klein model of hyperbolic geometry. This was
explained to me by Josh Zahl. The details of the transformation are contained
in Section 4.4, where the proof of Theorem 1.1 is finally concluded.

Acknowledgements. The article was mostly written at the Hausdorff Research
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ric measure theory, Singular integrals, and PDE. I would like to thank the institute
and its staff for their generous hospitality. I am grateful to Keith Rogers for dozens
of discussions, and no fewer ideas, on the project during the trimester. Keith’s input
was so substantial that he should be viewed as a co-author, at least if the reader has
a positive opinion of the paper (however, I take full credit for mistakes). I am grate-
ful to Josh Zahl for telling me how to transform point-circle incidences to point-line
incidences, and for providing references.

Finally, I am grateful to the anonymous reviewer for reading the manuscript
carefully, and for providing many helpful comments.

2. Preliminaries

2.1. Notation. The notation Bpx, rq stands for a closed ball of radius r ą 0
and centre x P X, in a metric space pX, dq. If A Ă X is a bounded set, and r ą 0, we
write |A|r for the δ-covering number of A, that is, the smallest number of closed balls
of radius r required to cover A. Cardinality is denoted |A|, and Lebesgue measure
LebpAq. The closed r-neighbourhood of A is denoted Aprq. Throughout the article,
P denotes the truncated parabola P “ tpt, t2q : t P r´1, 1su, and S1 Ă R2 is the unit
circle. The notation “π” (without subindex) refers to the projection πpx, yq “ x.

2.2. Furstenberg sets and pδ, sq-sets. We have already seen that Theorem 1.1
implies the non-existence of Borel subrings of intermediate dimension. This suggests
that the non-existence proofs could be useful in establishing Theorem 1.1. This turns
out to be the case, although not in a completely straightforward fashion.

In fact, we will prove Theorem 1.1 by applying the non-existence of ps, 2sq-
Furstenberg sets of dimension 2s. The connection between the Furstenberg set prob-
lem and the Borel subring problem was initially discovered by Katz and Tao [11],
and has been thereafter applied several times to make progress in the Furstenberg
set problem, see [6, 10, 15, 17]. In the current paper, we may use the best cur-
rent estimates on ps, 2sq-Furstenberg sets as a black box. We record the necessary
preliminaries now.

Definition 2.1. (pδ, s, Cq-set) Let pX, dq be a metric space, let δ P p0, 1s, and
C, s ą 0. A finite set P Ă X is called a pδ, s, Cq-set if

|P XBpx, rq| ď C
´r

δ

¯s

, x P X, r ě δ.

If the value of the constant “C” is not relevant, we may also write “pδ, sq-set” in
place of “pδ, s, Cq-set”. We will need this notion in X “ Rd, and also in the space of
all affine lines in R2, denoted Ap2, 1q. We denote by dAp2,1q the following metric on
Ap2, 1q:

dAp2,1qp`1, `2q :“ }π1 ´ π2} ` |a1 ´ a2|,

where π1, π2 are the orthogonal projections to the subspaces L1, L2 parallel to `1, `2,
} ¨ } is the operator norm, and aj is the unique point on `j X LKj . The only property
of the metric dAp2,1q we need explicitly is that if `1, `2 P Ap2, 1q are at distance
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r :“ dAp2,1qp`1, `2q, then

(2.2) `1 XBp1q Ă `2pCrq

for some absolute constant C ą 0. Implicitly, we also need that the results quoted
below for Furstenberg sets are valid with the choice of metric dAp2,1q, but this require-
ment is compatible with (2.2).

Definition 2.3. (pδ, t, Cq-set of lines) A set of lines L Ă Ap2, 1q is a pδ, t, Cq-set
if it is a pδ, s, Cq-set in the metric space pAp2, 1q, dAp2,1qq.

We may now define δ-discretised Furstenberg sets:

Definition 2.4. (Discretised ps, tq-Furstenberg set) Let 0 ă s ď 1 and 0 ă t ď 2,
C ą 0, and δ P p0, 1s. A set F Ă R2 is a δ-discretised ps, t, Cq-Furstenberg set if
there exists a pδ, t, Cq-set of lines with |L| ě C´1δ´t with the property that F X `pδq
contains a pδ, s, Cq-set of cardinality ě C´1δ´s for all ` P L.

It is known that if 0 ă s ă 1, s ă t ď 2, and ε “ εps, tq ą 0 is small enough, then
every δ-discretised ps, t, δ´εq-Furstenberg set E Ă R2 satisfies |E|δ ě δ´2s´ε. This is
a recent result of the first author with Shmerkin [17]. In the present paper, we only
need the special case t “ 2s, which was known much earlier: the case s “ 1

2
is due to

Bourgain [2] (modulo a slightly different definition of discretised Furstenberg sets),
and the general case s P p0, 1q is due to Héra, Shmerkin, and Yavicoli [10]. In the
case t “ 2s, the best known constant “ε” is actually fairly large, due to recent work
of Di Benedetto and Zahl [6]. We quote their version of the result below:

Theorem 2.5. Let cpsq :“ sp1 ´ sq{p6p155 ` 68sqq. Then, for every 0 ă s ă 1
and every c ă cpsq there exists ε ą 0 such that the following holds for all δ ą 0
sufficiently small. Let F Ă R2 be a δ-discretised ps, 2s, δ´εq-Furstenberg set. Then,
|F |δ ě δ´2s´c.

All the results on Furstenberg sets mentioned above are based on reductions to
the discretised sum-product theorem: if A Ă r0, 1s is a pδ, sq-set of cardinality „ δ´s,
s P p0, 1q, then either |A`A|δ ě δ´s´ε or |A ¨A|δ ě δ´s´ε for some ε “ εpsq ą 0. This
result is originally due to Bourgain [2] from the early 2000s, but a more quantitative
version was proven recently by Guth, Katz, and Zahl [9]. This result (combined with
a more efficient reduction) enabled Di Benedetto and Zahl to prove Theorem 2.5. We
do not attempt to quantify the constant “ε” appearing in Theorem 1.1. Theorem 1.1
is based on a reduction to Theorem 2.5, but not a particularly straightforward one.
The value of “ε” we obtain in Theorem 1.1 is anyway much smaller than the constant
“cpsq” in Theorem 2.5.

3. First part of Theorem 1.1

In this section, we establish the L4-bound in Theorem 1.1. The proof is based on
the use of wave packet decompositions, which we briefly define in the next section.

3.1. Wave packet decomposition. The material in this section is standard,
and we follow Demeter’s book [5, Exercise 2.7]. For full details, although in slightly
different notation, see the lecture notes [16]. We use the notation wpxq :“ p1`|x|q´100.
If T Ă R2 is a rectangle, we write wT :“ w ˝AT , where A is the affine map taking T
to r´1, 1s2.

Proposition 3.1. (Definition of wave packet decomposition) Let µ be a finite
Borel measure with sptpµq Ă P, and let δ P p0, 1s. Let Θ be a partition of P into arcs
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of length „ δ1{2. Write µθ :“ µ ¨ 1θ for θ P Θ, so that

µ “
ÿ

θPΘ

µθ and µ̂ “
ÿ

θPΘ

pµθ.

Fix θ P Θ, and let Rθ Ă R2 be a rectangle of dimensions „ δ ˆ δ1{2 such that
θ Ă 1

4
Rθ. Let Tθ be a tiling of R2 by rectangles “T ” dual to Rθ, with dimensions

roughly δ´1 ˆ δ´1{2. Then, for each T P Tθ we can associate a function WT P SpR2q

with the following properties:

(W1) sptyWT Ă Rθ, }WT }L2 „ 1, and

|WT | ÀN LebpT q´1{2
¨ pwT q

N , N ě 1.

(W2) If F P L2pR2q with sptF Ă 1
2
Rθ, then

pF “
ÿ

TPTθ

x pF ,WT yWT and }F }2L2 „
ÿ

TPTθ

|x pF ,WT y|
2,

where x¨, ¨y refers to inner product in L2.

In particular, property (W2) can be applied to µθ,δ :“ µθ˚ψδ, where ψδ “ δ´2ψpx{¨q is
an approximate identity: we only need that sptpµθ,δq Ă

1
2
Rθ, and this can be arranged

(by choosing ψ with sufficiently small support to begin with), since sptpµθq Ă θ Ă
1
4
Rθ. Therefore, by (W2),

(3.2) pµδ “
ÿ

θPΘ

yµθ,δ “
ÿ

θPΘ

ÿ

TPTθ

aTWT , aT “ xyµθ,δ,WT y for T P Tθ.

The representation (3.2) is known as the wave packet decomposition of µ at scale δ.

3.2. A non-concentration estimate for wave packets. The following lemma
shows that if µ is an s-dimensional Frostman measure on P, then the wave packet de-
composition of µ at scale δ P p0, 1s satisfies a 1-dimensional non-concentration condi-
tion, regardless of s P r0, 1s. A more precise statement is (3.4): the “1-dimensionality”
is visible in the exponent ∆ “ ∆1. Why 1-dimensional, and not s-dimensional?
The heuristic (and imprecise) reason is the following. Since the measure µ is s-
dimensional, the directions of the wave packets indeed satisfy an s-dimensional non-
concentration condition. However, since µθ is s-dimensional for each θ P Θ, the wave
packets associated to a fixed θ P Θ satisfy a p1 ´ sq-dimensional non-concentration
condition (see (3.5)). Finally, 1 “ s` p1´ sq.

Lemma 3.3. Let s P r0, 1s, δ P p0, 1s, and let µ be a Borel measure on parabola
P satisfying µpBpx, rqq ď rs for all x P P and r ą 0. Let δ ą 0, and let taT uTPTθ ,
θ P Θ, be the coefficients in the wave packet decomposition of µ at scale δ. Fix ε ą 0,
and let S Ă R2 be any rectangle with dimensions ∆ ˆ R1`ε, where R “ δ´1, and
R1{2 ď ∆ ď R1`ε. Then,

(3.4)
ÿ

TĂS

|aT |
2
Àε ∆ ¨ δs´1´4ε.

Proof. For this proof, δ P p0, 1s is fixed, so we abbreviate µθ,δ “: µθ. Fix a
rectangle S Ă R2 as in the statement, and let ΘS Ă Θ be the caps θ P Θ with the
property that T Ă S for at least one rectangle T P Tθ. Since the rectangles T P Tθ
have longer side of length R, every θ P ΘS lies inside a an arc JS Ă P of diameter
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diampJSq À ∆{R “ δ∆ by elementary geometry. Therefore,
ÿ

TĂS

|aT |
2
“

ÿ

θĂΘ
θĂJS

ÿ

TPTθ
TĂS

|aT |
2.

To proceed, fix θ P Θ with θ Ă JS. We create some separation between the rectangles
T P Tθ with the following trick. Partition Tθ into N „ Rε “ δ´ε collections Tθ,j,
1 ď j ď N , such that distpT, T 1q Á Rε for all distinct T, T 1 P Tθ,j (for 1 ď j ď N
fixed). We claim that

(3.5)
ÿ

TPTθ,j
TĂS

|aT |
2
Àε ∆1´s

¨ δ´1´3εµpRθq, 1 ď j ď N,

where Rθ Ą θ is the rectangle mentioned in Proposition 3.1. These rectangles
have bounded overlap as θ Ă JS varies, and their union is contained in the 100δ-
neighbourhood of J . Once (3.5) has been established, the proof of (3.4) is concluded
by summing over 1 ď j ď N and θ P JS, and finally using the s-Frostman estimate
µpJSp100δqq À pδ∆qs:

ÿ

TĂS

|aT |
2
Àε ∆1´s

¨ δ´1´4ε
ÿ

θPΘ
θĂJS

µpRθq À ∆1´s
¨ δ´1´4εµpJSp100δqq À ∆ ¨ δs´1´4ε.

To prove (3.5), let S be a rectangle which is concentric with S, but inflated by a
factor Rε in both directions. Thus S is a rectangle of dimensions Rε∆ˆR1`2ε. Then,
let ηS P C8c pR2q be a bump function satisfying 1S ď ηS ď 12S . We observe that if
T Ă S, then

|aT | “ |x pµθ,WT y| ď |x pµθηS ,WT y| ` }WT }L1pR2 zSq Àε |x pµθηS ,WT y| ` δ,

using that } pµθ}L8 ď }µθ} ď 1, and the rapid decay |WT | Àε pwT q
1{ε outside T Ă S,

stated in Proposition 3.1(W1). Taking further into account the (very crude) estimate
|tT P Tθ : T Ă Su| À R “ δ´1, we find that

(3.6)
ÿ

TPTθ,j
TĂS

|aT |
2
Àε

ÿ

TPTθ,j
TĂS

|x pµθηS ,WT y|
2
` δ.

To estimate the the main term in (3.6), we apply the abstract inequality
ÿ

|xx, eky|
2
ď }x}2 `

ÿ

k‰l

xx, ekyxx, elyxek, ely,

valid for all inner product spaces pH, x¨, ¨yq, all x P H, and all finite sequences of unit
vectors tekuk Ă H. (Proof: expand the inequality 0 ď }x ´

ř

xx, ekyek}
2.) Applying

this to x “ pµθηS P L
2, and eT :“ WT {}WT }2, and recalling that }WT }2 „ 1, the result

is

(3.7)
ÿ

TPTθ,j
TĂS

|x pµθηS ,WT y|
2
À } pµθηS}

2
L2`

ÿ

T,T 1PTθ,j
T,T 1ĂS, T‰T 1

|x pµθηS,WT yx pµθηS,WT 1yxWT ,WT 1y|.

The number of terms in the second sum is À R2, and also |x pµθηS ,WT y| À }WT }L1 À

R2. These factors are negligible compared to the fact that |xWT ,WT 1y| Àε R
´10,
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which follows from distpT, T 1q ě Rε for distinct T, T 1 P Tθ,j, and the rapid decay of
WT outside T . Combining (3.7) with (3.6), and using Plancherel, we find that

ÿ

TPTθ,j
TĂS

|aT |
2
Àε }µθ ˚xηS}

2
L2 ` δ.

To estimate }µθ ˚xηS}2L2 , we first record that xηS is essentially supported in the dual
rectangle S˚ of S, which has dimensions δε∆´1 ˆ δ1`2ε. In particular, S˚ fits inside
the ball Bp∆´1q with room to spare. From this, we first deduce that

|xηS | Àε LebpSq ¨ wBp∆´1q „ ∆ ¨R1`3ε
¨ wBp∆´1q.

(The “w”-notation was introduced at the head of Section 3.1.) Since }µθ˚wBp∆´1q}L8 À

∆´s by the s-Frostman assumption of µ, we arrive at

}µθ ˚xηS}L8 À ∆ ¨R1`3ε
}µθ ˚ wBp∆´1q}L8 À ∆1´s

¨R1`3ε,

and finally

}µθ ˚xηS}
2
L2 ď }µθ ˚xηS}L8}xηS}L1}µθ}L1 À ∆1´s

¨R1`3εµpRθq.

This concludes the proof of (3.5), and the lemma. �

3.3. Proof of the L4-estimate. In this section, we complete the proof of the
first part of Theorem 1.1.

Theorem 3.8. Let 0 ď s ď 1, and let µ be a Borel measure on Γ “ tpt, t2q : t P
r´1, 1su satisfying µpBpx, rqq ď rs for all x P P and r ą 0. Then, for every ε ą 0,
there exists C “ Cε,s ą 0 such that

(3.9) }µ̂}L4pBpRqq ď CRp1´sq{2`ε, R ě 1.

Proof. Fix R ě 1, write δ :“ R´1. Let ψδ be the approximate identity appearing
in the wave packet decomposition, Proposition 3.1. Moreover, choose ψ in such a
way that pψ Á 1Bp1q, and thus ϕδ :“ xψδ Á 1BpRq. Therefore, }µ̂}4L4pBpRqq À } pµδ}

4
L4 ,

where µδ “ µ ˚ ψδ. We then expand pµδ as in (3.2):

pµδ “
ÿ

θPΘ

yµθ,δ “
ÿ

θPΘ

ÿ

TPTθ

aTWT , aT “ xyµθ,δ,WT y for T P Tθ.

We record at this point that, by Proposition 3.1(W2), we have

(3.10)
ÿ

θPΘ

ÿ

TPTθ

|aT |
2
„

ÿ

θPΘ

}yµθ,δ}
2
L2 À }µδ}

2
L2 ď }µδ}L8}µδ}L1 À δs´2,

recalling that µδ “ µ ˚ ψδ, where }ψδ}L8 À δ´2.
All the “oscillation” in our problem can be removed by an appeal to the Córdoba–

Fefferman L4-orthogonality lemma, see [4, 8] for original references. The form we need
is recorded in [5, Proposition 3.3] or [16, Theorem 7.14]:

(3.11) } pµδ}
4
L4 À

ˆ ˜

ÿ

θPΘ

| pµθ|
2

¸2

“
ÿ

θ,θ1

ˆ ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

TPTθ

aTWT

ˇ

ˇ

ˇ

ˇ

ˇ

2 ˇ
ˇ

ˇ

ˇ

ˇ

ÿ

T 1PTθ1

aT 1WT 1

ˇ

ˇ

ˇ

ˇ

ˇ

2

.

To begin estimating the right hand side, we note that the integral over R2 zBpR2q

is À δ10. The reason is that aT “ xyµθ,δ,WT y “ x pµθϕδ,WT y, and ϕδ has rapid decay
outside BpRq, whereas WT is essentially supported on T . So, if we split

ÿ

TPTθ

aTWT pξq “
ÿ

distpT,0qěR3{2

aTWT pξq `
ÿ

distpT,0qďR3{2

aTWT pξq,
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then both terms will be À δ10 (and rapidly decaying) for ξ P R2 zBpR2q: the first
one because the coefficients aT are small for distp0, T q ě R3{2, and the second one
because all the functions WT with distp0, T q ď R3{2 are small on R2 zBpR2q. We
leave the full details to the reader. Thus, the integral in (3.11) can be restricted to
BpR2q at the cost of adding δ10, which is harmless in view of our aim (3.9).

If the supports of the functions WT , T P Tθ were disjoint, we could expand the
right hand side as

(3.12)
ÿ

T,T 1PT
|aT |

2
|aT 1 |

2

ˆ
|WTWT 1 |

2,

where T stands for the union of all the families Tθ, θ P Θ. This is not quite accurate,
and we resort to a trick we already employed in the proof of Lemma 3.3, namely
splitting the collections Tθ into N „ Rε sub-collections Tθ,j where the tubes T P Tθ,j
are separated by at least Á Rε. Using the trivial inequality |c1 ` . . . ` cN |

2 ď

N2 max |cj|
2, we first estimate

ˆ ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

TPTθ

aTWT

ˇ

ˇ

ˇ

ˇ

ˇ

2 ˇ
ˇ

ˇ

ˇ

ˇ

ÿ

T 1PTθ1

aT 1WT 1

ˇ

ˇ

ˇ

ˇ

ˇ

2

À R4ε max
i,j

ˆ ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

TPTθ,i

aTWT

ˇ

ˇ

ˇ

ˇ

ˇ

2ˇ
ˇ

ˇ

ˇ

ˇ

ÿ

T 1PTθ1,j

aT 1WT 1

ˇ

ˇ

ˇ

ˇ

ˇ

2

.(3.13)

Now, using the rapid decay of the functions WT outside T , and the (crude) uniform
bound |aT | ď }WT }L1 À R, the integrand satisfies the following pointwise bound:

(3.14)

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

TPTθ,i

aTWT

ˇ

ˇ

ˇ

ˇ

ˇ

2

Àε

ÿ

TPTθ,i

|aT |
2
|WT |

2
` δ10,

and a similar estimate holds for the second factor of the integrand. The right hand
side of (3.14) is further À δ´5 by (3.10) (a much better bound is easy to obtain, but
this suffices.) When these bounds are plugged back into (3.13), and then (3.11), we
arrive at the following substitute for (3.12):

(3.15) } pµδ}
4
L4 À

ˆ
BpR2q

˜

ÿ

θPΘ

| pµθ|
2

¸2

` δ10
Àε R

4ε
ÿ

T,T 1PT
|aT |

2
|aT 1 |

2

ˆ
|WTWT 1 |

2
` δ.

The localisation to BpRq was used to make sure that δ5 P L1pBpR2qq with norm À δ.
To estimate the right hand side of (3.15), we imitate the proof of the L2-Kakeya
maximal function bound, with the only non-trivial addition of inserting Lemma 3.3
at a suitable point. We fix T P Tθ0 Ă T , and we decompose

(3.16)
ÿ

T 1PT
|aT 1 |

2

ˆ
|WTWT 1 |

2
“

ÿ

δ1{2ÀαÀ1

ÿ

T 1PT
=pT,T 1q„α

|aT 1 |
2

ˆ
|WTWT 1 |

2.

To be precise, the summation over δ1{2 À α À 1 runs over dyadic rationals in the
indicated range, and the summation tT 1 P T : =pT, T 1q „ αu runs over the tubes in
those families Tθ with α ď |θ ´ θ0| ď 2α. Fix δ1{2 À α À 1. Fix also T 1 P T with
=pT, T 1q „ α, and let T,T1 be tubes which are concentric with T, T 1, but fattened
by a factor Rε in both directions. If TXT1 “ H, thenˆ

|WTWT 1 |
2
Àε δ

10

by the rapid decay ofWT ,WT 1 . Therefore, the part of the sum (3.16) over such T 1 P T
is bounded from above by Æ δ10

ř

T 1PT |aT 1 |
2 À δ8`s ď δ, applying also (3.10).
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Assume then that T X T1 ‰ H. Recall that T,T1 are rectangles of dimen-
sions R1{2`ε ˆ R1`ε. Therefore LebpT X T1q À R1`2ε{α. Using this, and Proposi-
tion 3.1(W1), we first deduce that

(3.17)
ˆ
|WTWT 1 |

2
Àε

ˆ
TXT1

|WTWT 1 |
2
` δ À LebpT q´2

¨
R1`2ε

α
“
R2ε´2

α
.

Moreover, since =pT, T 1q “ =pT,T1q „ α, the non-empty intersection ofT,T1 implies
that T 1 Ă T1 Ă Tp∆q “: S, where ∆ „ α ¨ R1`ε ě R1{2. As usual, the notation
stands Tp∆q stands for the ∆-neighbourhood of T, which is a rectangle of dimensions
roughly ∆ ˆ R1`ε, noting that ∆ À R1`ε. Consequently, applying Lemma 3.3, we
have

ÿ

T 1PT
=pT,T 1q„α,TXT1‰H

|aT 1 |
2

ˆ
|WTWT 1 |

2
(3.17)
Àε

R2ε´2

α
¨
ÿ

T 1PT
T 1ĂS

|aT 1 |
2

L. 3.3
Àε

R2ε´2

α
¨
`

∆ ¨ δs´1´4ε
˘

„ R7ε´s.

Plugging this back into (3.15)–(3.16), we see that

}µ̂}4L4pBpRqq Àε R
4ε
ÿ

TPT
|aT |

2
ÿ

δ1{2ÀαÀ1

R7ε´s
Æ R11ε´s

ÿ

TPT
|aT |

2
(3.10)
À R2´2s`11ε.

This completes the proof of the proposition. �

4. Second part of Theorem 1.1

The purpose of this section is to prove the second part of Theorem 1.1, concerning
exponents p ą 4. In fact, since we already know the p “ 4 endpoint from Theorem 3.8,
it suffices to establish the ε-improvement in Theorem 1.1 for p “ 6. Namely, if this
is already known, and 4 ă p ď 6, then p “ 4θ ` 6p1´ θq for some θ ă 1, and hence

}µ̂}pLppBpRqq ď }µ̂}
4θ
L4pBpRqq}µ̂}

6p1´θq

L6pBpRqq

T. 3.8

Æ Rp2´2sqθ
¨Rp2´2s´εqp1´θq

“ R2´2s´εp1´θq.

The cases p ą 6 follow from the trivial estimate }µ̂}pLppBpRqq Àp }µ̂}
6
L6pBpRqq, using only

that }µ̂}L8 ď µpPq ď 2 for every measure as in the hypothesis of Theorem 1.1. We
then restate the case p “ 6 of Theorem 1.1:

Theorem 4.1. For every s P p0, 1q, there exist C “ Cpsq ą 0 and ε “ εpsq ą 0
such that the following holds. Let µ be a Borel measure on P satisfying µpBpx, rqq ď
rs for all x P P and r ą 0. Then,

(4.2) }µ̂}6L6pBpRqq ď CR2´2s´ε, R ě 1.

4.1. Auxiliary results. The L6pBpRqq-norm of µ̂ equals the L2-norm of the
convolution µ ˚ µ ˚ µ, roughly speaking mollified at scale R´1. This quantity, on
the other hand, counts R´1-approximate solutions to the equation x1 ` x2 ` x3 “

x4 ` x5 ` x6, with px1, . . . , x6q P sptµ “: P (see Lemma 4.9). It is well-known
that if P Ă P is a finite set, then the problem of counting such (exact) solutions is
connected to an incidence-counting problem for circles in the plane. The connection
was discovered by Bourgain and Bombieri [1] (for P Ă S1) and then Bourgain and
Demeter [3] (for P Ă P). The connection is captured by the following lemma. The
case δ “ 0 is sketched in [3, Proposition 2.15], but we give the details (we anyway
need the details to prove the “approximate” version):
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Lemma 4.3. Let ξ1, ξ2, ξ3 P R, and write

(4.4) pξ1, ξ
2
1q ` pξ2, ξ

2
2q ` pξ3, ξ

2
3q “: pa, bq.

Then, the point
Apξ1, ξ2q :“ p3pξ1 ` ξ2q,

?
3pξ1 ´ ξ2qq

is contained on the circle Sa,b :“ BBpp2a, 0q,
?

6b´ 2a2q. The following approximate
version also holds. Assume that δ P p0, 1s, ξ1, ξ2, ξ3 P r´1, 1s, and (4.4) is replaced by

(4.5) |pξ1, ξ
2
1q ` pξ2, ξ

2
2q ` pξ3, ξ

2
3q ´ pa, bq| ď δ.

If r :“ 6b´2a2 ď δ, then Apξ1, ξ2q P Bpp2a, 0q, C
?
δq for an absolute constant C ą 0.

Otherwise, Apξ1, ξ2q is contained in the annulus Sa,bpCδ{
?
rq.

Remark 4.6. The proof below also shows that 6b´2a2 ě 0, whenever pa, bq arises
as in (4.4). If the conclusion of Lemma 4.3 seems unintuitive at first, the following
remark might be helpful: by (4.4), the point pξ1, ξ2, ξ3q P R3 lies on the circle in R3

obtained by intersecting the sphere ξ2
1 ` ξ

2
2 ` ξ

2
3 “ b with the plane ξ1 ` ξ2 ` ξ3 “ a.

The fact that Apξ1, ξ2q lies on the planar circle Sa,b could be “derived” from this
observation with some effort, but in the following proof it is simpler to just “check”
the conclusion.

Proof of Lemma 4.3. We first record that the equation (4.4) yields

(4.7) pa´ ξ3q
2 (4.4)
“ pξ1 ` ξ2q

2
“ ξ2

1 ` ξ
2
2 ` 2ξ1ξ2

(4.4)
“ b´ ξ2

3 ` 2ξ1ξ2,

or in other words

(4.8) 2ξ1ξ2 “ a2
´ 2aξ3 ` 2ξ2

3 ´ b.

After this observation, the rest of the argument is rather straightforward. To check
that Apξ1, ξ2q P Spp2a, 0q,

?
6b´ 2a2q, we simply calculate the distance

|Apξ1, ξ2q ´ p2a, 0q|
2
“ p3pξ1 ` ξ2q ´ 2aq2 ` 3pξ1 ´ ξ2q

2

(4.4)
“ pa´ 3ξ3q

2
` 3pξ2

1 ` ξ
2
2 ´ 2ξ1ξ2q

(4.4)
“ pa2

´ 6aξ3 ` 9ξ2
3q ` 3pb´ ξ2

3 ´ 2ξ1ξ2q

(4.8)
“ pa2

´ 6aξ3 ` 9ξ2
3q ` 3pb´ ξ3 ´ a

2
` 2aξ3 ´ 2ξ2

3 ` bq

“ 6b´ 2a2.

This is what we claimed in the first part of the statement.
The second part follows by inspecting the calculation above. Using maxt|ξ1|,

|ξ2|, |ξ3|u ď 1, the calculation (4.7) combined with (4.5) shows that

2ξ1ξ2 “ a2
´ 2aξ3 ` 2ξ2

3 ´ b`Opδq.

This leads to

p3pξ1 ` ξ2q ´ 2aq2 ` 3pξ1 ´ ξ2q
2
“ 6b´ 2a2

`Opδq.

In case r “ 6b´ 2a2 ď δ, we may conclude that p3pξ1 ` ξ2q,
?

3pξ1 ´ ξ2qq P Bpp2a, 0q,
C
?
δq. In the opposite case we use |

?
r ´

?
s| ď |r ´ s|{

?
r to estimate

|
a

p3pξ1 ` ξ2q ´ 2aq2 ` 3pξ1 ´ ξ2q
2 ´

?
6b´ 2a2| À δ{

?
r,

so Apξ1, ξ2q P Sa,bpCδ{
?
rq as claimed. (The latter estimates are also valid if 0 ă r ă

δ, but in this case the bound δ{
?
r is not very useful.) �

We next formalise the connection of Fourier transforms and additive energies:
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Lemma 4.9. Let P1, . . . , P6 Ă Rd be δ-separated sets, and let µ1, . . . , µ6 P

C8c pRdq be functions satisfying 0 ď µj ď 1Pjpδq. Then,ˆ
pµ1 pµ2 pµ3 pµ4 pµ5 pµ6

À δ5d
|tpx1, . . . , x6q P P1 ˆ ¨ ¨ ¨ ˆ P6 : |px1 ` x2 ` x3q ´ px4 ` x5 ` x6q| ď 6δu|.

Proof. By Plancherel,ˆ
pµ1 pµ2 pµ3 pµ4 pµ5 pµ6 “

ˆ
pµ1 ˚ µ2 ˚ µ3qpµ4 ˚ µ5 ˚ µ6q.

For r ą 0, write

mpzq :“ |tpx1, x2, x3q P P1 ˆ P2 ˆ P3 : |px1 ` x2 ` x3q ´ z| ď ru|

and
npzq :“ |tpx4, x5, x6q P P4 ˆ P5 ˆ P6 : |px4 ` x5 ` x6q ´ z| ď ru|.

Then,

pµ1 ˚ µ2 ˚ µ3qpzq “

¨
µ1pz ´ x2 ´ x3qµ2px2qµ3px3q dx2 dx3

À δ2d
ÿ

px2,x3qPP2ˆP3

1P1p3δqpz ´ x2 ´ x3q

ď δ2d
ÿ

x1PP1

|tpx2, x3q P P2 ˆ P3 : |z ´ px1 ` x2 ` x3q| ď 3δu|

“ δ2dm3δpzq,

and similarly pµ4 ˚ µ5 ˚ µ6qpzq À δ2dn3δpzq. Therefore,ˆ
pµ1 ˚ µ2 ˚ µ3qpµ4 ˚ µ5 ˚ µ6q À δ4d

ˆ
m3δpzqn3δpzq dz

“ δ4d
ÿ

x1,...,x6

Lebptz P Rd : |z ´ px1 ` x2 ` x3q| ď 3δ and |z ´ px4 ` x5 ` x6q| ď 3δuq.

The sum runs over px1, . . . , x6q P P1 ˆ ¨ ¨ ¨ ˆ P6, and it can evidently be restricted to
those 6-tuples with |px1 ` x2 ` x3q ´ px4 ` x5 ` x6q| ď 6δ. For such 6-tuples, on the
other hand, the possible z P Rd lie in a ball of radius „ δ, and their Lebesgue measure
contributes the 5th factor of “δd”. This completes the proof of the lemma. �

Finally, we record the following consequence of transversality:

Lemma 4.10. Let 0 ă δ ď τ ď 1. Let I, J Ă P be arcs with distpI, Jq ě τ , and
let PI Ă I and PJ Ă J be δ-separated sets. Then, for all x0, y0 P R2, and C ą 0, we
have

|tpx, yq P PI ˆ PJ : |px` x0q ˘ py ` y0q| ď Cδu| À C2
{τ.

Proof. First, we record that

(4.11) diamppx0 ` IqpCδq X ˘py0 ` JqpCδqq À Cδ{τ.

This follows by parametrising the arcs x0 ` I “: GpfIq and ˘py0 ` Jq “: GpfJq as
graphs of some quadratic functions “fI” and “fJ ”, and noting that pfI ´ fJq

1 Á τ
(or pfJ ´ fIq

1 Á τ) by assumption. We extend x0 ` I and y0 ` J so that f, g P
C1pRq, f, g are 2-Lipschitz, and the inequality pfI ´ fJq1pxq Á τ remains valid for all
x P R. Clearly diamptx P R : |pf ´ gqpxq| ď ruq À r{τ . Finally, it follows from the
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fact that f, g are 2-Lipschitz that every point px, yq P GpfIqpCδq X GpfJqpCδq has
|pf ´ gqpxq| À Cδ. This gives (4.11).

Now, if px, yq P PI ˆ PJ satisfies |px` x0q ˘ py ` y0q| ď Cδ, then certainly

x P ´x0 ` ppx0 ` IqpCδq X ˘py0 ` JqpCδqq .

Since PI is δ-separated, it follows from (4.11) that the number of admissible “x” is
À C{τ . Finally, for every admissible x P PI , the number possible y P PJ satisfying
|px ` x0q ˘ py ` y0q| ď Cδ is À C, by the δ-separation of PJ . This completes the
proof. �

4.2. Proof of Theorem 4.1: initial reductions. Let s P p0, 1q, and let µ be
a measure as in Theorem 4.1, satisfying µpBpx, rqq ď rs for all x P P and r ą 0. In
this section, the implicit constants in the “À” notation are allowed to depend on “s”.
We claim that

(4.12)
ˆ
|µ̂pξq|6χRpξq dξ À R2´2s´ε, R ě 1,

for some ε “ εpsq ą 0, where χR P SpR2q a Schwartz function satisfying 1BpRq À
χR À 1 (constants independent of R), decaying rapidly outside Bp2Rq, and with
spt xχR Ă Bpδq (as usual δ “ R´1). Concretely, it will be useful to take χR of the
form

(4.13) χR “ pxϕδq
6 ,

where ϕδpxq “ δ´2ϕpx{δq, and ϕ P C8pBp1qq, and xϕδ ě 0.
Here is a brief and informal description of the proof. We fix a small parameter

ε “ εpsq ą 0. We will first reduce the proof of (4.12) to an “extremal” situation where
the measure µ is concentrated on À δ´s´ε arcs I Ă P of length δ, each satisfying
δs`ε À µpIq ď δs. Roughly speaking, if the measure µ fails to look like this, the
estimate (4.12) will readily follow from Theorem 3.8. After this reduction, in the next
section, we will make the counter assumption that (4.12) fails for some measure of
the kind mentioned above. This information is then used to construct a δ-discretised
ps, 2s, δ´Cεq-Furstenberg set F Ă R2 with |F |δ À δ´2s´Cε, for some absolute constant
C ą 0. Choosing ε ą 0 sufficiently small will finally violate Theorem 2.5, and the
proof of (4.12) will be complete.

We turn to the details. We start by reducing the proof of (4.12) to the case where
µ is “essentially constant” at scale δ. This is a simple consequence of pigeonholing,
but let us make the statement precise. Given a dyadic rational r P 2´N, let Dr be
the partition of r´1, 1q to dyadic intervals of length r. For I P Dr, we also write
Ĩ Ă P for the arc “above” I on P. We define µI :“ µ|Ĩ . Now, we claim that in order
to prove (4.12), it suffices to do so for measures µ with the following extra property:
there exists a constant κ P 2´N such that if I P Dδ, then either

(4.14) µI ” 0 or κ ď µIpPq “ µpĨq ď 2κ.

To see this, note that every measure µ, as in the statement of the theorem, can
be written as a series µ “

ř

κP2´N µκ, where µκ has the additional property (4.14).
Moreover, let us record the following three observations: first }xµκ}8 ď µκpR2q À

κ ¨ |Dδ| „ κR, second

(4.15)

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

κďδ2

ακ

ˇ

ˇ

ˇ

ˇ

ˇ

6

“

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

κďδ2

κ1{6κ´1{6ακ

ˇ

ˇ

ˇ

ˇ

ˇ

6

ď

˜

ÿ

κďδ2

κ1{5

¸5˜
ÿ

κďδ2

κ´1
|ακ|

6

¸

À κ´1
ÿ

κďδ2

|ακ|
6
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for all tακu Ă C, and third
´
χRpξq dξ À LebpBpRqq „ R2, using the rapid decay of

χR outside Bp2Rq. Combining these three observations leads to the estimateˆ
ˇ

ˇ

ˇ

ÿ

κďδ2

xµκpξq
ˇ

ˇ

ˇ

6

χRpξq dξ
(4.15)
À

ÿ

κďδ2

κ´1

ˆ
|xµκpξq|

6χRpξq dξ À R8
ÿ

κďδ2

κ5
„ R8δ10

“ R´2.

This is much better than what we claim at (4.12). On the other hand, since the sum
over δ2 ď κ ď 1 only contains À logp1{δq “ logR terms, we also haveˆ

ˇ

ˇ

ˇ

ÿ

κěδ2

xµκpξq
ˇ

ˇ

ˇ

6

χRpξq dξ À plogRq ¨R2´2s´ε,

assuming that (4.12) has already been established for each measure µκ individually.
Thus, (4.12) holds with “ε{2” instead of “ε” for the original measure µ.

From now on, we assume that µ satisfies the additional property (4.14) for some
κ P 2´N. Another simple initial reduction is this: we may assume that

(4.16) µpR2
q ě δε

for a small constant ε “ εpsq ą 0 (whose value will be determined during the proof).
Indeed, in the opposite case }µ̂}L8 ď δε, andˆ

|µ̂pξq|6χRpξq dξ ď δ2ε

ˆ
|µ̂pξq|4χRpξq dξ Àε R

2´2s´ε,

by Theorem 3.8 (or rather a version of it with the smooth cut-off χR, which is easy
to deduce from the proper statement).

We next reduce the proof of (4.12) to a (partially) bilinear statement. To this
end, letW be a Whitney decomposition of the set Ω :“ r´1, 1q2 z tpx, xq : x P r´1, 1qu
into squares of the form Q “ I ˆ J , where I, J P Dr for some r P 2´N. With this
notation, we may write

µ̂pξq2 “

¨
e´2πipx`yqξ dµpxq dµpyq

p˚q
“

ÿ

IˆJPW

¨
e´2πipx`yqξ dµIpxq dµJpyq

“
ÿ

IˆJPW
pµIpξqxµJpξq.

Recall here that µI :“ µ|Ĩ , where Ĩ Ă P is the arc “above” I P Dr. The equation p˚q
uses the fact that the “Whitney squares” Ĩ ˆ J̃ partition µ ˆ µ almost all of P ˆ P.
For future reference, we immediately record the estimates

(4.17) } pµI}8 ď µpĨq À `pIqs and }xµJ}8 ď µpJ̃q À `pJqs.

Now, we decomposeˆ
|µ̂pξq|6χRpξq dξ “

ˆ
|µ̂pξq|2µ̂pξq2µ̂pξq

2
χRpξq dξ

“
ÿ

IˆJPW

ˆ
|µ̂pξq|2 pµIpξqxµJpξqµ̂pξq

2
χRpξq dξ.

We denote the individual terms on the right hand side FpI ˆ Jq. To estimate these
terms, fix a “separation constant” of the form τ :“ δε{100. Then, we writeˆ

|µ̂pξq|6χRpξq dξ “
ÿ

IˆJPW
`pIq“`pJqďτ

FpI ˆ Jq `
ÿ

IˆJPW
`pIq“`pJqąτ

FpI ˆ Jq “: Fďτ ` Fąτ .
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The main work of the proof will be to show that Fąτ ď R2´2s´ε if ε “ εpsq ą 0 is
chosen sufficiently small. A much easier task, carried out immediately below, is to
show that Fďτ Æ R2´2s´εs{200. To do this, fix I ˆ J P W with `pIq “ `pJq ă τ , and
start by applying (4.17) and then Theorem 3.8 (with constant εs{200) to estimate

FpI ˆ Jq À µpĨq`pJqs
ˆ
|µ̂pξq|4χRpξq dξ Àε µpĨq`pJq

sR2´2s`εs{200.

By the properties of Whitney squares in the domain Ω, if I ˆ J P W , then J Ă CI
for some absolute constant C ą 0. This allows us to estimate as follows:

Fďτ Àε R2´2s`εs{200
ÿ

IˆJPW
`pIq“`pJqďτ

µpĨq`pJqs

ď R2´2s`εs{200
ÿ

rďτ

rs
ÿ

IPDr

ÿ

JPDr
JĂCI

µpĨq À R2´2s`εs{200τ s “ R2´2s´εs{200.

This is what we claimed regarding the term Fďτ , so in the sequel we focus on Fąτ .
We note that the number of elements in tI ˆ J PW : `pIq “ `pIq ě τu is À Rε{50. It
now suffices to prove an upper bound of the following form for the individual terms
in the definition of Fąτ :
(4.18) FpI ˆ Jq À R2´2s´ε.

Once this has been accomplished, we may deduce that

Fąτ À R2´2s´ε
¨ |tI ˆ J PW : `pIq “ `pJq ě τu| ď R2´2s´ε{2.

This will conclude the proof of Theorem 4.1.
Most of the proof of (4.18) will be contained in the next sections, but here we

still reduce it to a special case where the constant “κ” from (4.14) satisfies κ ě δs`ε

(the upper bound κ À δs is also true, and follows immediately from the s-Frostman
condition of µ). To this end, fix IˆJ PW with `pIq “ `pJq ě τ . Start by expanding

(4.19) FpI ˆ Jq “
ˆ
µ̂ pµIxµJ µ̂µ̂µ̂ ¨ χR

(4.13)
“

ˆ
µ̂ pµIxµJ µ̂µ̂µ̂ ¨xϕδ

6,

and recalling that ϕδ “ δ´2ϕp¨{δq P C8c pR2q satisfies sptϕδ Ă Bpδq. Since µpBpx, δqq À
κ for all x P P by (4.14), we have

(4.20) }µ ˚ ϕδ}8 À δ´2κ,

and µI , µJ satisfy a similar estimate, being restrictions of µ. Now, Lemma 4.9 will be
applicable to the right hand side of (4.19). To make this precise, let P, PI , PJ be δ-
nets in the supports of µ, µI , µJ , respectively. Taking into account (4.20), Lemma 4.9
(with d “ 2) applied to the functions µj P tµ ˚ϕδ, µI ˚ϕδ, µJ ˚ϕδu, 1 ď j ď 6, implies
that

FpIˆJq À δ´2κ6
|tpx1, . . . , x6q P PIˆPJˆP

4 : |px1`x2`x3q´px4`x5`x6q| ď 6δu|.

We expand the count over the 6-tuples as
ÿ

x3,...,x6PP

|tpx1, x2q P PI ˆ PJ : |px1 ` x2 ` x3q ´ px4 ` x5 ` x6q| ď 6δu|.

Since distpI, Jq ě τ , it follows from Lemma 4.10 that each term in the sum here is
À τ´1 “ δ´ε{100. Consequently,

(4.21) FpI ˆ Jq À δ´2´ε{100κ6
¨ |P |4 À δ´2´ε{100κ2.
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In the second inequality, we used the lower bound µpIq ě κ from the almost constancy
property (4.14) to deduce that |P | À κ´1. From the inequality above, we finally see
that if κ ď δs`ε, then FpI ˆ Jq À δ2s´2´ε{100`2ε ď R2´2s´ε, and (4.18) has been
established. So, the remaining—and most substantial—case in the proof of (4.18) is
where κ ě δs`ε. In this case, we record that
(4.22) |P | À δ´s´ε,

where we recall that P is a δ-net in sptµ. We record here that P is a pδ, s, Cδ´2εq-set
of cardinality |P | Á δ´s`ε. Indeed, if x P P and r ě δ, note that Bpx, 2rq contains
a δ-arc Ĩ of µ measure µpĨq „ κ ě δs`ε around every point y P P X Bpx, rq (this is
because of the κ-almost constancy property of µ, and P Ă sptµ). Therefore,

|P XBpx, rq| À κ´1µpBpx, 2rqq À δ´ε ¨
´r

δ

¯s

, x P P, r ě δ.

The lower bound |P | Á δ´s`ε follows from (4.16): indeed δε ď µpR2q À |P |κ À |P |δs.

4.3. Finding an ps, 2sq-Furstenberg set of circles. We then proceed to prove
the inequality (4.18) under the assumption (4.22). In brief, we will show that if (4.22)
fails, then we can construct a “2s-dimensional” family of circles centred along the x-
axis, all of which contain an “s-dimensional” subset of a fixed “2s-dimensional set”.
This will eventually lead to a contradiction with the non-existence of 2s-dimensional
ps, 2sq-Furstenberg sets.

We have already seen above, as a consequence of Lemma 4.9, that
FpIˆJq À δ6s´2

|tpx1, . . . , x6q P PIˆPJ ˆP
4 : |px1`x2`x3q´px4`x5`x6q| ď 8δu|,

where we already plugged in the (trivial) upped bound κ À δs. Let E3 be the
cardinality of 6-tuples on the right hand side. What remains to be done is to show
that
(4.23) E3 ď δ´4s`ε

for some ε “ εpsq ą 0, and for all δ ą 0 small enough. This will be true if (i) the
separation distpI, Jq ě δε{100 is valid for ε ą 0 small enough, and (ii) the upper bound
(4.22) holds for ε ą 0 small enough, both requirements only depending on s P p0, 1q.
To prove (4.23), we start by expanding

(4.24) E3 “
ÿ

x3,y1,y2,y3PP

|tpx1, x2q P PI ˆ PJ : |px1 ` x2 ` x3q ´ py1 ` y2 ` y3q| ď 6δu|.

By the separation distpPI , PJq ě τ “ δε{100 ě δε, and Lemma 4.10, we have the
uniform upper bound
(4.25) |tpx1, x2q P PI ˆ PJ : |x1 ` x2 `X| ď 6δu| À δ´ε, X P R2.

We now make the counter assumption that
(4.26) E3 Ç δ´4s.

Here, and in the remainder of the argument, the notation “Æ” and “Ç” is allowed to
hide constants of the form Cδ´Cε for an absolute constant C ą 0. So, in particular
(4.25) tells us that the left hand side is Æ 1 for all X P R2. We also say that a set
P 1 Ă Rd is a pδ, tq-set if P 1 is a pδ, t, Cq-set with C Æ 1.

Now, apply (4.25) to X “ x3´py1` y2` y3q, as in (4.24). Recall that E3 Ç δ´4s

by (4.26), and on the other hand the sum in (4.24) only contains Æ δ´4s terms, by
(4.22). These facts together imply that
(4.27) |tpx1, x2q P PI ˆ PJ : |px1 ` x2 ` x3q ´ py1 ` y2 ` y3q| ď 6δu| ě 1
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for Ç δ´4s quadruples px3, y1, y2, y3q P P
4.

We restate this information in more convenient form. Since the number of
quadruples px3, y1, y2, y3q satisfying (4.27) is Ç δ´4s, and |P | Æ δ´s, there exists
a fixed point Y :“ y3 P P such that (4.27) holds for Ç δ´3s triples px3, y1, y2q P P

3.
This point Y P P will not change during the remainder of the proof.

Further, since the number of triples px3, y1, y2q is Ç δ´3s, and again |P | Æ δ´s,
we may deduce the following: there exists a set S Ă P ˆP of |S| « δ´2s pairs py1, y2q

with the property that (4.27) holds for Ç δ´s different choices x3 P P (for y1, y2, Y
fixed). In symbols, the cardinality of the set

(4.28) P py1, y2q :“ tx3 P P : (4.27) holds for the quadruple px3, y1, y2, Y qu

is |P py1, y2q| Ç δ´s for all py1, y2q P S.
We briefly explain what happens next before giving the details. The set S will

be identified with a “pδ, 2sq-set of circles” Spy1,y2q Ă R2, all centred along the x-axis.
Given a circle S “ Spy1,y2q with py1, y2q P S, the condition |P py1, y2q| Ç δ´s will
translate into the statement that the p« δq-neighbourhood of S contains a pδ, sq-
set of cardinality Ç δ´s. Finally, it turns out that the union of all these pδ, sq-sets is
contained in a set of the form F :“ T pPˆP q, where T : R4 Ñ R2 is an Op1q-Lipschitz
linear map. In particular, |F |δ À |P ˆ P | Æ δ´2s. These properties allow us to build
(in Section 4.4) a δ-discretised ps, 2sq-Furstenberg set of cardinality Æ δ´2s, and this
will violate Theorem 2.5.

We then define the sets S and F , which are inspired by Lemma 4.3. For every
py1, y2q P S (or more generally py1, y2q P R2 ˆ R2), we write

(4.29) y1 ` y2 ` Y “: σ “ pσ1, σ2q P R2,

and we define the circle

(4.30) Spy1,y2q :“ Sσ1,σ2 “ BB

ˆ

p2σ1, 0q,
b

6σ2 ´ 2σ2
1

˙

.

The notation Sσ1,σ2 is familiar from Lemma 4.3, and 6σ2 ´ 2σ2
1 ě 0, as observed in

Remark 4.6. The definition of Spy1,y2q also depends on Y P P , but this point can be
viewed as “fixed forever”. We then define the (“Furstenberg”) set F as

(4.31) F :“ tp3pπpxq ` πpyqq,
?

3pπpxq ´ πpyqqq : x, y P P u,

where as usual πpξ1, ξ2q “ ξ1. Evidently F is the image of the δ-separated set P ˆP
under a certain Op1q-Lipschitz linear map T : R4 Ñ R2. In particular,

(4.32) |F |δ À |P ˆ P | Æ δ´2s.

The linear map T is closely connected with the map “A” from Lemma 4.3, indeed
T px, yq “ Apπpxq, πpyqq for all px, yq P R4.

Next, we claim that if C « 1 is a suitable constant, and py1, y2q P S is fixed, then
there exists a pδ, sq-set

(4.33) Fpy1,y2q Ă F X Spy2,y2qpCδq with |Fpy1,y2q| « δ´s.

We will infer this by showing that the circle Spy1,y2q has radius « 1, and

(4.34) rπpF X Spy2,y2qpCδqqspCδq Ą 3 ¨ rπpσq ´ πpP py1, y2qqs,

where σ “ y1`y2`Y , and C ą 0 is an absolute constant. This implies (4.33). Indeed,
recall that P py1, y2q Ă P is a subset of P of cardinality |P py1, y2q| « δ´s, for every
py1, y2q P S. We observed below (4.22) that P is a pδ, sq-set of cardinality |P | « δ´s,
and these properties are inherited (with slightly worse constants) by any subset of
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cardinality « δ´s. In particular, P py1, y2q is a pδ, sq-set. Since P py1, y2q Ă P, the
same is true of πpP py1, y2qq, and therefore the set on the right hand side of (4.34).
Thus, (4.34) shows that πpF XSpy2,y2qpCδqq contains a pδ, sq-set of cardinality Ç δ´s.
But since Spy2,y2q has radius « 1 (as we will prove), it follows that F X Spy2,y2qpCδq
itself must contain a pδ, sq-set Fpy1,y2q of cardinality |Fpy1,y2q| « δ´s, as claimed.

We then verify the inclusion (4.34). Fix py1, y2q P S, and write σ :“ y1 ` y2 ` Y .
Denote r :“ 6σ2 ´ 2σ2

1, the square of the radius of the circle Spy1,y2q “ Sσ1,σ2 defined
in (4.30).

Continuing with the proof of (4.34), we fix x3 P P py1, y2q. By definition of
P py1, y2q (see (4.28)), this means that the property (4.27) holds for the quadruple
px3, y1, y2, Y q: there exists at least one pair px1, x2q P PI ˆ PJ such that

(4.35) |px1 ` x2 ` x3q ´ σ| “ |px1 ` x2 ` x3q ´ py1 ` y2 ` Y q| ď 6δ.

We then apply Lemma 4.3. Write xj “: pξj, ξ
2
j q for 1 ď j ď 3. It follows from (4.35)

and Lemma 4.3 that either

T px1, x2q “ p3pπpx1q ` πpx2qq,
?

3pπpx1q ´ πpx2qqq

“ Apξ1, ξ2q P Spy1,y2qpCδ{
?
rq,

(4.36)

or
T px1, x2q P Bpp2σ1, 0q, C

?
δq,

where the latter case occurs if r ď δ. In both cases T px1, x2q P F , by definition (see
(4.31)). We also note that in both cases T px1, x2q P Bpp2σ1, 0q, ρq where ρ :“ C

?
δ if

r ď δ, and ρ :“
?
r ` Cδ{

?
r if r ą δ. We will next infer from all of the above that

r Ç 1.
First, we use (4.35) to deduce that πpσq ´ πpx3q lies at distance À δ from the

point
πpx1q ` πpx2q “

1
3
¨ πpT px1, x2qq.

We have just seen that all the points πpT px1, x2qq obtained this way (for various
x3 P P py1, y2q) lie in an interval of length „ ρ centred at 2σ1. But P py1, y2q Ă P is a
pδ, sq-set, so

diampπpσq ´ πpP py1, y2qqq „ diampP py1, y2qq « 1.

This forces ρ « 1, hence also r « 1. In particular, we are safely outside the case
r ď δ, and therefore (4.36) is true for all points T px1, x2q. We infer that

πpx1q ` πpx2q “
1
3
¨ πpT px1, x2qq P

1
3
¨ πpF X Spy1,y2qpCδqq,

where C « 1. Using once more that πpσq ´ πpx3q lies at distance À δ from πpx1q `

πpx2q by (4.35), we may finally conclude that

3pπpσq ´ πpx3qq P rπpF X Spy1,y2qpCδqqspCδq “ pπpFpy1,y2qqqpCδq,

where C ą 0 is absolute. This is what we claimed in (4.34).

4.4. Mapping circles to lines and concluding the proof of Theorem 4.1.
We start by taking stock of what we have proven so far. We have constructed the
following objects:

(1) P Ă P is a pδ, sq-set of cardinality |P | « δ´s,
(2) S Ă P ˆ P is a δ-separated set of cardinality |S| « δ´2s.
(3) F Ă R2 is a set with |F |δ Æ δ´2s.
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(4) For every py1, y2q P S, the intersection F X Spy1,y2qpCδq contains a pδ, sq-set
Fpy1,y2q of cardinality « δ´s, where C « 1. Here Spy1,y2q is the circle

Spy1,y2q “ BB

ˆ

p2σ1, 0q,
b

6σ2 ´ 2σ2
1

˙

, pσ1, σ2q “ y1 ` y2 ` Y.

(5) 6σ2 ´ 2σ2
1 « 1 for all py1, y2q P S.

In property (5) it should be understood that σ1, σ2 refer to the coordinates of y1 `

y2 ` Y . For future reference, we add one more item:
‚ The conclusion of (4) holds if F is replaced by F XH :“ F X tpx, yq : y ě 0u.

Indeed, if we are so unlucky that most of F X Spy1,y2qpCδq is contained in C zH, for
most py1, y2q P S, then we simply replace F by the set F 1 :“ tpx,´yq : px, yq P F u.
We also recall here that the notation A Æ B means: A ď Cδ´CεB, where ε ą 0 was
the small parameter fixed in the previous section, and C ą 0 is absolute.

This is all the data from the previous section we need to complete the proof of
Theorem 4.1. The moral is: the family of all circles centred along the x-axis has
the same incidence geometric properties as the family Ap2, 1q. Indeed, there is an
explicit map G : C Ñ C which sends circles centred along the x-axis to chords of
Bp1q. I warmly thank Josh Zahl for finding this map! In retrospect, this map is the
one which transforms the Poincaré half-plane model in hyperbolic geometry to the
Beltrami–Klein (disc) model.

Roughly speaking, the set of circles Spy1,y2q, py1, y2q P S, is a “pδ, 2sq-set of circles”,
because the parameter set S Ă P ˆ P is a pδ, 2sq-set. To be more precise, we will
show the set of chords GpSpy1,y2q X ty ě 0uq, py1, y2q P S, spans a pδ, 2sq-subset of
Ap2, 1q.

If the reader finds plausible what we wrote above, then he may believe that (after
the transformation by G), the set F appearing in properties (3)–(4) is essentially a
ps, 2sq-Furstenberg set with |F |δ Æ δ´2s. Such a set should not exist by Theorem 2.5,
and this contradiction will eventually conclude the proof of Theorem 1.1.

We then turn to the details. We spell out the map G immediately. It is a
composition of the form G “ F ˝ C, where (in complex notation)

Cpzq “ z ´ i

z ` i
and Fpzq “ 2z

1` |z|2
.

See Figure 1. The Möbius map C is the Cayley transform. Every Möbius map sends
circles to circles or lines, and C sends the x-axis to the unit circle S1. Since Cpiq “ 0,
one sees that C maps the upper half-plane H :“ tpx, yq : y ě 0u to the closed unit disc
Bp1q. Circles along the x-axis are mapped to circles intersecting S1 twice in straight
angles. A slightly special case occurs when a circle S “ Spx, rq, x P R, contains the
singularity z “ ´i of C: then S also contains the point z “ i, and CpSq is a line
passing through Cpiq “ 0.

 

i

´i

C F0 0

Figure 1. The maps C and F .



Additive properties of fractal sets on the parabola 133

In the language of hyperbolic geometry, C maps the Poincaré half-plane model to
the Poincaré disc model, where the geodesics are precisely the circles intersecting S1

in straight angles. It is more surprising that the Poincaré disc model can be further
mapped (by F) to the Beltrami–Klein model, where the geodesics are chords of S1.
This is accomplished by the map F . It is clear from the formula that

FpBp1qq “ Bp1q and F |S1 “ id.

It is a bit less easy to see that the (unique) circular arc intersecting ta, bu Ă S1 in
straight angles gets mapped to the chord ra, bs Ă Bp1q under F . This is a standard
fact of hyperbolic geometry, but it was not easy to find a simple (fully) geometric
argument, so we provide one in Appendix A.

It is clear that C is bilipschitz in any bounded subset ofH, and F is certainly bilip-
schitz on the image CpHq “ Bp1q. So, the composition G “ F ˝ C is also bilipschitz
on any bounded subset of H. This implies that the neighbourhoods Spy1,y2qpCδq XH
(see (4)) are mapped to C1δ-neighbourhoods of chords inside Bp1q, for some C1 « 1.
In particular,

(4.37) GpSpy1,y2qpCδq XHq Ă `py1,y2qpC
1δq,

where `py1,y2q P Ap2, 1q is the line spanned by the chord GpSpy1,y2q X Hq. For similar
reasons, it is clear that for every py1, y2q P S,

‚ the pδ, sq-subset of F X Spy1,y2qpCδq X H is mapped to a pδ, sq-subset of
`py1,y2qpC

1δq,
‚ |GpF XHq|δ Æ δ´2s.

Have we already established that F 1 :“ GpFXHq is a δ-discretised ps, 2sq-Furstenberg
set with |F 1|δ Æ δ´2s? This would violate Theorem 2.5 and conclude the proof of
Theorem 4.1. Unfortunately, the most technical piece is still missing: we need to
verify that the family of lines L :“ t`py1,y2q : py1, y2q P Su, is a pδ, 2sq-set of cardinality
|L| Ç δ´2s. More precisely, we will show that L contains such a subset of lines.

We start with a few auxiliary results:

Lemma 4.38. The set ty1 ` y2 ` Y : py1, y2q P Su contains a pδ, 2sq-set Σ of
cardinality « δ´2s.

Proof. Recall that P Ă P is a pδ, sq-set, and S Ă PˆP has |S| « δ´2s. Because P
is a pδ, sq-set, every arc J Ă P of length H1pJq ď δCε satisfies |P X J | Æ δCεs ¨ δ´s. In
particular, if “C” here is chosen appropriately, at most 1

2
|S| pairs in S are contained

in pP X Jq ˆ pP X Jq for some fixed arc J Ă P of length ď δCε. This implies that we
may find two arcs J1, J2 Ă P such that distpJ1, J2q « 1, |P X Ji| « δ´s, and

|S X pJ1 ˆ J2q| « δ´2s.

Now, the map g : py1, y2q ÞÑ y1`y2`Y is p« 1q-bilipschitz on J1ˆJ2, and SXpJ1ˆJ2q

is a pδ, 2sq-set. The image of S X pJ1 ˆ J2q under “g” is a pδ, 2sq-set contained in
ty1 ` y2 ` Y : py1, y2q P Su, which is denoted “Σ” from now on. �

Lemma 4.39. Let θ ą 0, and let Ωθ Ă Bp1q Ă R2 be the set

Ωθ :“

"

σ “ pσ1, σ2q P Bp10q :
b

6σ2 ´ 2σ2
1 ě θ

*

.

The map

pσ1, σ2q ÞÑ Φpσ1, σ2q “

ˆ

2σ1 ´

b

6σ2 ´ 2σ2
1, 2σ1 `

b

6σ2 ´ 2σ2
1

˙
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is Opθ´1q-bilipschitz on Ωθ.

The point of this technical lemma is that the pδ, 2sq-set Σ found in Lemma 4.38 is
contained in Ωθ for some θ « 1 by the property (5) listed at the head of the section.
The map Φ encodes the two intersection points of the circle Sσ1,σ2 with the x-axis.

Proof of Lemma 4.39. It suffices to show that the map

pσ1, σ2q ÞÑ Ψpσ1, σ2q “

ˆ

2σ1,
b

6σ2 ´ 2σ2
1

˙

is Opθ´1q-bilipschitz on Ωθ, because Φ is obtained by composing Ψ with the globally
bilipschitz map px, yq ÞÑ px ´ y, x ` yq. Regarding Ψ, the whole argument is based
on writing

(4.40)
ˇ

ˇ

ˇ

ˇ

b

6σ2 ´ 2σ2
1 ´

b

6η2 ´ 2η2
1

ˇ

ˇ

ˇ

ˇ

“
|6pσ2 ´ η2q ` 2pσ2

1 ´ η
2
1q|

a

6σ2 ´ 2σ2
1 `

a

6η2 ´ 2η2
1

.

The Opθ´1q-Lipschitz property on Ωθ follows immediately. For the co-Lipschitz esti-
mate, split into cases where |σ1´ η2| „ |pσ1, σ2q ´ pη1, η2q|, and the opposite case. In
the first case, observe that

|Ψpσ1, σ2q ´Ψpη1, η2q| ě |σ1 ´ η1| „ |pσ1, σ2q ´ pη1, η2q|.

In the opposite case, observe that |σ2
1 ´ η

2
1| ! |σ2 ´ η2|, and use (4.40). �

Corollary 4.41. The set

ΦpΣq “

"ˆ

2σ1 ´

b

6σ2 ´ 2σ2
1, 2σ1 `

b

6σ2 ´ 2σ2
1

˙

: pσ1, σ2q P Σ

*

is a pδ, 2sq-set of cardinality « δ´2s.

Proof. As discussed just before the proof of Lemma 4.39, the set Σ is contained
in Ωθ for some θ « 1. Thus Φ is p« 1q-bilipschitz on Σ, and such maps preserve
pδ, 2sq-sets. �

We record here that

(4.42) ΦpΣq Ă tpξ1, ξ2q P r´10, 10s2 : ξ2 ´ ξ1 ě cδCεu “: r´10, 10s2 z4,

where c, C ą 0 are absolute constants. Indeed, recall that 6σ2´2σ2
1 Ç 1 for py1, y2q P

S by (5). On the other hand, since Σ Ă P`P`P Ă Bp3q, we have ΦpΣq Ă r´10, 10s2.
We recap what G does to circles centred on the x-axis. Every such circle is

uniquely determined by its two intersection points with the x-axis (denoted R). For
ξ1, ξ2 P R, let Spξ1, ξ2q Ă R2 be the circle centred at the x-axis with intersection
points ξ1, ξ2. Then, C first maps Spξ1, ξ2q to the circle S 1pξ1, ξ2q which intersects S1

in straight angles at the two points

Cpξjq “
ξj ´ i

ξj ` i
, j P t1, 2u.

Next, F sends S 1pξ1, ξ2qXBp1q to the chord between Cpξ1q and Cpξ2q. Consequently,

(4.43) GpSpξ1, ξ2q XHq “ rCpξ1q, Cpξ2qs.

In the proof below, it will be useful to keep in mind that C is bilipschitz r´10, 10s Ñ
Cpr´10, 10sq Ă S1. In particular, if pξ1, ξ2q P r´10, 10s2 z4, recall (4.42), then
rCpξ1q, Cpξ2qs is a chord of length « 1.
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Lemma 4.44. For pξ1, ξ2q P R2 with ξ1 ‰ ξ2, let

`pξ1, ξ2q :“ spanprCpξ1q, Cpξ2qsq P Ap2, 1q

be the unique line containing the chord rCpξ1q, Cpξ2qs. The map pξ1, ξ2q ÞÑ `pξ1, ξ2q P

Ap2, 1q is p« 1q-bilipschitz on the set r´10, 10s2 z4 introduced in (4.42).

Proof. The inequality

dAp2,1qp`pξ1, ξ2q, `pξ̄1, ξ̄2qq À |pξ1, ξ2q ´ pξ̄1, ξ̄2q|

is straightforward, and in fact holds for all pξ1, ξ2q, pξ̄1, ξ̄2q P r´10, 10s2. This only
uses the fact that C is a Lipschitz map, and we leave the details to the reader. The
trickier task is to prove that

(4.45) dAp2,1qp`pξ1, ξ2q, `pξ̄1, ξ̄2qq Ç |pξ1, ξ2q ´ pξ̄1, ξ̄2q|

for all pξ1, ξ2q, pξ̄1, ξ̄2q P r´10, 10s2 z4. This is clear if the left hand side is Ç 1, so we
may assume that

(4.46) r :“ dAp2,1qp`pξ1, ξ2q, `pξ̄1, ξ̄2qq ď c1δ
C1ε

for suitable absolute constants c1, C1 ą 0, to be determined in the course of the proof.
The key geometric observation is this: if pξ1, ξ2q P r´10, 10s2 z4, and r P p0, 1s,

then

(4.47) r`pξ1, ξ2qsprq X S
1
Ă BpCpξ1q,Crq YBpCpξ2q,Crq,

where C « 1. This is because rCpξ1q, Cpξ2qs Ă Bp1q is a chord of length « 1 for
pξ1, ξ2q P r´10, 10s2 z4, and such chords intersect S1 at angle « 1.

Now, let pξ1, ξ2q, pξ̄1, ξ̄2q P r´10, 10s2 z4, and write ` :“ `pξ1, ξ2q and ¯̀ :“
`pξ̄1, ξ̄2q. Thus r “ dAp2,1qp`, ¯̀q. This implies that

rCpξ̄1q, Cpξ̄2qs Ă
¯̀XBp1q Ă `pCrq

for some absolute constant C ą 0. As we mentioned all the way back in (2.2), the
inclusion ¯̀X Bp1q Ă `pCrq is the only property of the metric dAp1,2q we explicitly
need in the paper. In particular,

(4.48) tCpξ̄1q, Cpξ̄2qu Ă r`pξ1, ξ2qspCrq X S
1 (4.47)
Ă BpCpξ1q,CCrq YBpCpξ2q,CCrq,

using (4.47). Formally speaking, this is possible in the following 4 ways:
(G) Cpξ̄1q P BpCpξ1q,CCrq and Cpξ̄2q P BpCpξ2q,CCrq, or
(B1) tCpξ̄1q, Cpξ̄2qu Ă BpCpξ1q,CCrq, or
(B2) tCpξ̄1q, Cpξ̄2qu Ă BpCpξ2q,CCrq, or
(B3) Cpξ̄2q P BpCpξ1q,CCrq and Cpξ̄1q P BpCpξ2q,CCrq.

The case (G) is good: it implies that

(4.49) |Cpξ̄jq ´ Cpξjq| Æ r, j P t1, 2u.

Since C is bilipschitz on r´10, 10s, this gives |ξ̄j ´ ξj| Æ r for j P t1, 2u, and therefore
the proof of (4.45) is complete. So, it remains to show that the bad scenarios (B1)–
(B3) cannot occur. In cases (B1)–(B2), we have |ξ̄1´ ξ̄2| Æ CCr, which is impossible
by pξ̄1, ξ̄2q P r´10, 10s2 z4, assuming that constants c1, C2 ą 0 in the the upper bound
for “r” were chosen correctly in (4.46) (relative to the constants in the definition of
4). To see that the scenario (B3) is also impossible, write

(4.50) ξ̄2 ´ ξ̄1 “ pξ̄2 ´ ξ1q ` pξ1 ´ ξ2q ` pξ2 ´ ξ̄1q.
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The middle term is negative with absolute value « 1 (since pξ1, ξ2q P r´10, 10s2 z4),
and the two other terms have absolute value À Cr in scenario (B3). Therefore,
again, if the upper bound for “r” was chosen small enough at (4.46), we see that the
right hand side of (4.50) is negative in case (B3). In particular ξ̄2 ă ξ̄1, violating the
assumption pξ̄1, ξ̄2q P r´10, 10s2 z4. This proves that only scenario (G) is possible,
and completes the proof of the lemma. �

We can finally conclude that the set of lines tspanpGpSpy1,y2q XHqq : py1, y2q P Su
contains a pδ, 2sq-set of cardinality « δ´2s, namely the set tspanpGpSσ X Hqq : σ P
Σu. For this final stretch, recall the set Σ Ă R2, which was a pδ, 2sq-subset of
ty1 ` y2 ` Y : py1, y2q P Su of cardinality |Σ| « δ´2s. Recall that every pσ1, σ2q P Σ is
associated to the circle Sσ1,σ2 centred along the x-axis. Recall that G “ F ˝ C sends
the intersection of each such circle with H to a chord of S1.

Corollary 4.51. The set

GpΣq :“ tspanpGpSσ XHqq : σ P Σu Ă Ap2, 1q

is a pδ, 2sq-set of lines with |GpΣq| « δ´2s.

Proof. In Corollary 4.41, we already observed that ΦpΣq is a pδ, 2sq-set with
|ΦpΣq| « δ´2s, and in (4.42) we recorded that ΦpΣq Ă r´10, 10s2 z4. Now, we claim
that

(4.52) spanpGpSσ XHqq “ `pΦpσqq, σ P Σ,

where “`” is the map from Lemma 4.44. This will complete the proof of the corol-
lary, since the map “`” was shown in Lemma 4.44 to be « 1-bilipschitz on the set
r´10, 10s2 z4, and in particular on ΦpΣq.

The proof of (4.52) is a matter of unwrapping the definitions. The circle Sσ
intersects the x-axis in precisely the two points

ξ1 :“ 2σ1 ´

b

6σ2 ´ 2σ2
1 and ξ2 :“ 2σ1 `

b

6σ2 ´ 2σ2
1,

which are also the coordinates of Φpσq. Thus Sσ “ Spξ1, ξ2q in the notation of (4.43).
Therefore, recalling the definition of `pξ1, ξ2q from Lemma 4.44, we have

`pΦpσqq “ `pξ1, ξ2q “ spanprCpξ1q, Cpξ2qsq
(4.43)
“ spanpGpSpξ1, ξ2q XHqq

“ spanpGpSσ XHqq.

This completes the proof of (4.52). �

We finally summarise the proof of Theorem 4.1:

Proof of Theorem 4.1. The map G sends Spy1,y2q X H, py1, y2q P S, to a certain
chord of Bp1q, which then spans a line `py1,y2q P Ap2, 1q. The set of lines so obtained
contains a pδ, 2sq-set L of cardinality |L| “ |Σ| « δ´2s. This is the content of
Corollary 4.51.

On the other hand, G is bilipschitz on bounded subsets of H, so

GpSpy1,y2qpCδq XHq Ă `py1,y2qpC
1δq, py1, y2q P S,

for some C1 „ C. In particular, `py1,y2qpC1δq, py1, y2q P S, contains the pδ, sq-set
GpFpy1,y2qq. Recall that Fpy1,y2q Ă Spy1,y2qpCδq X F X H was a pδ, sq-set of cardinality
|Fpy1,y2q| « δ´s, see (4.33), and the remark below (5) (about why we may add the
intersection with “H”).
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Therefore, F 1 “ GpFXHq Ă R2 is a δ-discretised ps, 2sq-Furstenberg set. The fact
that GpFpy1,y2qq is contained in `py1,y2qpC1δq, rather than `py1,y2qpδq, makes no difference:
each of the thicker neighbourhoods can be covered by « 1 thinner neighbourhoods,
and the ensuing slightly larger family of lines is still a pδ, 2sq-set. Since |F 1|δ À
|F |δ Æ δ´2s, existence of F 1 violates Theorem 2.5, assuming that ε ą 0 was small
enough, depending only on s P p0, 1q. This contradiction completes the proof of
Theorem 4.1. �

Appendix A. Mapping circular arcs to chords

We give a short geometric argument for the fact that z ÞÑ 2z{p1` |z|2q maps the
Poincaré disc model to the Beltrami–Klein model.

Proposition A.1. The map Fpzq “ 2z{p1 ` |z|2q has the following property.
Let S Ă R2 be a circle which intersects the unit circle S1 in straight angles. Let
J :“ S X Bp1q be the part of S inside the closed unit disc, and let ta, bu :“ S X S1.
Then FpJq “ ra, bs.

 

S

θ

θ

1

1
sin θ

cos θ
sin θ

0

p0, 1
sin θ
q

a b

Figure 2. Objects in Proposition A.1.

Proof. It evidently suffices to consider the case where the centre of the circle
S lies on the y-axis, as in Figure 2. Instead of checking that the map F does the
right thing, we “find” it as follows. We seek a map of the form Fpzq “ rpzqz, where
rpzq P r1,8q, and which maps the arc J to the chord ra, bs.

Let θ P p0, πq be the angle depicted in Figure 2. Using the hypothesis that S meets
S1 in straight angles, one calculates that the centre of S is the point x :“ p0, 1

sin θ
q,

and the radius of S is r :“ cos θ
sin θ

. Moreover, the chord ra, bs is contained in the set
ty “ sin θu.

Every point on S, and in particular J , has the form

(A.2) z “ x` re “
`

cos θ
sin θ

e1,
1

sin θ
` cos θ

sin θ
e2

˘

, e “ pe1, e2q P S
1.

Our desired map Fpzq “ rpzqz has the property of sending each z P J inside the set
ty “ sin θu. Looking at the 2nd coordinate of z in (A.2), this gives

rpzq
`

1
sin θ

` cos θ
sin θ

e2

˘

“ sin θ ðñ rpzq “ sin2 θ
1`e2 cos θ

.
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On the other hand, a straightforward computation, using (A.2) and the identities
e2

1 ` e
2
2 “ 1 “ cos2 θ ` sin2 θ, shows that

2

1` |z|2
“

sin2 θ

1` e2 cos θ
“ rpzq.

Thus, z ÞÑ 2z{p1` |z|2q maps J to the chord ra, bs, as claimed. �
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