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1. Introduction

1.1. Overview

The starting point for this paper is the following result on radial limits by Uspenskĭı 
[31]. Let Rd be the Euclidean space with dimension d ≥ 2. If 1 ≤ p < d and u : Rd → R

is a continuously differentiable function with a p-integrable gradient |∇u| ∈ Lp(Rd), then 
there exists a constant c ∈ R so that

lim
t→∞

u(tξ) = c (1.1)

for almost every ξ in the unit sphere Sd−1. The requirement that 1 ≤ p < d is necessary 
as seen by considering the function u(x) = log log(2 + |x|2). This observation is credited 
to Timan [27].

Let us say that a function u has a unique almost sure finite radial limit if there is 
a finite value c so that (1.1) holds for almost every ξ ∈ Sd−1. In more modern lan-
guage, the statement above concerns precise representatives of functions in the Sobolev 
space Ẇ 1,p(Rd). This space consists of all locally p-integrable functions u whose distri-
butional gradient ∇u satisfies ∇u ∈ Lp(Rd) (in the sense that ∂iu ∈ Lp(Rd) for each 
i = 1, . . . , d). Uspenskĭı’s result then can be rephrased as saying that 1 ≤ p < d if and 
only if every u ∈ Ẇ 1,p(Rd) has a representative which has a unique almost sure finite 
radial limit.

Besides radial limits, also vertical limits have been considered. A function u : Rd → R

is said to have a unique almost sure finite vertical limit if for almost every x ∈ Rd−1 we 
have1

lim
t→∞

u(x, t) = c, (1.2)

where c ∈ R is a constant independent of x. For specific functions u (such as u(x, y) =
x4−y2

x4+y2+1 ), the constants c in (1.1) and (1.2) may be different. However, when |∇u| ∈
Lp(Rd) and 1 ≤ p < d, they coincide. In (1.2), we could also consider the limit |t| → ∞, 
and assume that the limit almost surely equals c. Our discussion applies to this setting 
with few modifications; see Remark 1.25.

Indeed, Kudryavtsev had asked, if a Sobolev function would have unique almost sure 
finite vertical limits. Fefferman [11] and Portnov [23] independently resolved this question 
and showed that under the same assumptions as for Uspenskĭı, for 1 ≤ p < d, as before, 
every u ∈ Ẇ 1,p(Rd) has a unique almost sure finite vertical limit. Further, the value of 
the almost sure vertical limit in (1.2) is the same as in the case of radial limits (1.1).

The purpose of this paper is to study extensions of Uspenskĭı’s, Fefferman’s and 
Portnov’s results to weighted Sobolev spaces; for unweighted generalizations see [32,20]. 
Weighted Sobolev spaces, especially with Muckenhoupt (Ap-)weights, have played a 

1 Here, and in what follows, we identify Rd = Rd−1 × R.
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crucial role in PDEs and the study of variational problems, starting from [10]. They 
are still actively employed in these topics; see [5,22,6]. Weighted function spaces have 
been further studied by many authors in regard to their intrinsic properties, such as 
regularity and the existence of traces; see [24,26,3,28,30,29]. Further, especially Muck-
enhoupt weighted Sobolev spaces arise in non-linear potential theory and in analysis on 
metric spaces; see e.g. [4,2,17]. Indeed, the importance of Muckenhoupt weights can be 
gleaned from the extensive literature on the topic. We have not been able to locate appli-
cations of Uspenskĭı’s, Fefferman’s and Portnov’s results to PDEs in literature. We give 
such applications relating to the limiting behavior of (weighted) q-harmonic functions in 
Corollaries 1.16 and 1.19.

The choice of Muckenhoupt weights is driven in part by their regularity properties, 
and the fact that they have naturally appeared in various settings; see the references 
above. Further, without some assumption on the weight, we would end up with issues 
regarding the precise representatives of Sobolev functions, and lack the required absolute 
continuity on generic lines; see for instance Lemmas 2.6 and 2.8, which crucially use the 
Muckenhoupt assumption. This regularity theory is developed significantly in [15]. The 
class of Muckenhoupt weights w ∈ Ap is also natural to consider, since they guarantee a 
p-Poincaré inequality and doubling; see equations (2.3) and (2.4) below.

Our paper studies limits of weighted Sobolev functions. Our first results give charac-
terizations for Muckenhoupt-weighted Sobolev functions to possess a unique almost sure 
finite radial limit in Theorem 1.4. Then, motivated by results of Fefferman and Portnov, 
we pursue the existence of vertical limits. First, we note that the existence of vertical 
limits is more restrictive than having radial limits. This is a phenomenon that already 
occurs with radial weights w(x) = |x|α as will be shown in Remark 1.3.

To obtain almost sure vertical limits, we will need to place a non-degeneracy as-
sumption on the weight. However, sufficient conditions prove more difficult and involve 
assumptions on regularity (integrability or a special structure). While in some settings 
these sufficient conditions also become necessary, in general there is a gap between them. 
Further, we provide examples to illustrate the partial sharpness of our conditions.

We take a small excursion to define notation. Throughout, we will only consider 
weights w ∈ Ap, where Ap := Ap(Rd) is the class of Muckenhoupt weights on Rd. We 
will study notions with respect to the weighted Lebesgue measure μ with dμ = wdx. 
Also, we will denote the weighted measure of a set A ⊂ Rd as w(A). If w ∈ Ap, then 
w− 1

p−1 ∈ L1
loc(Rd) when p > 1 (or w−1 ∈ L∞

loc(Rd) when p = 1) and it follows from 
Hölder’s inequality that a function u ∈ Lp

loc(Rd, w) also satisfies u ∈ L1
loc(Rd).

We define Ẇ 1,p(Rd, w) and W 1,p
loc (Rd, w) to consist of all Lebesgue representatives of 

functions u ∈ Lp
loc(Rd, w) so that |∇u| ∈ Lp(Rd, w) and |∇u| ∈ Lp

loc(Rd, w), respectively. 
The Lebesgue representative is defined2 as ũ(x) = lim supr→0 −́

B(x,r) u(y) dy. Since this 
assumption is crucial for us, we highlight it here:

2 It will be crucial for us that Lebesgue representatives are defined with respect to the Lebesgue measure 
- and not with respect to the weighted measure wdx.
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For w ∈ Ap each u ∈ W 1,p
loc (Rd, w) will be taken as its Lebesgue representative: u(x) =

lim supr→0 −́
B(x,r) u(y) dy.

For more details, see Subsection 2.2. See also [12, Section 4].
Before we start the detailed discussion on our results, we present an example to 

illustrate the main results.

Remark 1.3. A useful family of examples in Rd to consider is the class of power weights 
w(x) = |x|α for α ∈ R.

(1) If α ∈ (−d, d(p − 1)), then w ∈ Ap.
(2) If α ∈ (−d, p − d], then the function u from Proof of Lemma 3.7 satisfies u ∈

Ẇ 1,p(Rd, w) but has neither finite radial nor vertical limits.
(3) If α ∈ (p − d, 0), then Theorem 1.8 below gives the existence of a unique almost 

sure finite radial limit. However, vertical limits may fail to exist. Towards this, let 
ed = (0, . . . , 0, 1) be the unit vector in the d’th coordinate direction. There exists a 
function u(x) ∈ Ẇ 1,p(Rd, w) for which the limit limt→∞ u(x + ted) exists for no x
with |x| ≤ 1/2. Indeed, the function u(x) =

∑∞
i=1 max

{
1 − |x− 2ied|, 0

}
is such a 

function. The reason behind this is that when α < 0, the masses of unit sized cubes 
degenerate as the cubes move towards infinity.

(4) Finally, if α ∈ [0, d(p −1)), then both vertical and radial limits exist by Theorems 1.8
and 1.14 below.

Next, we will present the results of this paper in more detail, starting with the radial 
setting and then proceeding to the vertical setting.

1.2. Radial limits

Our first theorem shows that the weak boundedness along a single ray, for all functions, 
will imply that a unique almost sure finite radial limit exists. In fact, the statement is 
even slightly stronger.

Theorem 1.4. Let w ∈ Ap(Rd) where 1 ≤ p < ∞ and d ≥ 2. Then the following two 
conditions are equivalent:

(1) For every u ∈ Ẇ 1,p(Rd, w), there exists a ξ ∈ Sd−1 so that lim inft→∞ |u(tξ)| < ∞.
(2) Every u ∈ Ẇ 1,p(Rd, w) has a unique almost sure finite radial limit.

We highlight here the uniqueness of the radial limit. In principle, one could consider 
the condition that the radial limit limt→∞ u(tξ) = cξ exists for a.e. ξ ∈ Sd−1. A priori, 
the limit cξ could depend on the direction ξ. However, it follows as a corollary to the 
theorem that, if the limits exist in this sense for every function u ∈ Ẇ 1,p(Rd, w), then 
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in fact the almost sure radial limit is independent of direction. The almost sure radial 
limit can further be computed in many average ways.

Proposition 1.5. Under either assumption of Theorem 1.4, the unique almost sure finite 
radial limit c ∈ R satisfies each of the following three conditions:

1) lim
r→∞

−
ˆ

Sd−1

|u(rξ) − c|dHd−1(ξ) = 0 2) lim
t→∞

−
ˆ

B(0,t)\B(0,t/2)

|u− c|dx = 0

3) lim
|x|→∞

−
ˆ

B(x,|x|/2)

|u(y) − c|dy = 0

where 0 is the origin of Rd and B(x, r) is the ball with radius r and center at x. Further, 
the claim that for every u ∈ Ẇ 1,p(Rd, w) there exists a constant d̃, so that any of these 
limits exists with d̃ replacing c, is equivalent with the conditions of Theorem 1.4.

Here −́
A
fdν := 1

ν(A)
´
A
fdν for any given measure ν, set A with ν(A) > 0, and 

integrable function f on A.
The crucial tool to prove these theorems is a quantity measuring the p-capacity at 

infinity; see e.g. [15] for the definition of capacity. Given a locally integrable function 
w with w(x) > 0 for almost every x ∈ Rd, we define ws(A) =

(´
A
wdx

)s when A has 
strictly positive Lebesgue measure and s ∈ R. We set

Rp(w) :=
∑
i∈N

(2i)
p

p−1w
1

1−p (Ai) if p > 1, (1.6)

and

R1(w) := sup
i∈N

(2iw−1(Ai)) (1.7)

where Ai := {x ∈ Rd : 2i ≤ |x| < 2i+1} for i ∈ N.
The finiteness of the quantity Rp(w), for Ap-weights, actually characterizes when 

the family of curves γξ : [1, ∞) → Rd given by γξ(t) = tξ has positive p-modulus, but 
neither this concept nor this result will be directly needed in this paper. In the unweighted 
setting, the family has poisitive modulus exactly when 1 ≤ p < d. We refer the reader 
to [17] for a discussion on modulus and to [18] for further results. This phenomenon 
underlies the following theorem.

Theorem 1.8. Let w ∈ Ap(Rd) where 1 ≤ p < ∞ and d ≥ 2. The following two conditions 
are equivalent:

(1) Rp(w) < ∞.
(2) Every u ∈ Ẇ 1,p(Rd, w) has a unique almost sure finite radial limit.
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Moreover, when either of these equivalent conditions is satisfied, for every u ∈
Ẇ 1,p(Rd, w)

ˆ

Sd−1

|u(rξ) − c|dHd−1 � ‖∇u‖Lp(Rd\B(0,r),w) and

−
ˆ

B(0,r)\B(0,r/2)

|u(x) − c|dx � ‖∇u‖Lp(Rd\B(0,r/2),w)

for each r > 0, where c ∈ R is the unique almost sure finite radial limit of u.

The above theorems characterize the property of having unique almost sure finite 
radial limits. We refer the interested readers to [18] for a version of this theorem on 
Carnot groups. We next turn our discussion to the case of weighted Sobolev spaces and 
vertical limits.

1.3. Vertical limits

The example in Remark 1.3 suggests that the existence of an almost sure vertical limit 
is a stronger property than the existence of a radial limit. Indeed, this is the case by 
the following argument. If radial limits fail to exist, then, by the proof of Theorem 1.4, 
there exists a function u with lim|x|→∞ u(x) = ∞. Such a function fails to have any finite 
vertical limits.

However, even for radial weights w with Rp(w) < ∞, Remark 1.3 together with 
Theorem 1.8 shows that vertical limits may fail to exist. The issue is that whenever one 
has cubes (Qi)i∈N marching off to infinity with w(Qi) → 0, one can place “bumps” in 
them. Indeed, this construction can be employed to give a necessary condition for having 
almost sure vertical limits.

From the modulus perspective mentioned earlier, the existence of vertical limits is 
surprising - even in the unweighted setting. In particular, the entire collection of ver-
tical curves has vanishing modulus when p > 1 and thus carries no direct asymptotic 
information. We seek a better understanding of this phenomenon.

Theorem 1.9. Let w ∈ Ap(Rd) where 1 ≤ p < d and d ≥ 2. If every u ∈ Ẇ 1,p(Rd, w) has 
a unique almost sure finite vertical limit, then Rp(w) < ∞ and for every cube Q ⊂ Rd−1

we have infz∈N w(Q × [z, z + 1]) > 0.

A more technical necessary condition will be seen in condition (1) of Theorem 1.23. 
The necessity of this condition is implied by Lemma 5.3 below.

Remark 1.10. We remark briefly on the case of p = 1. In this case Theorem 1.9 is an 
equivalence. The proof is fairly direct, and one of the directions is sketched as follows. 
If infz∈N w(Q × [z, z + 1]) > 0, then the fact that w ∈ A1 implies that there is a 
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constant c > 0 (depending on Q) so that w ≥ c for a.e. x ∈ 2Q × [0, ∞). Then, Fubini’s 
theorem, together with 

´
Q

´∞
0 |∇u(x, t)|dxdt < ∞ for every cube Q ⊂ Rd−1, gives that 

limt→∞ u(x, t) = cx exists for a.e. x ∈ Rd−1. An application of the Poincaré inequality, 
similar to the proof of Lemma 3.1, gives that cx = c for a.e. x ∈ Rd−1 and for some 
c ∈ R. In particular, u has a unique almost sure finite vertical limit. We also note that 
it is direct to verify that infz∈N w(Q × [z, z + 1]) > 0 implies that R1(w) < ∞. For this 
reason, in what follows, we will focus on the case p > 1.

Our next theorem gives a characterization of the existence of limits of certain averages. 
The condition is a slight strengthening of the one appearing in the previous theorem. 
Given a cube Q ⊂ Rd, we refer to its edge length by �(Q). For a sequence of cubes 
(Qi)i∈N , we define Qi → ∞ to mean that for every R > 0, there exists an integer N ∈ N

so that for i ≥ N we have B(0, R) ∩Qi = ∅.

Theorem 1.11. Let w ∈ Ap(Rd) be so that Rp(w) < ∞ where 1 ≤ p < ∞ and d ≥ 2. The 
following two conditions are equivalent:

(1) We have

inf
�(Q)=1

w(Q) > 0. (1.12)

(2) For every u ∈ Ẇ 1,p(Rd, w) there exists a unique constant c ∈ R so that for every 
sequence of cubes Qi ⊂ Rd with lim infi→∞ �(Qi) > 0 and Qi → ∞ it holds that

lim
i→∞

−
ˆ

Qi

udμ = c.

In fact, the proof of the theorem will show that c coincides with the unique almost 
sure finite radial limit.

Even though we have a characterization for the existence of limits of rough averages, 
the existence of vertical limits is more subtle. In order to move from the rough average 
limits in the above statement to vertical limits, one needs additional assumptions. To 
begin, consider an additional exponent q ∈ [1, p], with w ∈ Aq. Note that then Aq ⊂ Ap, 
and this is thus potentially a stronger requirement. For certain ranges of q and p, the 
existence of certain rough averages is equivalent to the existence of vertical limits.

Theorem 1.13. Let 1 ≤ q < p < ∞ and d ≥ 2 be such that qd − d + 1 < p < d. Let 
w ∈ Aq(Rd). Suppose that infz∈N w(Q × [z, z + 1]) > 0 for every cube Q ⊂ Rd−1. Then 
the following two conditions are equivalent:

(1) For every u ∈ Ẇ 1,p(Rd, w) there exists a constant c ∈ R for which
limz→∞,z∈N uQ×[z,z+1] = c for each cube Q ⊂ Rd−1 of unit size.
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(2) Every u ∈ Ẇ 1,p(Rd, w) has a unique almost sure finite vertical limit.

Here uQ×[z,z+1] := −́
Q×[z,z+1] udμ for each cube Q ⊂ Rd−1 and for z ∈ N.

We remark that, by Theorem 1.9, the assumption infz∈N w(Q × [z, z + 1]) > 0 is 
necessary for (2) to hold. The main content here is that the existence of average limits, 
under weights of certain types, is equivalent to the existence of pointwise limits. From 
the proof, it also follows that the unique almost sure finite vertical limit of u is the 
constant c from the first condition.

The conclusion of the theorem is also true when q > 1 and p = qd − d + 1. Indeed, 
Muckenhoupt Aq-weights with q > 1 satisfy a self-improvement property: for every w ∈
Aq there exists an ε > 0 so that w ∈ Aq−ε; see [25, Chapter V]. Thus, the previous result 
fully characterizes the existence of almost sure finite vertical limits when qd − d + 1 ≤
p < d. However, once p < qd − d + 1, the question becomes more delicate: we are only 
able to give sufficient conditions for the existence of almost sure finite vertical limits. 
These take the form of either higher order integrability, or a special product structure 
for the measure.

Theorem 1.14. Let 1 ≤ q ≤ p+d−1
d where 1 < p < d and d ≥ 2. If w ∈ Aq(Rd) satisfies 

inf�(Q)=1 w(Q) > 0, then every u ∈ Ẇ 1,p(Rd, w) has a unique almost sure finite vertical 
limit. Further, the vertical limit value equals the almost sure finite radial limit.

The range of exponents q in the statement is sharp in the class of all weights, but not 
necessarily for a given weight or subclass of weights; see Example 4.7.

Remark 1.15. The assumptions of the previous theorems are related to each other by the 
following implications for w ∈ Ap. Firstly, when p < d

inf
�(Q)=1

w(Q) > 0 =⇒ Rp(w) < ∞.

The proof of this follows from the fact that w(Ai) � (2i)d inf�(Q)=1 w(Q) for i ∈ N. This 
implication can not be turned into an equivalence.

Secondly, condition (1) in Theorem 1.13 is equivalent to the condition that

sup
t>0

Rp(wt) < ∞,

where wt : Rd → [0, ∞] is a translated weight defined by wt(x, s) = w(x, s − t). This 
claim follows from Lemmas 5.3 and 5.5.

1.4. Applications to p-harmonic functions

We next give consequences of our results to the study of limiting behavior of weighted 
harmonic functions. Thanks to the weak Harnack inequalities, the limiting behavior can 
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be upgraded to hold for every sequence converging to infinity. A function u is said to 
be w′-weighted q-harmonic on (an open domain) Ω ⊂ Rd where 1 < q < ∞ and w′ is a 
weight, if u ∈ W 1,q

loc (Ω, w′) and

Δw′,qu := −div(w′|∇u|q−2∇u) = 0

hold in a distributional sense. See [15] for more background on the theory of such func-
tions. Actually, the two corollaries below hold in the generality of weighted A-harmonic 
functions as studied therein.

The first corollary is an extreme form in which a limit exists at infinity.

Corollary 1.16. Let w′ ∈ Aq(Rd), 1 < q < ∞ and let w ∈ Ap(Rd) be so that Rp(w) < ∞
where 1 ≤ p < ∞ and d ≥ 2. Every w′-weighted q-harmonic function u on Rd with 
∇u ∈ Lp(Rd, w) is constant.

Proof. Since u ∈ Ẇ 1,p(Rd, w), Proposition 1.5 gives that there is a constant c ∈ R such 
that

lim
|x|→∞

−
ˆ

B(x,|x|/2)

|u(y) − c|dy = 0. (1.17)

Let 0 < s < t ≤ 1 and dμ′ = w′(x)dx. Let 0 < λ < 1. We have that for all y ∈ λB :=
λB(x, |x|/2),

|u(y) − c| �

⎛
⎝ −
ˆ

B

|u(y) − c|sdμ′(y)

⎞
⎠

1
s

=
(

|B|
w′(B)

) 1
s

⎛
⎝ −
ˆ

B

|u(y) − c|sw′(y)dy

⎞
⎠

1
s

≤
(

|B|
w′(B)

) 1
s

⎛
⎝ −
ˆ

B

|u(y) − c|tdy

⎞
⎠

1/t⎛
⎝ −
ˆ

B

w′ t
t−s (y)dy

⎞
⎠

t−s
ts

where the first estimate is given by the weak Harnack inequalities for (q, w′)-harmonic 
functions with w′ ∈ Aq(Rd), see for instance [15, Theorem 3.34]. The last estimate is 
given by the Hölder inequality for 1

t/s + 1
t/s

t/s−1
= 1. Moreover, by the reverse Hölder 

inequalities (see for instance [15, Theorem 15.3]), we may choose the index s ∈ (0, 1)
small enough so that

⎛
⎝ −
ˆ

B

w′ t
t−s (y)dy

⎞
⎠

t−s
t

� −
ˆ

B

w′(y)dy.

The above estimates yield that
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|u(y) − c| �

⎛
⎝ −
ˆ

B

|u(y) − c|tdy

⎞
⎠

1/t

for all y ∈ λB and for 0 < t ≤ 1. (1.18)

Combining this estimate with t = 1 and (1.17), we obtain that

lim
|x|→∞

|u(x) − c| = 0.

Let r > 0. This limit gives that there is εr > 0 so that limr→∞ εr = 0 satisfying

c− εr ≤ |u(x)| ≤ c + εr

for all x ∈ Rd \ B(0, r). By the maximum-minimum principle, see for instance [15, 
Theorem 6.5], this above estimate also holds for all x ∈ B(0, r) and hence it is true for 
all x. Letting r → ∞, we conclude that u is constant. �

In the upper half-space Rd
+ = Rd−1 × (0, ∞) the question becomes more interest-

ing, with examples of non-constant weighted q-harmonic functions with finite Dirichlet 
energy. However, even in this case, “non-tangential” limits exist at infinity.

Corollary 1.19. Let 1 ≤ p < ∞, 1 < q < ∞ and d ≥ 2. Let w ∈ Ap(Rd
+) be so that 

Rp(w) < ∞ and inf�(Q)=1 w(Q) > 0. Every w′-weighted q-harmonic function u with 
∇u ∈ Lp(Rd

+, w) on Rd
+, where w′ ∈ Aq(Rd

+), 1 < q < ∞, satisfies

lim
|(x,t)|→∞,t≥ε,(x,t)∈Rd

+

u(x, t) = c

for any given ε > 0, where c is the unique almost sure finite radial limit.

Proof. We first show that

lim
Q→∞,�(Q)=1,Q⊂Rd

+

−
ˆ

Q

|u− c|dμ = 0. (1.20)

Let Q ⊂ Rd
+ \ B(0, 2R) be any cube of unit side length for R > 0. We pick a sequence 

of pairwise disjoint cubes Qn so that �(Qn) = 2n, Qn

⋂
B(0, R) = ∅, Q0 = Q, and 

Qn ⊂ 10Qn+1 for n ∈ N as in the proof of Theorem 1.11. Let Qn+1 be a cube with 
�(Qn+1) ≈ �(Qn) ≈ �(Qn+1) such that Qn, Qn+1 are contained in Qn+1, and Qn+1∩Qi =
∅ for all i ∈ N \{n, n +1}. Then it follows from Lemma 5.1 that limn→∞ uQn

= c where c
is the almost sure finite radial limit. Repeating arguments as in the proof of Theorem 1.11
again, we have that

−
ˆ

Q

|u− c|dμ ≤ −
ˆ

Q

|u− uQn
|dμ + |uQn

− c| �

⎛
⎜⎝ n∑

i=1
−
ˆ

|u− uQi
|dμ

⎞
⎟⎠+ |uQn

− c|

Qi
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�

⎛
⎜⎜⎝

n∑
i=1

2i

w(Qi)
1
p

⎛
⎜⎝ ˆ

Qi

|∇u|pdμ

⎞
⎟⎠

1
p

⎞
⎟⎟⎠+ |uQn

− c|

≤
(

n∑
i=1

(2i)
p

p−1

w(Qi)
1

p−1

) p−1
p

⎛
⎜⎝ ˆ

Rd\B(O,R/100)

|∇u|pdμ

⎞
⎟⎠

1
p

+ |uQn
− c|.

Notice that Rp(w) < ∞ implies that 
∑n

i=1
(2i)

p
p−1

w(Qi)
1

p−1
< ∞. Letting R → ∞, the above 

estimate gives (1.20).
Let 0 < λ < 1. As in the proof of Corollary 1.16, we have from (1.18) that

|u(y) − c| �

⎛
⎝ −
ˆ

Q

|u(y) − c| 1p dy

⎞
⎠

p

for all y ∈ λQ with �(Q) = 1.

By the Hölder inequality, it then follows that

|u(y) − c| �

⎛
⎝ −
ˆ

Q

|u(y) − c| 1p dy

⎞
⎠

p

≤

⎛
⎝ −
ˆ

Q

|u(y) − c|w(y)dy

⎞
⎠
⎛
⎝ −
ˆ

Q

w
1

1−p (y)dy

⎞
⎠

p−1

�

⎛
⎝ −
ˆ

Q

|u(y) − c|w(y)dy

⎞
⎠
⎛
⎝ −
ˆ

Q

w(y)dy

⎞
⎠

−1

= −
ˆ

Q

|u− c|dμ

for all y ∈ λQ where the last inequality follows from w ∈ Ap(Rd
+) if p > 1; for p = 1

the estimate is true by similar arguments. Notice that if t ≥ (1 − λ), then (x, t) ∈ λQ

for some unit cube Q ⊂ Rd
+. Combining these with (1.20), we then obtain that for any 

given ε > 0

lim
|(x,t)|→∞,t≥ε,(x,t)∈Rd

+

|u(x, t) − c| = 0

which is the claim. �
Remark 1.21. The results are new even in the case, where u is harmonic. In that case, 
q = 2 and w′ = 1. The necessity of assuming a condition like Rp(w) < ∞ is evident by 
considering a harmonic function u, p = 2 and w = 1 with finite Dirichlet energy which 
grows to infinity when x tends to infinity. An example is given by u(z) = Re(log(log(z+
2))), defined in the upper half space. Moreover, the full limit lim|(x,t)|→∞ u(x, t) may fail 
to exist even when u is harmonic and |∇u| ∈ Lp(Rd

+) (for some 1 ≤ p < d). For this, 
simply consider the Poisson integral of a suitable function on Rd−1.
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In the final part of this introduction, we discuss sharp results for weights with a special 
structure.

1.5. Special classes of weights

First, we present a theorem for radial weights.

Theorem 1.22. Let w(x) = v(|x|) be a radial weight with w ∈ Ap(Rd). Then the following 
two conditions are equivalent:

(1) infr>0
´ r+1
r

v(s)ds > 0.
(2) Every u ∈ Ẇ 1,p(Rd, w) has a unique almost sure finite vertical limit.

Radial Muckenhoupt weights have been characterized in [7]. Indeed, a radial weight w
belongs to Ap(Rd) if and only if v0(t) = v(t1/n) belongs to Ap(R), where w(x) = v(|x|)
for each x ∈ Rd.

Finally, we give a sharp result for those weights w that have product structure: 
w(x, t) = w1(x)w2(t). To state the theorem, we again need a translation invariant form 
of Rp(w).

Theorem 1.23. Suppose that 1 < p < d. Let w1 ∈ Ap(Rd−1), w2 ∈ Ap(R) and w(x, y) =
w1(x)w2(y). Then the following two conditions are equivalent:

(1) supt>0 Rp(wt) < ∞.
(2) Every u ∈ Ẇ 1,p(Rd, w) has a unique almost sure finite vertical limit.

Remark 1.24. We note that, under these assumptions, w(x, y) ∈ Ap(Rd). Indeed, this 
follows directly from the defining inequalities (2.2) and (2.1) by using Fubini’s theorem.

Remark 1.25. In the case of vertical limits, for simplicity, we chose in definition (1.2) to 
only consider limits when t → ∞. We could also consider the stronger property, that the 
limit exists also as t → −∞, and that the value is (almost surely) the same. We could 
call this the bi-infinite unique almost sure finite vertical limit. Our theorems apply to 
this definition with few edits. Theorems 1.14 and 1.22 are symmetric with respect to the 
transformation t → −t. In these theorems, the conditions about a vertical limit could be 
replaced with a bi-infinite unique almost sure finite vertical limit. Note that the value of 
the vertical limit c coincides with the unique almost sure finite radial limit.

Other theorems are not quite symmetric with respect to the reflection of the t-axis, 
but they are easily modified to be such. These are Theorems 1.9, 1.13 and 1.23. To obtain 
versions of them with bi-infinite limits replacing vertical limits, we need to perform the 
following simple modifications. In the first two, we replace N by Z. In the final statement, 
we substitute supt∈RRp(wt) for the supremum over t > 0. The modified statements 
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can be reduced to the original ones by using symmetry. As an example, consider Theo-
rem 1.23. If supt∈RRp(wt) < ∞, then both supt>0 Rp(wt) < ∞ and supt<0 Rp(wt) < ∞, 
and one can apply the original statement to conclude the existence of a limit when t → ∞
and when t → −∞, which both coincide with the radial limit. For the converse direction, 
note that if supt∈RRp(wt) = ∞, then either supt>0 Rp(wt) = ∞ or supt<0 Rp(wt) = ∞. 
In this case, there exists a function u without a limit when t → ∞ or when t → −∞.

The organization of this paper is as follows. In Section 2, we recall notions of Sobolev 
spaces and their properties. In Section 3, we discuss the case of radial limits and 
give proofs for Theorem 1.4, Proposition 1.5 and Theorem 1.8. In Section 4, we give 
counter-examples. In Section 5, we discuss the case of vertical limits and give proofs for 
Theorems 1.9-1.11-1.13-1.14-1.22-1.23.

Acknowledgments: We thank the anonymous referee for a careful reading and thoughtful 
comments on the paper. The first author was supported by the Academy of Finland 
grant # 345005. The second author and third author were supported by the Academy 
of Finland grant # 323960. The first author thanks the Mathematics department at 
University of Jyväskylä for a wonderful stay during Fall 2020 and early spring 2021, 
during which this research was started.

2. Notation and preliminaries

2.1. Metric and measure notions

Throughout this paper, we employ the following conventions. The notation A �
B(A � B) means that there is a constant C only depending on the data such that 
A ≤ C · B (A ≥ C · B), and A ≈ B means that both A � B and A � B. Where 
necessary, we write A �a,b,c,... B, when a bound for C depends on a, b, c, . . . .

We will consider only the d-dimensional Euclidean space Rd, where d ≥ 2, equipped 
with Euclidean distance and (absolutely continuous) measures μ given by dμ = wdx

where w ∈ L1
loc(Rd) is non-negative. Such a w will be called a weight. The norm of a 

vector v ∈ Rd is denoted by |v|. Points in Rd will either be denoted by x ∈ Rd, or 
rξ ∈ Rd where r ∈ [0, ∞) and ξ ∈ Sd−1, or (x, t) ∈ Rd where x ∈ Rd−1 and t ∈ R. Under 
this notation, the direction corresponding to the last coordinate is called vertical.

The usual Lebesgue spaces with respect to the weight w are denoted by Lp(Rd, w), 
for p ∈ [1, ∞]. We denote by Lp

loc(Rd, w) and Lp
loc(Rd) the spaces of locally p-integrable 

functions. Open balls with center x0 and radius r will be denoted B(x0, r). Given a set 
A ⊂ Rd we denote its Lebesgue measure and its weighted measure by |A| (where from 
context it is evident that A is not a vector in the Euclidean space) and w(A), respectively. 
Further, when |A| > 0 and w(A) > 0, we denote

−
ˆ

fdx := 1
|A|

ˆ
fdx and fA := −

ˆ
fdμ := 1

w(A)

ˆ
fwdx
A A A A
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whenever the integral on the right-hand side is defined. Note that fA will only denote 
an average with respect to the weight w.

We will consider exponents p ∈ [1, ∞) and we assume w ∈ Ap(Rd), where Ap(Rd)
is the class of Muckenhoupt weights. Recall that, given p ∈ (1, ∞), a weight w belongs 
to Ap(Rd) if w > 0 a.e. and if there is a constant C ≥ 1 so that for every ball B =
B(x0, r),

⎛
⎝ −
ˆ

B

w dx

⎞
⎠
⎛
⎝ −
ˆ

B

w− 1
p−1 dx

⎞
⎠

p−1

≤ C. (2.1)

If p = 1, we write w ∈ A1(Rd) if w > 0 a.e. and if there is a constant C ≥ 1 so that 
for every ball B = B(x0, r) and a.e. y ∈ B

−
ˆ

B

w dx ≤ Cw(y). (2.2)

The optimal constants C in the statements are called the Ap-constants of the weights 
w. The above conditions will be referred to as the Ap-conditions for the weights w.

We say that w is doubling if there is a constant cD ≥ 1 such that

w(B(x, 2r)) ≤ cDw(B(x, r)) (2.3)

for all balls B(x, r). A weight w supports a p-Poincaré inequality if there is a constant 
cP > 0 such that

−
ˆ

B(x,r)

|u− uB(x,r)|dμ ≤ cP r

⎛
⎜⎝ −

ˆ

B(x,r)

|∇u|pdμ

⎞
⎟⎠

1
p

(2.4)

for all balls B(x, r) and for all locally integrable functions u with locally integrable 
distributional derivative ∇u.

By Section 15 in [15], we have the following theorem.

Theorem 2.5. Let 1 ≤ p < ∞. If w ∈ Ap(Rd), then w is doubling and supports a p-
Poincaré inequality, namely (2.3) and (2.4) hold for w with constants that only depend 
on p, d and the Ap-constant of w.

We refer interested readers to [13,16,3,1,4,25] for discussions on Muckenhoupt weights.
A curve γ : I → Rd is a continuous mapping from an interval I ⊂ R, where I can 

be open, closed or unbounded. A curve γ : I → Rd is said to be an infinite curve, if 
I = [0, ∞) and its length 

´
γ
ds is infinite. If a curve γ has finite length, it is called 

rectifiable. A curve γ is said to be locally rectifiable, if for every compact subset J ⊂ I

the curve γ|J is rectifiable.
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2.2. Sobolev spaces

Let 1 ≤ p < ∞. We denote by W 1,p
loc (Rd, w) the space of Lebesgue representatives of 

functions u ∈ Lp
loc(Rd, w) with distributional derivative ∇u ∈ Lp

loc(Rd, w). If w = 1 we 
drop it from the notation. We remark that the Lebesgue representatives exist by the 
following simple lemma.

Lemma 2.6. Suppose p ∈ [1, ∞). If u ∈ Lp
loc(Rd, w) with |∇u| ∈ Lp

loc(Rd, w) and w ∈
Ap(Rd), then u ∈ L1

loc(Rd) and |∇u| ∈ L1
loc(Rd). In particular, u ∈ W 1,1

loc (Rd).

Proof. Consider the case p > 1. For any g ∈ Lp
loc(Rd, w) and any ball B = B(x, r) ⊂ Rd

we have from the definition in (2.1) and Hölder’s inequality that

ˆ

B

|g|dx≤

⎛
⎝ˆ

B

|g|pwdx

⎞
⎠

1
p
⎛
⎝ ˆ

B

w− 1
p−1 dx

⎞
⎠

p−1
p

≤C
1
p

⎛
⎝ ˆ

B

|g|pwdx

⎞
⎠

1
p
⎛
⎝ ˆ

B

wdx

⎞
⎠

−1
p

|B|.

Applying this to all balls, and g = u and g = |∇u| gives the claim for p > 1. For 
p = 1, the estimate follows similarly from the definition by using (2.2). �

Let Ẇ 1,p(Rd, w) denote the space of (Lebesgue representatives of) u ∈ W 1,p
loc (Rd, w)

with |∇u| ∈ Lp(Rd, w). The reason for choosing the Lebesgue representative is that then 
our function is absolutely continuous on almost every line. While this fact is not novel, in 
the literature it only follows rather indirectly. Towards establishing absolute continuity 
in our setting, we introduce some further concepts.

The Hausdorff (s, R)-content of E ⊂ Rd is defined by

Hs
R(E) = inf

{∑
i∈N

rsi : E ⊂
⋃
i∈N

Bi and ri ≤ R

}

where Bi are balls with radius ri. The Hausdorff s-measure of E ⊂ Rd is Hs(E) :=
limr→0 Hs

r(E).
For u ∈ L1

loc(Rd) we define the set of non-Lebesgue points

NLu = {x ∈ Rd : lim
r→∞

1
|B(x, r)|

ˆ

B(x,r)

u(y)dy does not exist }.

For u ∈ Ẇ 1,p(Rd, w) the set NLu of non-Lebesgue points is quite small. Indeed, one has 
the following result.

Lemma 2.7. Suppose 1 ≤ p < ∞ and w ∈ Ap(Rd). Let u ∈ Ẇ 1,p(Rd, w), and let NLu be 
the set of non-Lebesgue points of u. Then Hd−1(NLu) = 0.
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Proof. By Lemma 2.6, we have u ∈ W 1,1
loc (Rd). The claim then follows from [9, Theorem 

1 in 4.8 and Theorem 3 in 4.5.1]. �
Lemma 2.8. Let 1 ≤ p < ∞ and let w ∈ Ap(Rd). If u ∈ Ẇ 1,p(Rd, w), then for a.e. 
x ∈ Rd−1, we have that the function h : t → h(t) = u(x, t) is absolutely continuous and 
|h′|(t) ≤ |∇u|(x, t) for almost every t ∈ R.

Further, for a.e. ξ ∈ Sd−1 we have that h(t) = u(tξ) : (0, ∞) → R is absolutely 
continuous with |h′|(t) ≤ |∇u|(tξ) for a.e. t ∈ (0, ∞).

Remark 2.9. For the bound |h′|(t) ≤ |∇u|, we need to fix an a.e. representative of |∇u|
for the claim. However, this choice only alters the null set removed.

Proof of Lemma 2.8. Since w ∈ Ap(Rd), we have by Lemma 2.6 that u ∈ W 1,1
loc (Rd). 

Now, the claim of absolute continuity on every compact subset of horizontal lines follows 
from [9, Theorem 2 in 4.9.2]. We summarize the proof for the readers convenience and 
to indicate the small modifications needed.

First, take any compactly supported radially symmetric smooth and non-negative 
function ψ : Rd → [0, ∞), with 

´
Rd ψdx = 1. Consider the mollified functions defined by 

un := u �(ndψ(xn)), where � denotes the convolution. For any Lebesgue point x ∈ Rd we 
have un(x) → u(x). This holds for Hn−1-a.e. x ∈ Rd. Thus, for almost every x ∈ Rd−1, 
we get un(x, t) → u(x, t) pointwise for all t ∈ R. Denote by ∂xd

the partial derivative in 
the d’th direction. Then ∂xd

un = (∂xd
u) � (ndψ(xn)). Up to passing to a subsequence 

and using Fubini’s theorem, we have that for almost every x ∈ Rd−1 the functions 
an(t) = ∂xd

un(x, t) converge in L1(R) to a(t) = ∂xd
u(x, t). These claims together give 

that, for a.e. x ∈ Rd−1, the absolutely continuous functions hn(t) = un(x, t) converge 
to an absolutely continuous function h(t) = u(x, t) and that h′(t) = a(t) = ∂xd

u(x, t) ≤
|∇u|(x, t) for a.e. t.

The same proof applies for radial curves by replacing Fubini with polar coordinates, 
and the derivative ∂xd

with a radial derivative. �
2.3. Maximal functions

The (weighted)-fractional maximal function of order α ≥ 0 of a locally integrable 
function f at x ∈ Rd is defined by

Mα,Rf(x) := sup
0<r<R

rα −
ˆ

B(x,r)

|f |dμ

where R ∈ (0, ∞]. Then M := M0,∞ is the Hardy-Littlewood maximal function. Let us 
recall the weak Hardy–Littlewood inequality, see for instance [17, Theorem 3.5.6].

Theorem 2.10. Let 1 ≤ p < ∞. Suppose that w ∈ Ap(Rd). Then there is a constant 
C > 0 only depending on w such that for λ > 0,
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w({x ∈ Rd : Mf(x) > λ}) ≤ C

λ

ˆ

Rd

|f(x)|w(x)dx

for all f ∈ L1
loc(Rd, w).

Let w ∈ Ap(Rd). By [15, Section 15.5], there is a constant C > 0 so that for all x ∈ Rd

and 0 < r < R we have

w(B(x, r))
w(B(x,R)) ≥ C

( r

R

)pd
. (2.11)

By applying [12, Lemma 2.6] with this estimate, we obtain the following theorem.

Theorem 2.12. Let w ∈ Ap(Rd) and 0 ≤ α < pd. Suppose that f ∈ L1
loc(Rd, w) and let A 

be a bounded measurable set with w(A) > 0. Then

Hpd−α
∞ ({x ∈ A : Mα,diam(A)f(x) > λ}) ≤ Cdiampd(A)w−1(A)

λ

ˆ

Rd

|f(x)|w(x)dx

for λ > 0. Here diam(A) is the diameter of A and C depends only on p, d, α, and the 
constant in (2.11).

We briefly summarize a useful chaining argument. (See e.g. [13,14] for an early and 
classical use of this method.) Suppose that u ∈ W 1,p

loc (Rd, w), where w ∈ Ap(Rd), and let 
B := B(x, r) be a ball. Then, for every Lebesgue point (with respect to μ) y ∈ B of u, 
we have the following. For the balls Bi := B(y, 21−ir) we have

∣∣∣∣∣∣u(y) − 1
w(B)

ˆ

B

udμ

∣∣∣∣∣∣ ≤ |uB − uB0 | +
∞∑
i=0

|uBi
− uBi+1 |.

By applying the p-Poincaré inequality to each term and using the fact that∑
i(21−ir)p(1−β) ≤ Crp(1−β) with a constant depending on β when 0 ≤ β < 1 we 

conclude that there exists a constant C depending only on the dimension d, p, the 
Ap-constant and the choice of β so that

∣∣∣∣∣∣u(y) − 1
w(B)

ˆ

B

udμ

∣∣∣∣∣∣
p

≤ Crp(1−β)Mpβ,diam(B)|∇u|p(y). (2.13)

Consequently, a calculation (with q = p and s = d − qβ) together with equation (2.13)
and the 5-covering theorem gives the following standard estimate in the unweighted case 
w = 1.
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Lemma 2.14. Let 0 < s ≤ d, 1 ≤ q < ∞ be such that d − s < q ≤ d. There exists 
a constant C depending only on q, d, s so that the following holds. If u ∈ W 1,q

loc (Rd), 
B = B(x, r) ⊂ Rd and λ > 0 then

Hs
∞

⎛
⎝
⎧⎨
⎩y ∈ B :

∣∣∣∣∣∣u(y) − 1
|B|

ˆ

B

udx

∣∣∣∣∣∣ > λ

⎫⎬
⎭
⎞
⎠ ≤ C

rq+s−d

λq

ˆ

2B

|∇u|qdx.

3. Radial limits

In this section, we will prove Theorem 1.4, Proposition 1.5 and Theorem 1.8.

Lemma 3.1. Let w ∈ Ap(Rd) where 1 ≤ p < ∞ and d ≥ 2. If Rp(w) < ∞, then for every 
u ∈ Ẇ 1,p(Rd, w), there exists a constant c ∈ R only depending on u such that

lim
t→∞

u(tξ) exists and equals to c for Hd−1-a.e. ξ ∈ Sd−1.

Proof. Let Ai := B(0, 2i+1) \B(0, 2i), i ∈ N. We have −́
Ai

w
1

1−p dx ≈
(
−́
Ai

wdx
)1/(1−p)

≈

(2i)
−d
1−pw

1
1−p (Ai) if p > 1, and ‖w−1‖L∞(Ai) ≈

(
−́
Ai

wdx
)−1

≈ (2i)dw−1(Ai) because 

w ∈ Ap(Rd). It follows that
ˆ

Rd\B(0,1)

|x|
p(d−1)
1−p w

1
1−p (x)dx ≈

∑
i∈N

(2i)
p(d−1)
1−p +d −

ˆ

Ai

w
1

1−p (x)dx

≈
∑
i∈N

(2i)
p

p−1w
1

1−p (Ai) = Rp(w)

if p > 1, and

‖|x|1−dw−1(x)‖L∞(Rd\B(0,1)) = sup
i∈N

‖|x|1−dw−1(x)‖L∞(Ai) ≈ sup
i∈N

2iw−1(Ai) = R1(w).

By the Hölder inequality, we obtain from these estimates that

ˆ

Sd−1

∞̂

1

|∇u|(rξ)drdHd−1(ξ) � ‖∇u‖Lp(Rd\B(0,1),w) max{Rp(w)
p−1
p ,R1(w)}. (3.2)

Our assumption that Rp(w) < ∞ implies that the right-hand side is finite. Hence, by 
the Fubini theorem, it follows that 

´∞
1 |∇u|(rξ)dr < ∞ for Hd−1-a.e. ξ ∈ Sd−1. Conse-

quently, limr→∞ u(rξ) exists for Hd−1-a.e. ξ ∈ Sd−1 because u is absolutely continuous 
for a.e. radial curve by Lemma 2.8.

It suffices to show the uniqueness of limt→∞ u(tξ) for Hd−1-a.e. ξ ∈ Sd−1. We argue 
by contradiction and assume that two different limits are attained through two subsets 
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of Sd−1 of positive measure. By a simple measure theoretic argument, adding a suitable 
constant to u and finally by multiplying c by another suitable constant, we may assume 
that there are subsets E and F of Sd−1 such that⎧⎪⎪⎨

⎪⎪⎩
Hd−1(E) ≥ δ,Hd−1(F ) ≥ δ,

u(rξ) ≥ 1 for all r ≥ r0 and ξ ∈ E,

u(rξ) ≤ 0 for all r ≥ r0 and ξ ∈ F

(3.3)

for some δ > 0 and some r0 < ∞. Let j ∈ N with 2j ≥ r0. We define Ej = {(rξ) : r ∈
[2j , 2j+1), ξ ∈ E} and Fj = {(rξ) : r ∈ [2j , 2j+1), ξ ∈ F}. Obviously, u|Ej

≥ 1 and u|Fj
≤

0. We split our argument into two cases depending on whether or not there are points x in 
Ej and y in Fj so that neither |u(x) −uB(x,2j−2)| nor |u(y) −uB(y,2j−2)| exceeds 1/5. If such 
points can be found, then 1 ≤ |u(x) −u(y)| ≤ 1/5 +|uB(x,2j−2)−uB(y,2j−2)| +1/5 and hence 
3
5 ≤ |uB(x,2j−2) − uB(y,2j−2)|. One can clearly find balls {Bi}Mi=1 with radius 2j−2 and 
center in B(0, 2j+1) \B(0, 2j), with M only depending on d, such that B1 = B(x, 2j−2), 
BM = B(y, 2j−2), and Bi ∩Bi+1 contains a ball with radius 2j−2/100. By doubling and 
the p-Poincaré inequality, it follows that

3
5 ≤ |uB(x,2j−2) − uB(y,2j−2)| �

M∑
i=1

2j−2

⎛
⎝ −
ˆ

Bi

|∇u|pdμ

⎞
⎠

1
p

� 2j

⎛
⎜⎝ −

ˆ

B(0,2j+2)\B(0,2j−1)

|∇u|pdμ

⎞
⎟⎠

1
p

. (3.4)

The second alternative, by symmetry, is that for all points x in Ej we have that 1/5 ≤
|u(x) − uB(x,2j−2)|. Since almost every x is a Lebesgue point (with respect to μ) of u by 
the Lebesgue differentiation theorem, we have by (2.13) the estimate

1/5 ≤ |u(x) − uB(x,2j−2)| � 2j−2M1/p
0,2j−1 |∇u|p(x).

By Theorem 2.10 applied to the zero extension of |∇u|p to the exterior of B(0, 2j+2) \
B(0, 2j−1), we obtain that

w(Ej) ≤ C2jp
ˆ

B(0,2j+2)\B(0,2j−1)

|∇u|pdμ.

Combining this with (3.4) gives

min{w(Ej), w(Fj)} � 2jp
ˆ

j+2 j−1

|∇u|pdμ.

B(0,2 )\B(0,2 )
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Analogously to the argument for (3.2), Hölder’s inequality together with Rp(w) < ∞
yields, for all j with 2j ≥ r0, the estimates

2jHd−1(E) =
ˆ

E

2j+1ˆ

2j

drdHd−1 � w1/p(Ej) and

2jHd−1(F ) =
ˆ

E

2j+1ˆ

2j

drdHd−1 � w1/p(Fj).

Therefore, we obtain that

min{(Hd−1(E))p, (Hd−1(F ))p} �
ˆ

B(0,2j+2)\B(0,2j−1)

|∇u|pdμ → 0 as j → ∞

which contradicts (3.3). The claim follows. �
Lemma 3.5. Under the assumption of Lemma 3.1, the constant c satisfies both

ˆ

Sd−1

|u(rξ) − c|dHd−1(ξ) � ‖∇u‖Lp(Rd\B(0,r),w) and

−
ˆ

B(0,r)\B(0,r/2)

|u(x) − c|dx � ‖∇u‖Lp(Rd\B(0,r/2),w)

for each r > 0 and for every u ∈ Ẇ 1,p(Rd, w).

Proof. Since u is absolutely continuous on almost every radial line by Lemma 2.8, in-
equality (3.2) yields that, for each r > 0,

ˆ

Sd−1

|u(rξ) − c|dHd−1(ξ) ≤
ˆ

Sd−1

∞̂

r

|∇u|(rξ)drdHd−1(ξ)

≤ ‖∇u‖Lp(Rd\B(0,r),w)Rp(w)
p−1
p ,

if p > 1, and one obtains the same bound with R1(w) replacing Rp(w)
p−1
p if p = 1. It 

follows that for each r > 0,

−
ˆ

B(0,r)\B(0,r/2)

|u(x) − c|dx ≤ 1
|B(0, r) \B(0, r/2)|

⎛
⎜⎝

rˆ

r/2

sd−1ds

⎞
⎟⎠

× sup
r/2≤s≤r

ˆ
|u(sξ) − c|dHd−1(ξ)
Sd−1
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� sup
r/2≤s≤r

ˆ

Sd−1

|u(sξ) − c|dHd−1(ξ) � ‖∇u‖Lp(Rd\B(0,r/2),w).

The claim follows. �
By the doubling property of Muckenhoupt weights, the estimates from Lemma 3.5

yield the following corollary.

Corollary 3.6. Let 1 ≤ p < ∞ and let w ∈ Ap(Rd). If Rp(w) < ∞, then for every 
u ∈ Ẇ 1,p(Rd, w) there exists a constant c such that

lim
r→∞

−
ˆ

Sd−1

|u(rξ) − c|dHd−1(ξ) = lim
t→∞

−
ˆ

B(0,t)\B(0,t/2)

|u(x) − c|dx

= lim
|x|→∞

−
ˆ

B(x,|x|/2)

|u(y) − c|dy = 0

and

lim
r→∞

−
ˆ

Sd−1

u(rξ)dHd−1(ξ) = lim
t→∞

−
ˆ

B(0,t)\B(0,t/2)

u(x)dx = lim
|x|→∞

−
ˆ

B(x,|x|/2)

u(y)dy = c.

Lemma 3.7. Let 1 ≤ p < ∞ and let w ∈ Ap(Rd). If Rp(w) = ∞, then there exists 
u ∈ Ẇ 1,p(Rd, w) such that lim|x|→∞ u(x) ≡ ∞.

Proof. Let Ai := B(0, 2i+1) \B(0, 2i), i ∈ N.
Since Rp(w) = ∞, depending on the value of p, there exists a sequence {ak}k∈N or 

{bk}k∈N with ak < ak+1, bk < bk+1, limk→∞ ak = limk→∞ bk = ∞ such that

ak+1∑
i=ak

(2i)
p

p−1w
1

1−p (Ai) > 2k if p > 1 and 2bkw−1(Abk) > 2k if p = 1. (3.8)

Let

gp(x) =
∞∑
k=1

(
ak+1∑
i=ak

(2i)
1

p−1w
1

1−p (Ai)∑ak+1
i=ak

(2i)
p

p−1w
1

1−p (Ai)
χAi

(x)
)

if p > 1, and

g1(x) =
∞∑
k=1

2−bkχAbk
(x).

We define u(x) := inf
´
γ0,x

gpds for x ∈ Rd where the infimum is taken over all rectifiable 
curves γ0,x connecting the origin 0 and x. Then u is locally Lipschitz and |∇u| ≤ gp
almost everywhere with respect to the Lebesgue measure and consequently also μ-a.e. 
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Let N be arbitrary. By a similar argument as in [18,21,19], we have that for all x ∈ Rd

with |x| = N ,

u(x) = inf
γ0,x

∑
2ak+1≤N

ak+1∑
i=ak

(2i)
1

p−1w
1

1−p (Ai)∑ak+1
i=ak

(2i)
p

p−1w
1

1−p (Ai)

ˆ

γ0,x∩Ai

ds

�
∑

2ak+1≤N

ak+1∑
i=ak

(2i)
1

p−1w
1

1−p (Ai)∑ak+1
i=ak

(2i)
p

p−1w
1

1−p (Ai)
2i � N

if p > 1, and that u(x) = infγ0,x

´
γ0,x

g1ds = infγ0,x

∑
2bk≤N 2−bk

´
γ0,x∩Abk

ds �∑
2bk≤N 2−bk2bk � N . Hence lim|x|→∞ u(x) = ∞. It suffices to prove that gp ∈

Lp(Rd, w). Using (3.8), we have that

ˆ

Rd

gppdμ =
∞∑
k=1

ak+1∑
i=ak

ˆ

Ai

(
(2i)

1
p−1w

1
1−p (Ai)∑ak+1

i=ak
(2i)

p
p−1w

1
1−p (Ai)

)p

dμ

=
∞∑
k=1

1(∑ak+1
i=ak

(2i)
p

p−1w
1

1−p (Ai)
)p−1 ≤

∞∑
k=1

1
2k(p−1)

if p > 1, and that 
´
Rd g1dμ =

∑∞
k=1

´
Abk

2−bkdμ =
∑

k=1 2−bkw(Abk) ≤
∑∞

k=1
1
2k . Then 

gp ∈ Lp(Rd, w). The claim follows. �
Proof of Theorem 1.4. The implication (1) ⇒ (2) is given by Theorem 1.8 and 
Lemma 3.7. Furthermore, the implication (2) ⇒ (1) is trivial. �
Proof of Proposition 1.5. The claim follows because the existence of each of these limits 
is equivalent to Rp(w) < ∞ by Corollary 3.6 and Lemma 3.7. �
Proof of Theorem 1.8. The implication (1) ⇒ (2) is given by Lemma 3.1 and the impli-
cation (2) ⇒ (1) by Lemma 3.7.

The last claim is given by Lemma 3.5. �
4. Counter-examples

Our counter-examples will involve the construction of certain bump-functions. We will 
need the following explicit Ap-weights.

Example 4.1. Let q, p ∈ [1, d) with q ≤ p. Further fix α ∈ [0, (d − 1)(q− 1)), β ∈ [0, d − p)
when q > 1 and let α = 0, β ∈ [0, d − 1) for q = 1. Set

w(x, t) =
{

2−(α+β)i−1(1 + |x|α) if 2i ≤ t ≤ 2i+1, |x| ≤ 2i, i ∈ N
⋃
{0};

min{|(x, t)|−β , 1} otherwise.
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Then w ∈ Aq(Rd) and Rp(w) < ∞.

Proof. Since 0 < w(x, t) ≤ 1, we have that w ∈ L1
loc(Rd). Fix a ball B = B((y, s), r) ⊂

Rd. Since the necessary computations in what follows are rather technical, we only sketch 
the main points and leave the details to the reader. A simple case study gives

−
ˆ

B

wdx ≤ sup
(x,t)∈B

w(x, t) �

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

min(1, r−β) if r ≥ |(y, s)|/2;
min(1, |(y, s)|−β) if r ≤ |(y, s)|/2, s ≤ 1;
|(y, s)|−β if r ≤ |(y, s)|/2, |y| ≥ s, s ≥ 1;
|(y, s)|−βs−α(|y| + r)α if r ≤ |(y, s)|/2, |y| ≤ s, s ≥ 1.

We continue by estimating

I =

⎛
⎝ 1
|B|

ˆ

B

w− 1
q−1 (x)dx

⎞
⎠

q−1

in the case 1 < p < d. Again, one applies a case study. We begin with some pointwise 
estimates for w− 1

q−1 .

A: When |(x, t)| ≤ 1, we have w(x, t) = w− 1
q−1 (x, t) = 1.

B: When |x| ≤ t and t ∈ [2i, 2i+1] for some i ≥ 0, we use the bound w(x, t) �
2|x|αt−β−α.

C: When |x| ≥ t and t ≥ 2 or when t ∈ [0, 2], we use the bound w(x, t) =
min{|(x, t)|−β , 1}.

We consider four different cases to estimate I, depending on the location of the center 
(y, s) and the radius r of the ball B.

(1) If r ≥ |(y, s)|/2, then B((y, s), r) ⊂ B((0, 0), 4r). To estimate I from above, it suffices 
to replace B((y, s), r) with B((0, 0), 4r). Divide the integration over B((0, 0), 4r) to 
regions where A, B, C apply. Observe that

ˆ

{x∈Rd−1:r/2≤|x|≤r}

|x|
−α
q−1 dx � rd−1− α

q−1

holds whenever α ∈ [0, (d − 1)(q− 1)). Consequently, by Fubini’s theorem, whenever 
r > 0

ˆ
w

−α
q−1 (x, t)dx � rd−

α
q−1+ β+α

q−1 .
B(0,4r)
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This bound together with the bounds from A, B, C can be used to conclude that 
I � max(1, rβ).

(2) The case r ≤ |(y, s)|/2 and s ≤ 1: From the definition of w and the bound C one 
obtains inf(x,t)∈B w(x, t) � min{1, |(y, s)|−β}. Thus, I � max{1, |(y, s)|β}.

(3) If r ≤ |(y, s)|/2, |y| ≥ s and s ≥ 1: In this case one can use bounds B and C to show 
that inf(x,t)∈B w(x, t) � min{|(y, s)|−β , 1}. Thus, I � |(y, s)|β .

(4) If r ≤ |(y, s)|/2 and |y| ≤ s and s ≥ 1: Divide the integral 
´
B
w− 1

q−1 (x, t)dx to 
integrals over the regions with 2k ≤ t < 2k+1 for k ∈ N, and possibly a portion 
with |t| ≤ 1. For the first set use estimate A and for the latter use C. Integrating, 
with a similar bound as in case (1), and adding the obtained bounds again yields 
the estimate I � |(y, s)|β .

By combining the cases (1)–(4) with the estimate on the integral average of w from 
the beginning of our proof we conclude that w ∈ Aq(Rd). Towards Rp(w) < ∞, let 
Ak = {(x, t) : 2k < |(x, t)| ≤ 2k+1}. We have that w(Ak) � 2k(d−β). Hence

Rp(w) =
∑
k∈N

(2k)
p

p−1w
1

1−p (Ak) �
∞∑
k=0

2
kp
p−1 2

(β−d)k
p−1 < ∞

since β < d − p.
When p = 1, we must have α = 0, and it is direct to establish the inequality in 

(2.2) by estimating the minimum of w in B. The estimate for R1 follows directly by the 
restriction β ∈ [0, d − 1) and the definition in (1.7). �

Using these weights we can find examples of weighted Sobolev functions, which lack 
vertical limits – even in a rough and average sense. In what follows, cubes in Rd will be 
written as Q = Q(x, �(Q)) =

∏d
i=1[xi − �(Q)/2, xi + �(Q)/2], where �(Q) > 0 is the edge 

length of Q and x = (x1, . . . , xd) ∈ Rd is the center of the cube. We will say the cube is 
centered at x. If Q = Q(x, �(Q)), then, for a > 0, aQ = Q(x, a�(Q)) is the cube with the 
same center and of edge length a�(Q). If (Qi)i∈N is a sequence of cubes, we say that Qi

go to infinity, or Qi → ∞, if for any R > 0, there is a N ∈ N so that Qi ∩ B(0, R) = ∅
for all i ≥ N .

We introduce a bump-function associated to a cube Q. Let ψ : R → R be a function 
given by ψ(x) = min(1, max(0, 1 − 2|x|)). Given a cube Q = Q(x, �(Q)), define ψQ(y) =∏d

i=1 ψ((yi − xi)/�(Q)), where y = (y1, . . . , yd) ∈ Rd. Then ψQ is 2d�(Q)−1-Lipschitz, 
ψQ(x) = 0 for x /∈ Q and ψQ(x) = 1 for x ∈ 1

2Q.

Example 4.2. Suppose that p ∈ [1, ∞). There exists a weight w ∈ Ap(Rd) with Rp(w) <
∞ and a function u ∈ W 1,p(Rd, w) and a sequence of cubes (Qi)i∈N with Qi → ∞, 
lim infi→∞ �(Qi) > 0, so that limi→∞ uQi

does not exist.
Indeed if w ∈ Ap(Rd) is a weight for which there exists a sequence of cubes Qi with
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(1) Qi → ∞,
(2) lim infi→∞ �(Qi) > 0,
(3) lim infi→∞ w(Qi) = 0,

then, there exists u ∈ W 1,p(Rd, w) so that limi→∞ uQi
does not exist. Further, if we 

have that Qi = Q × [ni, ni +1] for some increasing sequence (ni)i∈N , then limt→∞ u(x, t)
does not exist for any x ∈ Q.

Proof. We first prove the second claim. Assume that a weight w ∈ Ap and cubes Qi, 
with i ∈ N, exist as in the claim.

Pick a δ with 0 < δ < lim infi→∞ �(Qi). By passing to a subsequence, we may assume 
that w(Qi) ≤ 1

i2 , that 2Qi are pairwise disjoint and that �(Qi) ≥ δ for all i ∈ N. Set 
u(x) =

∑∞
i=1 ψQ2i . Then u is 3d

δ -Lipschitz and |∇u| ≤
∑∞

i=1
3d
δ 1Q2i .

Since w is doubling, we have lim infi→∞ uQ2i > 0, but limi→∞ uQ2i+1 = 0. Therefore, 
the limit does not exist. If Qi = Q × [ni, ni + 1], then u(x, t) = 1 whenever x ∈ Q and 
t ∈ [n2i, n2i + 1], and u(x, t) = 0 whenever x ∈ Q and t ∈ [n2i+1, n2i+1 + 1]. Thus, the 
limit limt→∞ u(x, t) does not exist for any x ∈ Q.

Next, we show that there exists a weight w ∈ Ap(Rd) and cubes Qi, with i ∈ N, with 
properties (1) − (3). This proves the first claim of the example. The existence is given 
by Example 4.1 with β > 0. For that example, and any sequence Qi → ∞, we have 
limi→∞ w(Qi) = 0. Hence, for any sequence of cubes of edge lengths bounded away from 
zero that tends to infinity one can find a Sobolev function for which the averages do not 
converge. �

The previous examples justify the assumption inf�(Q)=1 w(Q) > 0. This assumption 
together with Rp(w) < ∞ and w ∈ Ap(Rd) suffices for rough limits to exist; see Theo-
rem 1.11. However, for vertical limits, e.g. Theorem 1.14, we need further assumptions, as 
the following example indicates. The idea is to place smaller jumps ψQi

with diameters 
going to zero.

Before presenting the example, we need the following lemma which collects the crucial 
feature of our construction.

Lemma 4.3. Suppose that p ∈ [1, ∞) and that w ∈ L1
loc(Rd) satisfies the following. There 

is a sequence of cubes Qi with edge lengths �i = �(Qi) ≤ 1 so that

(1) d(Qi, Qj) := inf{|x − y| : x ∈ Qi, y ∈ Qj} ≥ 1, for distinct i, j ∈ N;
(2) For each x /∈

⋃
i∈N Qi, we have w(x) = 1;

(3) For each i ∈ N, the weight wi defined by wi = w1Qi
+ 1Rd\Qi

belongs to Ap(Rd), 
with Ap-constant C (independent of i).

Then w ∈ Ap(Rd).
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Proof. Recall that the Ap-conditions (2.1) and (2.2) involve estimates for balls B =
B(x, r).

First, by Theorem 2.5, there exists a constant D so that for every i ∈ N the weight 
wi is D-doubling. If Q̂i is a cube obtained from Qi by reflecting it through one of its 
faces, then

wi(Qi) � wi(Q̂i) ≤ �di . (4.4)

By the Ap-condition for each wi, we also have when p > 1 the estimate

⎛
⎝ 1
|Qi|

ˆ

Qi

w
1

1−p

i

⎞
⎠

p−1

� 1. (4.5)

When p = 1, we get w(y) � 1 for a.e. y ∈ Qi. There are now two cases to consider in 
verifying the Ap-conditions for w.

(1) If B ∩Qi �= ∅ for at most one i ∈ N, then w|B = wi|B , and the Ap-condition follows 
from that of wi.

(2) If B ∩ Qi �= ∅ for more than one i ∈ N, then by the separation condition r ≥ 2−1. 
Let I ⊂ N be the set of those indices i for which B ∩Qi �= ∅. Since �i ≤ 1, we have 
Qi ⊂ 2(1 +

√
d)B for each i ∈ I. Thus (4.4) and the properties of w give

1
|B|

ˆ

B

wdx ≤ 1
|B|

ˆ

Q\
⋃

i∈N Qi

1dx + 1
|B|
∑
i∈I

w(Qi) � 1. (4.6)

When p > 1, we argue similarly, using (4.5) instead of (4.4) to conclude that

1
|B|

ˆ

B

w
1

1−p dx ≤ 1
|B|

ˆ

2B\
⋃

i∈N Qi

1dx + 1
|B|
∑
i∈I

ˆ

Qi

w
1

1−p � 1.

The desired inequality follows. When p = 1, we have w(y) ≥ 1 for y /∈ Qi, and 
w(y) ≥ wi(y) � 1 when y ∈ Qi. In either case, we obtain the Ap-conditions via 
(4.6). �

In the following, notice that p+d−1
d < p whenever both p > 1 and d ≥ 2 hold.

Example 4.7. For all q, p ∈ (1, d) with p+d−1
d < q ≤ p, there exists w ∈ Aq(Rd) which 

satisfies

inf w(Q) > 0,

�(Q)=1
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which has Rp(w) < ∞ and which satisfies the following. There exists a function u ∈
Ẇ 1,p(Rd, w) so that for a.e. x ∈ Rd−1 the limit limt→∞ u(x, t) fails to exist.

Proof. First, we construct a sequence of “small” cubes {Q̂i}i∈N in Rd with �(Q̂i) ≤ 1/2, 
of pairwise distance at least 2, with limi→∞ �(Q̂i) = 0, Q̂i → ∞, and so that their 
projections cover a.e. point of Rd−1 infinitely often.3 Then, we construct a weight w ∈
Ap(Rd) with Rp(w) < ∞ and

∞∑
i=1

w(2Q̂i)�(Q̂i)−p < ∞. (4.8)

The function u =
∑∞

i=1 ψ2Q̂i
will then serve as the desired counter-example.

Consider the Gaussian probability measure P on Rd−1 given by dP = e−
|x|2
2

(2π)
d−1
2

dx. 

Let �n = 1
2n

1
d−1

. Choose a random sequence {xi}i∈N so that each xi ∈ Rd−1 is chosen 

independently and with distribution P . Define x̂i = (xi, 4i) ∈ Rd. A straightforward 
calculation using Borel-Cantelli shows that, almost surely, the cubes Q̂i = Q(x̂i, �i)
satisfy the property that a.e. x ∈ Rd−1 is covered by infinitely many of the projections 
onto Rd−1 of Q̂i.

Next, let

w(x) = min{1, inf
i∈N

|x− x̂i|α}

and fix α ∈ (p − 1, d(q − 1)), which is possible since p−1
d < q − 1. Since for any x ∈ Rd

the only terms contributing to the infimum come from those x̂i that are contained in 
B(x, 1), it is straightforward to show that the latter infimum is actually a minimum.

First, that w ∈ Aq(Rd) follows from Lemma 4.3 using the cubes Qi = Q(x̂i, 1) since 
α ∈ [0, d(q− 1)). In this case, a fairly direct and classical calculation shows that wi(x) =
min(1, |x − x̂i|α) is an Ap-weight with constant independent of i ∈ N. The Ap-conditions 
for wi can be verified via a case study involving integration over polar coordinates.

Also, for Ak = {x ∈ Rd : 2−k < |x| ≤ 2k+1}, we have w(Ak) � 2kd. Thus, the 
requirement Rp(w) < ∞ follows from the definition.

The condition

inf
�(Q)=1

w(Q) > 0

follows from the observation that each cube Q with �(Q) = 1, we have w ≥ 8−α for at 
least half of the volume of Q, since Q can intersect at most one ball B(x̂i, 1/8). This ball 
can cover at most a half of the volume, and outside it w ≥ 8−α.

3 With some more work, one could also construct a sequence of cubes Qi so that every x would be covered 
by the projections of Qi for infinitely many i ∈ N.
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Finally, we verify (4.8):

∞∑
i=1

w(2Q̂i)�(Q̂i)−p �
∞∑
i=1

�(Q̂i)α+d�(Q̂i)−p �
∞∑
i=1

1
i
d+α−p

d−1
< ∞, (4.9)

since α + d − p > d − 1 holds whenever α > p − 1. �
We close this section with an example of a product weight wP , and of a radial weight 

wR, for which radial limits exist but no vertical limits exist.

Example 4.10. Suppose that p ∈ [1, d). Let wP (x, y) = min(1, y−α), α ∈ (0, min(1, d −p)), 
and wR(x) = min(1, |x|−α) with α ∈ (0, d − p). Then, Rp(w) < ∞ for w ∈ {wP , wR}, 
and there exists a u ∈ Ẇ 1,p(Rd, w) so that for all x ∈ Rd−1 the limit limt→∞ u(x, t) fails 
to exist.

Proof. The weights wP and wR are in Ap(Rd) for all α ∈ (0, 1) and α ∈ (0, d), respec-
tively; see e.g. the proof of [8, Theorem 1.1.]. Next, wP (Ak) ∼ wR(Ak) ∼ 2k(d−α), where 
Ak = {x ∈ Rd : 2k ≤ |x| ≤ 2k+1}. Thus, by definition, whenever d − α > p, we have 
Rp(w) < ∞.

Choose β ∈ (0, min(α/(d + p), 1)). Let Qi = Q((0, 2i), 2βi) for i ≥ 2, and let u =∑∞
i=2 ψ2Qi

. Then 
´
Rd |∇u|pwdx �

∑∞
i=1 2β(d+p)i2−αi. Since every x ∈ Rd−1 belongs to 

all but finitely many of the projections of Qi, we have that no vertical limit exists for 
u. �
5. Vertical limits

In this section, we discuss the case for vertical limits. We will divide this into four 
parts: first rough averages, then pointwise limits and finally the cases of product and 
radial weights.

5.1. Rough averages

Before embarking on the proof we record a conclusion regarding rough average lim-
its.

Lemma 5.1. Let C > 2 and p ∈ [1, ∞). Let Qi = Q(xi, �i) be a sequence of cubes with 
Qi → ∞ and so that 

√
d�i/2 ≤ |xi| ≤ C�i. If Rp(w) < ∞, then for all u ∈ Ẇ 1,p(Rd, w)

we have

lim
i→∞

uQi
= c

where c is the unique almost sure finite radial limit of u.
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Proof. There exist constants C1 > 0, C2 > 0 independent of i ∈ N such that Qi ⊂ Ãi

where Ãi := {x ∈ Rd : C1�i ≤ |x| ≤ C2�i}. Then there is a constant C > 0 such that

|uÃi
− uQi

| � C�i

⎛
⎜⎝ −
ˆ

Ãi

|∇u|pdμ

⎞
⎟⎠

1
p

= C
�i

w(Ãi)
1
p

⎛
⎜⎝ˆ

Ãi

|∇u|pdμ

⎞
⎟⎠

1
p

.

Here we use the uniform p-Poincaré inequality as in [14] for the John domains Ãi.
Note that Rp(w) < ∞, Ãi ⊂ {x ∈ Rd : |x| ≥ C1�i} and limi→∞ �i = ∞. Then, 

limi→∞ li/w
1
p (Ãi) = 0 by a similar argument as in the proof of Lemma 3.1. This, together 

with the fact that |∇u| ∈ Lp(Rd, w), shows that the right-hand side converges to 0 when 
i → ∞. That is, limi→∞ |uÃi

− uQi
| = 0. It thus suffices to prove that limi→∞ uÃi

= c.
Fix next an ε > 0. By Lemma 3.1, for a.e. ξ ∈ Sd−1, we have limr→∞ u(rξ) = c. Then, 

by Egorov, there exists a set F ⊂ Sd−1 with Hd−1(F ) ≥ Hd−1(Sd−1)
2 and an i0 so that 

for all i ≥ i0 and for all r ∈ [�i/2, 2C�i] and all ξ ∈ F we have |u(ξr) − c| ≤ ε.
Define a sequence of sets by Ei = {rξ : r ∈ [�i/2, 2C�i], ξ ∈ F} and notice that 

Ei0 ⊂ Ãi0 by construction. Then, Hd(Ei) ≥ 2−1Hd(Ãi). Since w ∈ Ap(Rd), Hölder’s 
inequality implies that there exists a constant δ > 0 so that w(Ei) ≥ δw(Ãi) for all 
i ∈ N with i ≥ i0; see [25, Chapter V] for details.

In particular, the p-Poincaré inequality implies that

|uEi
− uÃi

| �δ C�i

⎛
⎜⎝ −
ˆ

Ãi

|∇u|pdμ

⎞
⎟⎠

1
p

= C
�i

w(Ãi)
1
p

⎛
⎜⎝ˆ

Ãi

|∇u|pdμ

⎞
⎟⎠

1
p

.

Again, we obtain that limi→∞ |uEi
− uÃi

| = 0. However, |uEi
− c| ≤ ε for all i ≥ i0. 

Thus,

lim sup
i→∞

|uÃi
− c| ≤ ε.

Since ε > 0 is arbitrary, the claim follows. �
Remark 5.2. Let a ∈ Rd, and define the translated weight wa(y) := w(y − a). The 
quantity Rp(w) is not translation invariant, and thus Rp(w) may be different from 
Rp(wa). However, these quantities are comparable, since w is a doubling weight by 
Theorem 2.5. Indeed, let Ai = {x ∈ Rd : 2i ≤ |x| ≤ 2i+1} and Aa

i = {x ∈ Rd : 2i ≤
|x − a| ≤ 2i+1}. Let i0 ∈ N be chosen so that |a| ≤ 2i0 and i0 ≥ 1. Then, for each 
i ∈ N we have w(Aa

i ) � ci0+5
D w(B(0, 2i+1)) ≥ ci0+5

D w(Ai). From this, and the definition 
of Rp(w) we get a constant Ci0 so that

Rp(wa) ≤ Ci0Rp(w), for all a ∈ B(0, 2i0).
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For the following lemma, we introduce the notion of a half-space. Given t > 0, define 
the half-space Ht = {(x, t) ∈ Rd : t > 0}.

Lemma 5.3. Assume p ∈ [1, ∞). Let w ∈ Ap(Rd) with Rp(w) < ∞. Suppose that u ∈
Ẇ 1,p(Rd, w). Let Q ⊂ Rd−1 be a cube centered at x ∈ Rd−1. Given t > 0, set Q̃ =
Q × [t, t + �(Q)]. If p > 1, then

−
ˆ

Q̃

|u− c|dμ ��(Q) �(Q)

⎛
⎝ ˆ

Ht

|∇u|pwdx

⎞
⎠

1
p

(Rp(w(x,t)))
p−1
p ,

where c is the unique almost sure finite radial limit. When p = 1, the same bound holds 
with R1(w) replacing (Rp(w(x,t)))

p−1
p .

Proof. Let Q0 = Q̃ and Qi = 2iQ × [t + 2i�(Q), t + 2i+1�(Q)] for i ≥ 1. Let Q̂1 =
2Q ×[t, t +2�(Q)] and let Q̂i = 2iQ ×[t +2i−1�(Q), t +2i+1�(Q)] for i ≥ 1. By construction, 
Qi, Qi+1 ⊂ Q̂i+1 for all i ∈ N and Q̂i ⊂ Ht. Also, Q̂i ∩ Q̂j = ∅ when |i − j| ≥ 3.

By the p-Poincaré inequality and doubling, we have

|uQi+1 − uQi
| � �(Q̂i+1)

⎛
⎜⎝ −

ˆ

Q̂i+1

|∇u|pdμ

⎞
⎟⎠

1
p

� 2i�(Q)

⎛
⎜⎝ −

ˆ

Q̂i+1

|∇u|pdμ

⎞
⎟⎠

1
p

.

Recall that limi→∞ uQi
= c, by Lemma 5.1. Thus, summing the previous estimate 

over i and using Hölder’s inequality gives

−
ˆ

Q̃

|u− c|dμ ≤ −
ˆ

Q̃

|u− uQ0 |dμ +
∞∑
i=1

|uQi+1 − uQi
| �

∞∑
i=1

2i�(Q)

⎛
⎜⎝ −

ˆ

Q̂i

|∇u|pwdx

⎞
⎟⎠

1
p

≤ �(Q)
( ∞∑

i=1
2

ip
p−1w(Q̃i)

−1
p−1

) p−1
p

⎛
⎜⎝ ∞∑

i=1

ˆ

Q̂i

|∇u|pdμ

⎞
⎟⎠

1
p

.

The case of p = 1 is similar, but uses the fact that supi∈N �(Q̂i)w(Q̂i)−1 �
R1(w(x,t)). �

Next, we apply these tools to prove the main theorems of this paper.

Proof of Theorem 1.9. Suppose that every u ∈ Ẇ 1,p(Rd, w) has a unique almost sure 
finite vertical limit. If Rp(w) = ∞, then Lemma 3.7 yields a function u ∈ W 1,p(Rd, w)
so that lim|x|→∞ u(x) = ∞. This is a contradiction, and thus Rp(w) < ∞. Suppose that 
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infz∈N w(Q × [z, z+1]) = 0. Then there exists an increasing sequence (ni)i∈N with ni →
∞ so that limi→∞ w(Q × [ni, ni + 1]) = 0. Let Qi = Q × [ni, ni + 1]. Then, Example 4.2
applied to the cubes Qi, gives a function u ∈ W 1,p(Rd, w) so that limt→∞ u(x, t) does 
not exist for any x ∈ Q. Consequently, we must have infz∈N w(Q × [z, z + 1]) > 0. �
Proof of Theorem 1.11. We begin by verifying that (2) implies (1.12). Suppose that 
(1.12) does not hold. Then, there is a sequence Qi → ∞ so that limi→∞ w(Qi) = 0 but 
�(Qi) = 1. By passing to a subsequence, we may assume that Qi are pairwise disjoint 
and that 

∑
i∈N w1/2(Qi) < ∞. Let u =

∑
i∈N

1
w(Qi)1/(2p)ψi, where ψi is a 2-Lipschitz 

function with ψi| 12Qi
= 1 and ψi|Rd\Qi

= 0. Then u ∈ W 1,p(Rd, w) ⊂ Ẇ 1,p(Rd, w). 
However, −́

Qi
udμ ≥ 1

w(Qi)1/(2p) → ∞ as i → ∞, which contradicts (2).
Next, we assume that (1.12) holds.
Fix an R > 0 and a cube Q so that ∞ > �(Q) ≥ δ > 0 and Q ∩B(0, R) = ∅ for some 

constant δ independent of Q. Let Q0 = Q. Form a sequence of pairwise disjoint cubes 
Qn recursively by defining Qn+1 to be the cube centered at a corner vn of Qn which is 
furthest away of the origin, and with twice the edge length. This gives a sequence Qn

with �(Qn) = 2n�(Q) and so that Qn ∩ B(0, R) = ∅, Q0 = Q and Qn ⊂ 10Qn+1 for 
n ∈ N. Let u ∈ Ẇ 1,p(Rd, w).

Let Q̃n ⊂ Qn be the orthant of Qn whose center is furthest away of the origin. Denote 
the center by xQ̃n

. We have �(Q̃n) = �(Qn)/2 and there exists a constant C = C(R, �(Q))
so that Lemma 5.1 is satisfied, that is 

√
d/2�(Q̃n) ≤ |xQ̃n

| ≤ C�(Q̃n) for all integers 
n ≥ 0.

Notice that Rp(w) < ∞. Then, by Lemma 5.1 we get limn→∞ uQ̃n
= c, where c is the 

almost sure radial limit.
Let Qn+1 be the cube with �(Qn+1) ≈ �(Qn) ≈ �(Qn+1) such that Qn, Qn+1 are 

contained in Qn+1, and Qn+1 ∩ Qi = ∅ for all i ∈ N \ {n, n + 1}. Then, we have from 
the p-Poincaré inequality that

|uQn
− uQ̃n

| � 2n�(Q)
w(Qn+1)

1
p

⎛
⎝ ˆ

Qn

|∇u|p(x)w(x)dx

⎞
⎠

1/p

and

|uQn
− uQn+1 | �

2n�(Q)
w(Qn+1)

1
p

⎛
⎜⎝ ˆ

Qn+1

|∇u|p(x)w(x)dx

⎞
⎟⎠

1/p

.

We have 
∑

n∈N

(
2n�(Q)

w(Qn+1)

) p
p−1

< ∞ because Rp(w) < ∞ and by arguments at the 
beginning of Lemma 3.1. Then we get from the first bound and the Hölder inequality 
that
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∑
n∈N

|uQn
− uQ̃n

| �δ

⎛
⎜⎝ ˆ

Rd\B(0,R/100)

|∇u|p(x)w(x)dx

⎞
⎟⎠

1/p

< ∞

which implies that limn→∞ |uQn
− uQ̃n

| = 0. Therefore limn→∞ uQn
= c.

Next, summing the second bound over n we get from the Hölder inequality that

∑
n∈N

|uQn
− uQn+1 | �δ

⎛
⎜⎝ ˆ

Rd\B(0,R/100)

|∇u|p(x)w(x)dx

⎞
⎟⎠

1/p

< ∞.

Thus, by a telescoping sum, we get

|uQ − c| ≤
∑
n∈N

|uQn
− uQn+1 | �δ

⎛
⎜⎝ ˆ

Rd\B(0,R/100)

|∇u|p(x)w(x)dx

⎞
⎟⎠

1/p

.

Now, if R → ∞, the right-hand side converges to zero. If Qi → ∞, for every R > 0, 
we can find a N so that Qi ∩B(0, R) = ∅ for all i ≥ N . This gives limR→∞ uQ = c. The 
proof is complete. �
Remark 5.4. The proof works mostly without modification for the upper half-space Rd×
(0, ∞) and a weight w ∈ Ap(Rd+1). In the first paragraph, we only consider cubes Qi ⊂
Rd × (0, ∞). In the second part, we intersect the annuli {x ∈ Rd+1 : 2i ≤ |x| < 2i+1})
with Rd × (0, ∞) the construction of Q̃n, Qn ensures that the cubes are contained in the 
upper half-space. The integrals in the remaining part of the proof are simply restricted 
to the regions intersected with Rd × (0, ∞).

5.2. Pointwise limits

First, we need an auxiliary result. This is a stronger form of the necessary condition 
in Theorem 1.9.

Lemma 5.5. If w ∈ Ap(Rd) and supt>0 Rp(wt) = ∞, then there is a function u ∈
Ẇ 1,p(Rd, w) so that for no x ∈ B(0̄, 1) ⊂ Rd−1 does the limit limt→∞ u(x, t) exist.

Proof. If Rp(wt) = ∞ for some t > 0, then the claim follows from Lemma 3.7. Thus, 
assume that Rp(wt) < ∞ for each t > 0.

Let Ai(t) := B(O(t), 2i+1) \ B(O(t), 2i) be the translated annulus Ai = B(0, 2i+1) \
B(0, 2i) for the center O(t) = (0, t). Then, wt(Ai) = w(Ai(t)). We have

sup
t>0

Rp(wt) = sup
t>0

∑
(2i)

p
p−1w

1
1−p (Ai(t)) if p > 1, and
i∈N
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sup
t>0

R1(wt) = sup
t>0

sup
i∈N

(
2iw−1(Ai(t))

)
.

Since Rp(wt) < ∞ for each t and supt>0 Rp(wt) = ∞, there is a sequence {tk}k∈N
with tk+1 > tk + 1 such that Rp(wtk) > 2k. Let Lk := tk − tk−1. By Theo-
rem 2.5, w is doubling, and we can show that there exists a constant C > 0 so that 
w(Ai(tk)) ≥ Cw(Ai(tk−1)) when 2i ≥ Lk/4. By passing to a subsequence, we can as-
sume that Rp(wtk) ≥ 2C

1
1−pRp(wtk−1) when p > 1, or R1(wtk) ≥ 2C−1R1(wtk−1) for 

p = 1, for all integers k ≥ 2. Then,

∑
i∈N,2i≥Lk/4

(2i)
p

p−1w
1

1−p (Ai(tk)) ≤ C
1

1−pRp(wtk−1) ≤
1
2Rp(wtk) if p > 1,

and

sup
i∈N,2i≥Lk/4

2iw−1(Ai(t)) ≤ C−1R1(wtk−1) ≤
1
2R1(wtk) if p = 1.

Therefore,

∑
i∈N,2i<Lk/4

(2i)
p

p−1w
1

1−p (Ai(tk)) ≥
1
2Rp(wtk) > 2k−1 if p > 1,

sup
i∈N,2i<Lk/4

2iw−1(Ai(tk)) ≥
1
2R1(wtk) > 2k−1 if p = 1.

For p > 1, define annuli Ak by Ak :=
⋃

i∈N,2i<Lk/4 Ai(tk). If p = 1, let ik be such that 
2ik < Lk and 2ikw−1(Aik(tk)) > 2k−1. In this case, set Ak := Aik(tk). Next, we proceed 
in a similar way as in the proof of Lemma 3.7 and set

gk(x) =
∑

i∈N,2i<Lk/4

(2i)
1

p−1w
1

1−p (Ai(tk))∑
i∈N,2i<Lk/4(2

i)
p

p−1w
1

1−p (Ai)
χAi(tk)(x) if p > 1, and

gk(x) = 2−ikχAk
(x) when p = 1.

By passing to a subsequence, we can ensure that (tk − tk−1)/2 > tk−1 + 2Lk−1 for 
all k ∈ N, which guarantees that the sets Ak are disjoint, and that the point O =
(0, t1 − 4L1) is not contained in any of the balls B(tk, 2Lk), for k ∈ N. Define g =∑∞

k=2 g2k+1. Then, 
´
Rd g

pdμ ≤
∑∞

k=2
´
Rd g

p
2k+1dμ < ∞, since the supports are disjoint. 

Define u(x) = infγ
´
γ
gds where γ is any rectifiable curve connecting O to x. As in the 

proof of Lemma 3.7, we have |∇uk(x)| ≤ g(x) for μ-a.e. x ∈ Rd. Since uk ≤ 1, we have 
uk ∈ Ẇ 1,p(Rd, w).

Next, let Ok = (0, tk). Any curve which connects B(Ok, 1) to O must pass through 
the annulus Ak. On the other hand, if k is odd, there is a rectifiable curve connecting 
B(Ok, 1) to O which does not pass through any Al for l even. Thus
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{
u = 1 on B(O2k+1, 1),
u = 0 on B(O2k, 1).

Then limt→∞ u(x̄, t) does not exist when x̄ ∈ B(0̄, 1) and u ∈ Ẇ 1,p(Rd, w). �
Proof of Theorem 1.13. First, we prove that (1) =⇒ (2). Let Q ⊂ Rd−1 be a cube of 
unit size. It suffices to show that

lim
t→∞,(x̄,t)∈Q×[n,n+1]

|u(x̄, t) − uQ×[n,n+1]| = 0 for Hd−1-a.e. x̄ ∈ Q. (5.6)

Let En = {(x̄, t) ∈ Q × [n, n + 1] : |u(x̄, t) − uQ×[n,n+1]| > an} where {an}n∈N satisfies

an > 0, lim
n→∞,n∈N

an = 0,
∑
n∈N

1
apn

ˆ

Q×[n,n+1]

|∇u|pdμ < ∞.

For every x ∈ En which is a Lebesgue point (with respect to μ) of u, we have that 
an � M1/p

p−α,diam(En)|∇u|p(x) for any 0 < α < p < qd by the p-Poincaré inequality. Let 
LEn be a set of all Lebesgue points (with respect to μ) in En. Notice that infn∈N w(Q ×
[n, n + 1]) > 0. By Theorem 2.12 applied to the zero extension of |∇u| to Q × [n, n + 1], 
we obtain that

Hqd−p+α
∞ (LEn) ≤ Hqd−p+α

∞ ({x ∈ Q× [n, n + 1] : M1/p
p−α,diam(En)u(x) � an})

� 1
apn

ˆ

Q×[n,n+1]

|∇u|pdμ.

Let A∗ be the projection of A ⊂ Rd into Rd−1. Hence Hqd−p+α
∞ (LE) = 0 where LE =⋂

m∈N
⋃

n≥m(LEn)∗ and so Hqd−p+α(LE) = 0. Notice that there is 0 < α < p such that 
qd− p + α ≤ d − 1 because qd− (d − 1) < p. It follows that Hd−1(LE) = 0.

By [12, Theorem 4.4], we have Hqd−p+α(NLμ(u)) = 0, where NLμ(u) is the set of 
non-Lebesgue points of u with respect to the weighted measure μ. Since qd− (d −1) < p, 
Hd−1(

⋃
n∈N En \ LEn) = 0. Therefore, Hd−1(

⋂
m∈N

⋃
n≥|m| E

∗
n) = 0, and hence (5.6)

follows.
Next, we show that (2) =⇒ (1). Assume that every u ∈ Ẇ 1,p(Rd, w) has a unique 

almost sure finite vertical limit. Then, by Lemma 5.5, we obtain supt>0 Rp(wt) < ∞. Fix 
a cube Q ⊂ Rd−1 centered at x and consider Q(t) = Q × [t +�(Q)]. Then, by Lemma 5.3, 
we have

−
ˆ

|u− c|dμ ��(Q) �(Q)

⎛
⎝ ˆ

|∇u|pdμ

⎞
⎠

1
p

(Rp(w(x,t))
p−1
p

Q(t) Ht
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if p > 1 and the same bounds holds with R1(w) replacing (Rp(w(x,t))
p−1
p if p = 1, where 

c is the almost sure radial limit. We have w(x,t) = w
(x,0)
t . Thus Remark 5.2 together 

with supt>0 Rp(wt) < ∞ gives supt>0 Rp(w(x,t)) < ∞. Thus, sending t → ∞, we get 
limt→∞ uQ(t) = c, as claimed. �
Proof of Theorem 1.14. Consider an arbitrary point a ∈ Rd. By inf�(Q)=1 w(Q) > 0, 
p < d and the argument in the second paragraph of the proof of Theorem 1.11, we 
obtain Rp(wa) < C < ∞, with the bound independent of a.

Let Q̃ ⊂ Rd−1 be a cube. Let Q(T ) = Q̃ × [T, T + �(Q̃)] where T > 0. It then 
follows from Lemma 5.3, that limT→∞ uQ(T ) = c, where c is the almost sure radial 
limit. It suffices to show that limt→∞ |u(x, t) − Q(n)| = 0 for Hd−1-a.e. x ∈ Q where 
(x, t) ∈ Q(n), n ∈ N.

Let t = 1
q−1 . We have by the definition of Aq(Rd) that there is a constant L so that

−
ˆ

Q(T )

wdx

⎛
⎜⎝ −

ˆ

Q(T )

w−tdx

⎞
⎟⎠

1/t

≤ L.

Since inf�(Q)=1 w(Q) > 0, and since w is a doubling weight by Theorem 2.5, we get that 
infT∈R w(Q(T )) > 0. Thus, by combining the previous two claims, there is a constant 
M so that for all T > 0 we have

ˆ

Q(T )

w−tdx ≤ M.

Since x → x
x+1 is increasing we have from t < d

p−1 that t
1+tp > d

d−1+pp. Thus, we can 

choose p′ < p and ε > 0 so that dp
d−1+p < 1 + ε < p′ < t

1+tp. A direct calculation shows 
s := p′

p
d−1

d−1−ε > p′

p
d−1

d− dp
d−1+p

= p′ d−1+p
dp > 1.

Notice that p′ > 1 + ε and p > p′. Let τ = t(p − p′)/p′ > 1 and let τ∗ be the Hölder 
conjugate of τ , 1/τ + 1/τ∗ = 1. Using Hölder’s inequality together with s ≥ 1 we get

∞∑
n=1

⎛
⎜⎝ ˆ

Q(n�(Q̃))

|∇u|p′
dx

⎞
⎟⎠

d−1
d−1−ε

≤
∞∑

n=1

⎛
⎜⎝ ˆ

Q(n�(Q̃))

|∇u|pwdx

⎞
⎟⎠

s⎛
⎜⎝ ˆ

Q(n�(Q̃))

w− p′
p−p′ dx

⎞
⎟⎠

(p−p′)(d−1)
p(d−1−ε)

≤ M
(p−p′)(d−1)
τp(d−1−ε) |Q(n)|

(p−p′)(d−1)
τ∗p(d−1−ε)

⎛
⎜⎝ ∞∑

n=1

ˆ

˜

|∇u|pwdx

⎞
⎟⎠

s

Q(n�(Q))
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�

⎛
⎜⎝ ˆ

Q̃×[1,∞)

|∇u|pwdx

⎞
⎟⎠

s

< ∞.

We define the sets Fn,δ = {(x, t) ∈ Q(n) : |u(x, t) −uQ(n)| ≥ δ}. From the definition of 
Hausdorff content, we have the elementary bound Hd−1

∞ (Fn,δ/2) ≤ Hd−1+ε
∞ (Fn,δ/2)

d−1
d−1+ε . 

This, combined with Lemma 2.14 yields

Hd−1
∞ (Fn,δ/2) ≤ Hd−1+ε

∞ (Fn,δ/2)
d−1

d−1+ε

��(Q)

⎛
⎜⎝ ˆ

Q(n)

|∇u|p′
dx

⎞
⎟⎠

d−1
d−1+ε

.

Let F ∗
n,δ be the projection of Fn,δ into Rd−1. Then

Hd−1
∞ (

∞⋃
n=M

F ∗
n,δ) ≤

∞∑
n=M

Hd−1
∞ (Fn,δ/2) �

∞∑
n=M

⎛
⎜⎝ ˆ

Q(n�(Q̃))

|∇u|p′
dx

⎞
⎟⎠

d−1
d−1−ε

< ∞.

Thus, Hn−1
∞ (

⋂∞
M=N

⋃∞
n=M F ∗

n,δ) = 0. �
5.3. Product weights

In the final part of the paper, we discuss the radial and product weight settings, where 
we can give necessary and sufficient conditions.

Let 1 < p < d. For the following proof, we recall that for v ∈ Lp(Rd) the function

Mv(x) = sup
r>0

−
ˆ

B(x,r)

|v(x)|dx

is the Hardy-Littlewood maximal function of v at x ∈ Rd. When w ∈ Ap(Rd), we 
have that M : Lp(Rd, w) → Lp(Rd, w) is bounded, [25, Chapter V]. Further, we need a 
pointwise version of the Poincaré inequality: There exists a constant C so that for almost 
all x, y ∈ Rd and for all u ∈ W 1,1

loc (Rd) we have

|u(x) − u(y)| ≤ Cd(x, y)(M|∇u|(x) + M|∇u|(y)). (5.7)

Proof of Theorem 1.23. First, we assume that supr>0 Rp(wr) < ∞, where wr(x, t) =
w(x, t − r), and establish the existence of vertical limits. From Lemma 5.3, since 
supr>0 Rp(wr) < ∞, we have that the unique almost sure finite radial limit c exists, 
and for any Q ⊂ Rd and any t → ∞ we have limt→∞ −́ |u − c|dμ = 0.
Q×[t,t+�(Q)]
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Fix ε > 0 and a cube Q ⊂ Rd−1. Since w ∈ Ap(Rd), M|∇u| ∈ Lp(Rd, w). Clearly, for 
a.e. x ∈ Q we have w1(x) < ∞. Thus, for almost every x ∈ Q there exists a positive 
constant Tx ∈ (0, ∞) so that

ˆ

t>Tx

|∇u|p + (M|∇u|(x, t))p wdt < ε. (5.8)

Notice that M|∇u| ≥ |∇u| almost everywhere. Since w2 ∈ Ap(R) we get using Hölder’s 
inequality, for almost every x ∈ Q and each t > Tx, that

t+1ˆ

t

|∇u|(x, s)ds ≤
t+1ˆ

t

M|∇u|(x, s)ds ≤ 1
w1(x)w2([t, t + 1])ε

1
p . (5.9)

Let Qn = Q × [n, n + 1] for n ∈ N. By the first paragraph, we have limn→∞ −́
Qn

|u −
c|dμ = 0. By supr>0 Rp(wr) < ∞, and the definition of Rp(w), we have that 
infr>0 w(B((0, r), 2)) � 1. We also get infn∈ w(Qn) = w1(Q) infn∈N w2([n, n + 1]) > 0. 
Thus, infn∈N w2([n, n + 1]) > 0.

Thus, by doubling from Theorem 2.5, we have that infn∈N w(Qn) > 0. Also:

w(Qn ∩ {|u− c| ≥ ε}) ≤
−́
Qn

|u− c|dμ
ε

w(Qn).

Now, for any δ ∈ (0, 1/2), there is an Nδ,Q so that if n ≥ Nδ,Q we have w(Qn∩{|u −c| ≥
ε}) ≤ δw(Qn) < w(Qn). Thus, w(Qn ∩ {|u − c| < ε}) ≥ (1 − δ)w(Qn) ≥ 1

2w(Qn). Since 
infn∈N w(Qn) > 0, and since Qn have disjoint interiors, we get limn→∞ −́

Qn
M|∇u|pdμ =

0. In particular, there is an index N so that for n ≥ N , we have −́
Qn

M|∇u|pdμ ≤ ε. 
Thus, by the Markov inequality, for n ≥ max(N, Nδ,Q), there must exist a point yn ∈
Qn ∩ {|u − c| < ε} so that

M|∇u|(yn) ≤ 2ε1/p and |u(yn) − c| ≤ ε. (5.10)

By equation (5.9) for almost every x, if n ≥ max{Tx}, then there is a value tn,x ∈
[n, n + 1] with

M|∇u|(x, tn,x) ≤
ε

1
p

w1(x)w2([n, n + 1]) . (5.11)

Consider such a x and let t > max{Tx, Nδ,Q, N}. Choose n ≥ max{N, Nδ,Q} so that 
n ≤ t < n + 1. Combining the bounds (5.10), (5.11) and (5.7), we have

|u(yn) − u(x, tn,x)| � Diam (Qn)(M|∇u|(yn) + M|∇u|(x, tn,x))

� ( Diam (Q) + 1 )(ε
1
p /(w1(x)w2(Q)) + 2ε)). (5.12)
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By Lemma 2.8 the function t �→ u(x, t) is absolutely continuous for almost every x
and

|u(x, tn,x) − u(x, t)| ≤
n+1ˆ

n

|∇u|(x, s)ds ≤ 1
w1(x)w2([n, n + 1])ε

1
p . (5.13)

By combining estimates (5.10), (5.13) and (5.12) with the triangle inequality, we 
obtain

|u(x, t) − c| � Diam (Q) + 2
w1(x)w2([n, n + 1])ε

1
p + ( Diam (Q) + 2 )ε.

Since infn∈N w2([n, n + 1]) > 0 and since ε > 0 was arbitrary the existence of vertical 
limits almost everywhere follows.

Finally, the proof for the converse direction follows from Lemma 5.5. By this result, 
if supr>0 Rp(wr) = ∞, there exists a u ∈ Ẇ 1,p(Rd, w) which does not have any vertical 
limits in a set of positive measure. �
5.4. Radial weights

Proof of Theorem 1.22. First, the implication (2) =⇒ (1) is shown by the following 
argument which uses contrapositive and Example 4.2. Indeed, if infr>0

´ r+1
r

v(s)ds = 0, 
then we can find a sequence of ri, so that limj→∞

´ rj+1
rj

v(s)ds = 0 and rj → ∞. Consider 
the cube Q = Q(0, 1) ⊂ Rd−1. Then, by doubling, we can show that limj→∞ w(Q ×
[rj , rj + 1]) = 0. Now, Example 4.2 furnishes a function u without vertical limits for any 
x ∈ Q.

Next, we turn to establish (1) =⇒ (2). This proof is nearly the same as that of 
Theorem 1.23. Similarly to that argument, fix an ε > 0 and a cube Q ⊂ Rd−1. We 
indicate the few differences from this proof.

First, the assumption infr>0
´ r+1
r

v(s)ds > 0 implies inf�(Q)=1 w(Q) > 1 and so 
supt>0 Rp(wt) < ∞. With this addition, the first paragraph of the proof in Theorem 1.23
applies, and limt→∞ −́

Q×[t,t+�(Q)] |u − c|dμ = 0.
By the boundedness of the maximal operator for Muckenhoupt weights, we have 

M|∇u| ∈ Lp(Rd, w). Therefore, for almost every x ∈ Q there exists a Tx > 0 so that
ˆ

t>Tx

|∇u|p + (M|∇u|(x, t))p w(x, t)dt < ε. (5.14)

This bound replaces (5.8) in the proof of Theorem 1.23.
The function v2(t) = v(t1/d) satisfies v2 ∈ Ap(R) by [7] and w(x, t) = v2(

√
|x|2 + t2

d). 
Let t > max{Tx, |x|}, and let s1 =

√
|x|2 + t2

d and s2 =
√
|x|2 + (t + 1)2d. Since v2 ∈

Ap(R), there is a constant C so that
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1
s2 − s1

s2ˆ

s1

v2(s)ds

⎛
⎝ 1
s2 − s1

s2ˆ

s1

v
1

1−p

2 (s)ds

⎞
⎠

1
p−1

≤ C. (5.15)

By a change of variables, t �→
√

|x|2 + t2
d, we get 

´ s2
s1

v2(s)ds � td−1 ´ t+1
t

w(x, s)ds

and 
´ s2
s1

v
1

1−p

2 (s)ds � td−1 ´ t+1
t

w(x, s)
1

1−p ds. We also have s2 − s1 � td−1. Thus, by 
changing the constant C, we get

t+1ˆ

t

w(x, s)ds

⎛
⎝ t+1ˆ

t

w(x, s)
1

1−p ds

⎞
⎠

1
p−1

≤ C. (5.16)

By another change of variables and the assumption, we get a constant δ = δ(x) >
0 so that 

´ t+1
t

w(x, t)dt ≥ δ for all t > 1. Combining this with (5.16) gives (´ t+1
t

w(x, s)
1

1−p ds
) 1

p−1 ≤ Cx for some constant Cx and all t > max{Tx̄, |x̄|, 1}. This, 
together with Hölder’s inequality and estimate (5.14) yields for all t ≥ max{1, |x|, Tx}
that

t+1ˆ

t

|∇u|(x, s)ds ≤
t+1ˆ

t

M|∇u|(x, s)ds ≤ Cxε
1
p . (5.17)

With Cx replacing 1
w1(x)w2(Q) , and with the additional restriction that t > max{1, |x|}

the rest of the proof of Theorem 1.23 applies without further changes. �
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the Occasion of His Seventieth Birthday), in: Trudy Mat. Inst. Steklov., vol. 134, 1975, pp. 124–141, 
409.

[21] Khanh Nguyen, Classification criteria for regular trees, Ann. Fenn. Math. 47 (1) (2022) 3–21.
[22] Tuoc Phan, Weighted Calderón-Zygmund estimates for weak solutions of quasi-linear degenerate 

elliptic equations, Potential Anal. 52 (3) (2020) 393–425.
[23] V.R. Portnov, On the question of the emergence of functions belonging to the space W (1)

p, ν to a 
constant, Dokl. Akad. Nauk SSSR 215 (1974) 550–553.

[24] Vyacheslav S. Rychkov, Littlewood-Paley theory and function spaces with Aloc
p weights, Math. 

Nachr. 224 (2001) 145–180.
[25] Elias M. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatory Integrals, 

Princeton Mathematical Series, vol. 43, Princeton University Press, Princeton, NJ, 1993. With the 
assistance of Timothy S. Murphy, Monographs in Harmonic Analysis, III.

[26] I.M. Tarasova, V.A. Shlyk, Weighted Sobolev spaces, capacities and exceptional sets, Sib. Èlektron. 
Mat. Izv. 17 (2020) 1552–1570.

[27] A.F. Timan, Two examples for S. V. Uspenskĭı’s lemma, Sib. Mat. Zh. 16 (1975) 189–190, 198.
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