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Abstract. Recent neuroimaging evidence has emerged suggesting that
there exists a unique individual-specific functional connectivity pattern
consistent across tasks. The objective of our study is to utilize functional
connectivity patterns to identify an individual using a supervised ma-
chine learning approach. To this end, we use two previously published
data sets that comprises resting-state and task-based fMRI responses.
We use static functional connectivity measures as input to a linear clas-
sifier to evaluate its performance. We additionally extend this analysis
to capture dynamic functional connectivity using two approaches: the
common sliding window approach and the more recent phase synchrony-
based measure. We found that the classification models using dynamic
functional connectivity patterns as input outperform their static analy-
sis counterpart by a significant margin for both data sets. Furthermore,
sliding window-based analysis proved to capture more individual-specific
brain connectivity patterns than phase synchrony measures for resting-
state data while the reverse pattern was observed for the task-based
data set. Upon investigating the effects of feature reduction, we found
that feature elimination significantly improved results upto a point with
near-perfect classification accuracy for the task-based data set while a
gradual decrease in the accuracy was observed for resting-state data set.
The implications of these findings are discussed. The results we have are
promising and present a novel direction to investigate further.

Keywords: fMRI - functional connectivity - classification - variance in-
flation factor - individual differences

1 Introduction

Neuroscience has progressed by leaps and bounds in the past two decades. A
growing interest to understand the structure and function of the brain has re-
sulted in significant advancements in both data acquisition and analyses tech-
niques. Central to one of the most common efforts to decipher brain function is
functional magnetic resonance imaging (fMRI), an indirect measurement of the
neuronal activity.

Recent studies, however, have questioned the effectiveness of fMRI in un-
derstanding brain function and predicting future brain activity (although these
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studies primarily dealt with task based fMRI)[1][2] . Other studies have also
shown that functional networks are dominated by stable individual features inde-
pendent of task [3]. Gratton et al.[3] reported that an individual’s brain network
is dominated by stable group and individual factors while using a static func-
tional connectivity approach(sFC). This would then imply that sFC patterns
would represent an individual’s functional connectivity signature thereby allow-
ing us to identify an individual across tasks. However, it remains to be seen if this
applies in a naturalistic paradigm wherein the participant performs a contiguous
task like movie viewing[7] or music listening[8] thereby emulating real-life expe-
riences. Moreover, Gratton et al. did not investigate individual-specific dynamic
functional connectivity(dFC) patterns. Some of the most common approaches
used are sFC analyses[4], and dFC analyses like Correlation-based Sliding Win-
dow (CSW) analysis [5] and the more recent Instantaneous Phase Synchrony
(IPS) analysis|[6].

The sFC analysis approach involves taking an average of the time series for
region of interest(a voxel or parcel) and using this for further analysis with the
primary assumption that networks are temporally stationary. While this leads
to an ease in result interpretability, the primary problem encountered is the loss
of the temporal dimension shifting the focus entirely to the spatial dimension.

Dynamic functional connectivity, on the other hand, incorporates temporal
fluctuations, a clear improvement over it’s static counterpart. In its most basic
version, the CSW dynamic approach uses a sliding window of a fixed length in
order to capture temporally varying functional networks. IPS is a novel approach
introduced quite recently into fMRI based studies[10]. This method compares the
phase angles for each brain voxel or region (depending on the area of interest)
at every single time point thus providing the same temporal resolution as the
original fMRI data. Another study has found CSW and IPS to convey compa-
rable information[11], where IPS is preferred as it foregoes the need to select
appropriate window length and overlap required for CSW. It remains to be seen
as to which of these techniques captures individual-specific information better.

The main objective of our study is to identify individuals based on their
functional connectivity patterns. To this end, we try to glean a functional sig-
nature from their sFC and the two dFC approaches. Subsequently, we compare
the classification accuracy so as to determine the stronger approach. In order to
assess the external validity of the proposed classification approach, we use two
different datasets. Building on that, we have performed experiments to identify
individuals based on their fMRI scans using 2 different data sets. One, a passive
task based music listening data set(part of ”Tunteet” data set), and the other a
resting state data set(part of HCP data set). The passive music listening task is
part of the naturalistic paradigm, so as to emulate real-life listening situations in
addition to being comparable to resting-state while performing the task (music
listening). This would help us in understanding whether a unique FC signature
exists for a participant and whether it can be replicated over time. As far as we
know, this is the first study to attempt identifying participants based on their
intrinsic static and dynamic functional connectivity signatures.
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2 Methods

The study was performed on two different data sets which were previously used
in already published research papers. The first one, part of the data sets uploaded
in the ”Human Connectome Project”, is a resting state data set[14] (henceforth
referred to as the ”HCP data set”). The second one, part of ” Tunteet” data set, is
a passive task based music listening data set[12, 13] (henceforth referred to as the
"musical data set”). Both the data sets were chosen for their difference between
each other and their history of being used previously in published studies.

2.1 Data Set Specification

HCP data set: This data set consists of resting state fMRIs of 40 random
participants from the much larger HCP1200 Young Adult data set[14] so as to
keep it comparable to the musical data set. Each scan was 15 minutes long, done
twice for every participant with a gap of 3 weeks. The subjects were asked to be
at rest and think about nothing while undergoing the fMRI scan. The subjects
were processed with the HCP minimal preprocessing pipeline[15]). More details
can be found in the HCP documentation page[20].

Musical data set: The first set consisted of 36 participants, that included 18
musicians (9 females, age 28.24 7.8 years) and 18 non-musicians (10 females, age
29.2410.7 years). All the participants were asked to listen to three instrumental
pieces - Stream of Consciousness by Dream Theater (progressive rock), Adios
Nonino by Astor Piazzolla (tango nuevo), and the first three dances of the Rite
of Spring by Igor Stravinsky (modern classical). Each piece was roughly around
8 min long and belonged to a different genre.

The brain responses of participants were acquired while they listened to the
musical stimuli presented in randomized order. Their only task was to attentively
listen to the music delivered via MR-compatible insert earphones while keeping
their eyes open. The data was preprocessed using well-established preprocessing
methods|[7].

2.2 Feature Extraction

The fMRI data from both the data sets were first parcellated using the AAL atlas
which resulted in time-series of 116 regions to ease the computations required in
the tasks ahead.

Static Functional Connectivity: For correlation-based static Functional Con-
nectivity matrices (sFC), pair-wise Pearson correlation coefficients were calcu-
lated between the brain regions for the time series from each scanning session.
This resulted in a symmetrical correlation matrix of size 116 x 116 x 2 for ev-
ery participant in the HCP data set, and 116 x 116 x 3 for every participant
in the musical data set. These matrices were converted to vectors by linearizing
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the lower-triangular matrix without the diagonal, resulting in MQHE’ = 6670
feature vector for every scanning session. This resulted in a feature set of size
6670 x 80 for the HCP data set, and 6670 x 108 for the musical data set.

Dynamic Functional Connectivity:

Correlation-based Sliding Window. For this analysis, a rectangular window of
size 10 time points with 50% overlap was employed as shown in Fig. 1. Pair-wise
Pearson correlation was performed between the brain regions with all the time-
points in a single window for every scanning session. The resultant 116 x 116
matrices were then linearized using the same method as used in sFC analysis.
This was done for all the participants in both the data sets, which resulted in
6670 X wl x 40 feature set for every scanning session for the HCP data set, and
6670 x w2 x 36 feature set for every stimulus in the musical data set, where
wl and w2 are the total number of windows for every participant in the HCP
and musical data set respectively.

Fig.1: For CSW analysis, every participant’s data goes through the following
steps: (a) Voxel based time series. (b) Parcellation into 116 regions and 50%
overlapping window of 10 time points. (c¢) Region-wise correlation and generation
of CSW matrices for every time window. (d) Linearization of lower triangular
matrix for every time point to get a 2D matrix per participant per scanning
session.

Instantaneous Phase Synchrony. As shown in Fig. 2, Hilbert transform was ap-
plied on the parcellated fMRI time series of every region for every participant
to get the analytical signal, upon which phase angle was calculated. Then co-
sine of instantaneous phase angle difference was calculated between every pair
of regions for all the time points which resulted in a 116 x 116 symmetrical dis-
tance matrix for every time-point. These IPS matrices were linearized using the
same method as used for sFCs for every participant generating a dynamic IPS,
resulting in 6670 x 71 x 40 feature set for every scanning session for the HCP
data set, and 6670 x 72 x 36 feature set for every stimulus in the musical data
set, where 71 and 72 are the total number of time points for every participant
in the HCP and musical data set respectively.
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Fig.2: For IPS analysis, every participant’s data goes through the following
steps: (a) Voxel based time series. (b) Parcellation into 116 regions. (c) Hilbert
transform, phase angle calculation and region-wise angular difference. (d) cosine
function on outcome of c. (e) IPS matrices for every time point. (f) Linearization
of lower triangular matrix for every time point to get a 2D matrix per participant.

2.3 Classification

We used Linear Discriminant Analysis (LDA) from python’s scikit-learn tool-
box[16] for classification as it is a parameter-free method and is a simple model
that is easy to interpret. The classification tasks were performed separately on
both sets of data and both sets of static and dynamic matrices generated from
the data sets. For the HCP data set, the classification accuracy was calculated
using the feature set from the first scanning session for training the model and
from the second scanning session done 3 weeks later for testing. The classifica-
tion accuracy in musical data set was tested using leave-one-stimulus-out cross
validation method for each stimulus, and a 50% cross validation method. For the
first cross validation method, time points from two stimuli were used for train-
ing the classification models and the time points from the remaining stimulus
were used for validation, where the cross validation methods would be denoted
henceforth as S1, S2, and S3 for using Dreamtheater, Piazzolla, and Stravinsky
scans for validation respectively. For 50% cross validation method, half of the
time points from each stimulus were used for training and the other half were
used for testing.

The classification accuracy for dynamic analyses were evaluated using two
different techniques. For the first method, classification accuracy for classifica-
tion of every time window was calculated for CSW (CSW-TW), and accuracy
for classification of every time point in IPS (IPS-TP). For the second method, a
majority voting method was applied to measure the overall classification accu-
racy of participants. In this technique, we take a majority vote of all the classes
the time windows or time points for each participants are classified in, and the
participants are classified in the class in which maximum number of their time
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points are classified. This method will be denoted by CSW-MV and IPS-MV for
both the dynamic analyses.

2.4 Feature elimination

In order to reduce the dimensionality of the feature set owing to potential mul-
ticollinearity, the Variance Inflation Factor (VIF) technique was used to identify
a unique set of features from the original feature set. Variance Inflation Factor
(VIF) is a technique used to evaluate multicollinearity in a set of regression
variables[17], using which we repetitively eliminated the features with maximal
multicollinearity among all the features at every iteration until we get the desired
size of the feature set. The features identified using VIF feature elimination do
not necessarily guarantee greater classification accuracy since it is purely a data-
driven approach; however, it allows us to identify the contribution of subsets of
the input feature set that provided us with the best classification accuracy for
each data set.

For HCP data set, VIF elimination was performed on the training set of
CSW as it had provided us with the best results. The feature set was reduced to
50%, 30%, 15%, 10%, 5%, and 1% of the original feature set and the remaining
features were used to train and test the LDA classifier and classification accuracy
was calculated. For the musical data set, VIF elimination was performed on the
training set of IPS as it provided the best results. The feature set upon which
VIF was to be performed was the one used for 50% cross validation method as
it included time points from all three stimuli. The feature set was reduced to
the same number of features as for the HCP data set and the resultant features
were used to train and test the LDA classifier for all three of the S1, S2, and S3
cross validation methods.

3 Results

3.1 Classification

Overall, dynamic analyses approaches provided far better accuracy in classifying
individuals than the static ones, as it can be observed in Table 1, which contains
the classification results on the complete feature set. The classification accuracy
on classification using CSW-MV was found to be most significant for the HCP
data set with an accuracy score of 0.775. Whereas for the musical data set,
classification accuracy for IPS-TP provided far better classification accuracy at
an average of 0.8148 across all cross validation methods. This was also the highest
classification accuracy found in classification among all the data sets and types
of analyses.

For classification using IPS for the musical data set, the classification model
performs varyingly for different cross-validation methods. Table 2 gives a sum-
mary of classification results on the musical data set for all cross validation
methods using the LDA classifier on the IPS data.
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Table 1: Overall classification accuracy for both data sets with different feature
extraction techniques using complete feature set.

Data set| sFC |CSW-TW|CSW-MV IPS-TP|IPS-MV
HCP 40|0.1625| 0.386 0.775 |0.2730 | 0.45
Musical |0.4814| 0.2541 0.7129 |0.3437 | 0.8148

Table 2: Cross-validation results using LDA classifier on IPS data of musical
data set.

Cross validation method|IPS-TP|IPS-MV
50% Cross validation 0.335 | 0.9444
Leave Dreamtheater out| 0.344 | 0.7778
Leave Piazzolla out 0.3508 | 0.8611
Leave Stravinsky out 0.3365 | 0.8056

3.2 VIF Feature Elimination

As seen in Fig. 3a, upon implementing VIF elimination for the the HCP data
set, the participant classification accuracy reduced as the number of features
were reduced, while the sharpest drop in accuracy was seen on using the feature
set with 2.5% of the original features. The accuracy trend for classification of
IPS data in musical data set with different number of features and using differ-
ent cross-validation methods can be seen in Fig. 3b for participant classification
accuracy. Here, the overall participant classification accuracy increased as the
number of features were reduced until it reached a peak on using 10% of the
feature set (667 features from the original 6670 feature set), and the classifica-
tion accuracy started decreasing again on using 2.5% features from the original
feature set.
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Fig. 3: VIF Feature Elimination based classification score trend



8 R. Gandhi et al.

4 Discussion and Scope

Across both data sets, it was observed that dFC feature-based classification
models outperformed their sSFC counterpart. This supports the notion that the
temporal dimension indeed captures nuanced individual-specific signatured brain
organization patterns. The CSW approach exhibited comparable classification
accuracies of around 70% accuracy in both datasets which is significantly higher
than chance level, that is, 2.5% (1/40) for HCP and 2.8% (1/36) for Music
datasets respectively. This is a notable result in particular for the HCP dataset
since there exists a time lapse of three weeks between the acquisition of both
rsfMRI sessions. This in fact indicates that short time periods, at least limited
to weeks do not engender stark differences in brain functioning which manifest
in fMRI data. CSW-based classification approach outperformed IPS-based clas-
sification for the HCP dataset while the opposite trend was observed for the
musical dataset. Specifically, a 10% increase in accuracy was observed in the
Music dataset as a result of the IPS-based classification. This can be attributed
to the fact a rich stimulus like music requires an individual to process several
elements in parallel such as melody, rhythm, timbre, and tonality in parallel,
which are known to recruit large-scale networks with overlapping regions and
hence would be captured better with a measure such as IPS. Additionally one
could postulate that an external stimulus such as music evokes rapid temporal
changes in brain states that cannot be so accurately captured with a sliding
window approach.

Furthermore, music processing and experienced emotional states have been
found to be modulated by several individual factors such as musical expertise,
personality, empathy|[18, 19], which further potentially manifests as distinct syn-
chronization between specific brain regions at an individual level. This would
then allow us to postulate that IPS is more representative of dynamic brain
functioning than the CSW approach as it captures minuscule changes owing to
its ability to integrate data from a smaller timescale than CSW. The majority
vote approach turned to be a more accurate approach for classification than the
individual time-point classification approach. This implies that there indeed exist
common dynamic FC patterns/states across individuals and hence a minimum
number of observations per participant is required for successful classification.
This calls for further investigation.

The feature elimination process resulted in differing trends in both datasets.
While reduced number of features resulted in a decrease in classification accu-
racy in the HCP dataset, an increase in the classification accuracy approaching
near-perfect classification (with top 5% = 333 features) was observed for the
music dataset before evidencing a declining trend. A similar steep decrease was
observed post 5% of the feature set related to the HCP dataset. The decrease in
accuracy for the HCP dataset might imply that all pair-wise connection patterns
are essential when using the CSW-approach. On the other hand, the increasing
classification accuracy of the classification model for the musical data as a result
of VIF feature elimination can be attributed to the removal of noise from the
feature set thereby improving the overall quality of data. In fact, certain regions
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in the brain have been found to consistently process certain musical features
across individuals[18], which, when removed, allows to better find intrinsic func-
tional networks. However, it remains to be seen which regions con-tribute the
most in correctly classifying the participants with a higher accuracy. This calls
for a focused study in feature importance for classification, which is beyond the
scope of the current study. In fact, identifying specific regions, the phase syn-
chronization of which would be important in classifying individuals, would be
valuable in contexts wherein severity of neurological conditions such as autism
or mental health conditions such as depression, post-traumatic stress disorder,
need to be predicted.

This work can be naturally extended to investigate other tasks such as nat-
uralistic viewing, reading, language processing, to check whether IPS does out-
perform CSW consistently across multiple tasks, especially in the same set of
individuals. Furthermore, dFC-based features may be subjected to other classi-
fication models to compare performance while keeping in mind complexity and
interpretability of the model. A concern with CSW is the lack of consensus on
window length. Shorter windows are likelier to capture noise in the data while
longer windows would generate more accurate results at the cost of temporal
resolution. The effect of removal of global regression of data and the effect of
band-pass filtering (also based on the frequency range) of data before IPS also
has to be investigated, but our ongoing pilot study using these steps in the fea-
ture extraction part has provided notably similar results. The AAL atlas used
in the current study sacrifices a lot of spatial resolution for ease of computation,
so a higher resolution atlas should also be looked into to investigate the spatial
scales at which the individual brain networks differ.
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