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We present new sets of nuclear parton distribution functions (nPDFs) at next-to-leading order and next-
to-next-to-leading order. Our analyses are based on deeply inelastic scattering data with charged-lepton
and neutrino beams on nuclear targets. In addition, a set of proton baseline PDFs is fitted within the same
framework with the same theoretical assumptions. The results of this global QCD analysis are compared
to existing nPDF sets and to the fitted cross sections. Also, the uncertainties resulting from the limited
constraining power of the included experimental data are presented. The published work is based
on an open-source tool, xFitter, which has been modified to be applicable also for a nuclear PDF analysis.
The required extensions of the code are discussed as well.

DOI: 10.1103/PhysRevD.100.096015

I. INTRODUCTION

Phenomenology based on collinear factorization [1] has
proven extremely successful in the era of the Large Hadron
Collider (LHC). In this approach the parton distribution
functions (PDFs) [2], describing the number distributions
of quarks and gluons in the colliding hadrons, are factor-
ized from the hard partonic scattering. The latter can be
calculated within perturbative quantum chromodynamics
(QCD) [3,4] but the PDFs have to be determined in a global
analysis using experimental data and Dokshitzer-Gribov-
Lipatov-Altarelli-Parisi (DGLAP) equations that provide
the scale evolution of the PDFs [5–8]. The most precise
constraints for PDFs come from high-energy deeply
inelastic scattering (DIS) experiments where the hadron
structure is probed with a highly virtual photon or a massive
electroweak boson. The data available from the HERA
collider [9], combined with older fixed-target measure-
ments, provide plenty of data points with a broad kinematic
reach that can be used to constrain the proton PDFs in the
kinematic region relevant at the LHC [10]. However, the
data suitable for nuclear PDF (nPDF) analyses are far more

sparse [2]. In these analyses the nuclear modifications, first
observed in DIS experiments with nuclear targets, are
assumed to be nonperturbative and absorbed into the
PDFs obeying the same scale evolution equations as free
protons [11].
The global nPDF analyses rely heavily on nuclear DIS

data. Compared to the HERA data available for proton
PDF fits, the kinematic reach of the fixed-target nuclear
data is quite limited. Such data provide direct constraints
for quarks, but the gluon distributions are probed only at
higher orders in perturbative QCD (pQCD) and via scale-
evolution effects. There is potential for improvement by
including neutrino-nucleus DIS data that have additional
sensitivity to the flavor decomposition of the PDFs due to
the different coupling to up- and down-type quarks. Most
of the recent next-to-leading-order (NLO) nPDF analyses,
e.g., DSSZ [12], include data for Drell-Yan (DY) dilepton
production which provide additional constraints for anti-
quarks. Some further constraints for gluons have been
obtained from pion-production data in dþ Au collisions at
the Relativistic Heavy-Ion Collider [13] which were first
used in the EPS08 analysis [14], and later also in EPS09
[15] and nCTEQ15 [16]. The EPPS16 [17] was the first
analysis to use measurements from the LHC by incorpo-
rating data for Z and W� bosons [18–20] and dijet
production [21] in p-Pb collisions. These provide further
constraints for the flavor decomposition and gluon nuclear
modifications, but the statistics of the Run I data for these
observables was still quite limited. The more precise data
from Run II from the LHC will bring more constraints
especially for the gluon nPDFs [22]. Furthermore, the
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existing heavy-meson data from LHCb demonstrate pro-
mising potential to directly measure the gluon shadowing
down to x ∼ 10−5 [23–27]. A complementary channel to
study small-x gluons would be direct photon production
at forward rapidities [28]. Such a measurement with the
required forward instrumentation could be performed with
the proposed FoCal upgrade in ALICE [29].
Another way to improve the PDFs is to increase the

perturbative precision of the analysis. For proton PDFs the
current standard is next-to-next-to-leading order (NNLO)
[9,30–33] in pQCD. The splitting functions required for the
DGLAP evolution have been available at the required
NNLO accuracy for a while already [34,35], but despite
the recent progress [36–43], the number of processes for
which a full NNLO calculation is publicly available is still
limited. For nPDFs first works in this direction have been
performed recently. The first one, KA15 [44], includes data
from different fixed-target DIS experiments with a lepton
beam. The fit is performed in the zero-mass variable-flavor-
number scheme where all quarks are assumed massless
for energies above their mass threshold. The more recent
analysis nNNPDF1.0 [45], applies theNNPDFmethodology
[46,47] in which the resulting nPDFs are determined by a
neural network. Also there, the applied data were restricted
to neutral-current DIS, but a more realistic general-mass
variable-flavor-number scheme (GM-VFNS) was applied.
In this work we introduce two new nPDF analyses,

performed at NLO and NNLO in pQCD, respectively,
which we refer to as TUJU19. The presented work is based
on the open-source xFitter package [48,49] (formerly known
as HeraFitter [50]) that has been modified in order to also
accommodate data from nuclear collisions and suitable
PDF parametrizations. In addition to neutral-current DIS
with a lepton beam,we also include charged-current neutrino
DIS data with nuclear targets that are sensitive to the flavor
decomposition of nonisoscalar nuclei. For a free proton
baseline we fit new PDF sets mainly based on the combined
HERA I and II data, providing baseline fits consistent with
our assumptions and kinematical cuts made for the nPDF
analyses. Furthermore, the required extensions of the code
will be published, providing a first open-source tool to
analyze nuclear PDFs. In this paper we describe the theo-
retical framework in Sec. II, then discuss the analysis
procedure in Sec. III and the selection of experimental data
in Sec. IV. The results of the analysis are presented in Sec. V
and the work is then summarized in Sec. VI, where an
outlook towards future developments is also presented.

II. THEORETICAL FRAMEWORK

A. Deeply inelastic scattering

In this analysis, neutral-current (NC) and charged-
current (CC) DIS processes are considered: NC in the
case of electron(positron)-nucleus (eA) and CC for (anti)
neutrino-nucleus (νA) scattering. For these processes the
differential cross section is given by

d2σ
dxdy

¼ Nl

�
y2xFl

1 þ ð1 − yÞFl
2 ∓

�
y −

y2

2

�
xFl

3

�
; ð1Þ

where x and y are the standard kinematic variables in DIS.
The coupling factor Nl depends on the scattering type
and Fl

1;2;3 denote the structure functions [51–53] for the
scattering of lepton l. In Eq. (1), the index l covers different
beams including l ¼ ν; ν̄; eþ; e−; μþ; μ−. For the nuclear
data used in this work two normalization factors are
relevant: one for NC DIS in the case of unpolarized leptons
and one for the CC DIS of incoming (anti)neutrinos. In the
case of unpolarized leptons the normalization factor Nl;NC

for NC DIS is [53]

Nl;NC ¼ 4πα2

xyQ2
; ð2Þ

and in the case of incoming (anti)neutrinos the normali-
zation factor Nν;CC for CC DIS is

Nν;CC ¼ G2
FM

4
WQ

2

4πxyðQ2 þM2
WÞ2

; ð3Þ

where Q2 is the virtuality of the intermediate boson that
provides the scale at which the nucleons are probed. For the
CC processes GF is the Fermi coupling constant andMW is
the mass of the W� boson. When combining the structure
functions into the differential cross sections in alignment
with Eq. (1), the sign before F3 is positive for ν and eþ, and
negative for ν̄ and e−.
In QCD the structure functions Fi, as introduced in

Eq. (1), are related to the scale-dependent parton distribu-
tion functions fjðx;Q2Þ, with j ¼ g or j ¼ q; q̄, via

Fiðx;Q2Þ ¼
X
j

Cj
iðx; αsðμ2Þ; μ2=Q2Þ ⊗ fjðx; μ2Þ; ð4Þ

where one typically chooses μ ¼ Q. The symbol ⊗ in
Eq. (4) denotes a convolution between the parton distri-
bution functions and the Wilson coefficients Cj

i (see e.g.,
Refs. [54–56] for Cj

2 at NLO and NNLO). For example,
the structure functions for neutrinos and antineutrinos are
given at leading order by [57]

Fν
1 ¼ dþ sþ bþ ūþ c̄þ t̄;

Fν
2 ¼ 2xðdþ sþ bþ ūþ c̄þ t̄Þ;

Fν
3 ¼ 2ðdþ sþ b − ū − c̄ − t̄Þ; ð5Þ

and

Fν̄
1 ¼ uþ cþ tþ d̄þ s̄þ b̄;

Fν̄
2 ¼ 2xðuþ cþ tþ d̄þ s̄þ b̄Þ;

Fν̄
3 ¼ 2ðuþ cþ t − d̄ − s̄ − b̄Þ: ð6Þ
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As can be seen from Eqs. (5) and (6), there is an added
value to the analysis by including the neutrino-nucleus DIS
data that have additional sensitivity to flavor decomposition
of the PDFs due to the different coupling to up- and down-
type quarks.
The factorization of the partonic scattering process and

the nonperturbative PDFs [1], as well as the perturbative
treatment are valid at sufficiently high energy scales
ðQ2 ≳ 1 GeV2Þ. In this work we have selected kinematic
cuts Q2 > 3.5 GeV2, the Bjorken variable x < 0.7, and the
invariant mass of the hadronic final state W2 > 12 GeV2.
The latter can be expressed in terms of the other invariant
variables as

W2 ≈Q2

�
1

x
− 1

�
: ð7Þ

Some of the experimental data sets do not specify the
invariant y, but when the collision energy is known, it can
be derived from the relation

Q2 ≈ yxs: ð8Þ

B. PDF parametrization

A global DGLAP-based analysis requires a nonpertur-
bative input for the PDFs at the initial scale of the fit. In this
analysis parton distributions of a free proton and of a
nucleon bound in a nucleus are parametrized as

xfp=Ai ðx;Q2
0Þ ¼ c0xc1ð1 − xÞc2ð1þ c3xþ c4x2Þ ð9Þ

for parton flavor i ¼ g; dv; uv; ū; d̄; s̄, at the initial scale
Q2

0 ¼ 1.69 GeV2. This form of PDF parametrization is
similar to the functional form used in the HERAPDF2.0
analysis [9] and is motivated by the fact that the main
constraints for the free proton PDF baseline come from the
same DIS data. To keep the framework consistent we use
the same form for the nuclear PDFs.
The main focus of this work is on the nuclear PDFs for

which the fit parameters ck in Eq. (9) are reparametrized to
be dependent on the nuclear mass number A as

ck → ckðAÞ ¼ ck;0 þ ck;1ð1 − A−ck;2Þ ð10Þ

where k ¼ 0;…; 4. A similar form was also successfully
used in the nCTEQ15 analysis [16]. At the same time, if
A ¼ 1 the A-dependent right-hand part of Eq. (10) becomes
zero and the free proton PDFs are recovered by default.
The explicit A dependence of the nuclear PDFs also allows
us to make predictions for nuclei which were not part of
the actual analysis, but are possibly interesting for future
experiments.
As discussed, xfp=Ai given in Eq. (9) defines the parton

distribution in a proton bound to a nucleus A. In addition
there are also neutrons in a nucleus which we denote

by fn=Ai . The full PDF for a nucleon inside a nucleus can be
obtained by averaging over the number of protons and
neutrons in nuclei:

fN=A
i ðx;Q2Þ ¼ Z · fp=Ai þ ðA − ZÞ · fn=Ai

A
: ð11Þ

The PDFs of neutrons are not separately fitted, but are
determined from the proton PDFs based on isospin sym-
metry. In addition to this symmetry, we have assumed s ¼ s̄
and s ¼ s̄ ¼ ū ¼ d̄ as the included DIS data are not
sensitive enough to constrain the strange-quark content
or the sea-quark flavor decomposition. In particular, even
though the neutrino DIS data are sensitive to the separation
of up- and down-type quarks, the kinematic region covered
by the incorporated data (x≳ 0.01) is where the valence
quarks dominate the cross section.
The heavy quarks are treated within the GM-VFNS; see

Ref. [58] for a recent overview. There are several options
for GM-VFNS implemented in xFitter,1 including simplified
Aivazis-Collins-Olness-Tung ((S)ACOT) schemes [61–64],
Thorne-Roberts (RT) and RT optimal schemes [65–67], as
well as a fixed-order plus next-to-leading logs (FONLL)
scheme [68,69] for GM-VFNS. In this work we apply the
FONLL-A scheme for the NLO analysis and the FONLL-C
at NNLO, implemented in the APFEL package [70]. The
heavy-quark masses are fixed to mcharm ¼ 1.43 GeV and
mbottom ¼ 4.50 GeV. The strong coupling constant αS is set
to αSðMZÞ ¼ 0.118 for both the NLO and the NNLO fits.
For the parton distribution functions xfp=Ai as defined in

Eq. (9), we assume the baryon number sum rules and the
momentum sum rule satisfied by every nucleon in the
nucleus, Z

1

0

dxfp=Auv ðx;Q2
0Þ ¼ 2; ð12Þ

Z
1

0

dxfp=Adv
ðx;Q2

0Þ ¼ 1; ð13Þ
Z

1

0

dx
X
i

xfp=Ai ðx;Q2
0Þ ¼ 1: ð14Þ

Strictly speaking, for nuclear parton distribution functions
the sum rules are approximations that might not hold for
individual nucleons in a nucleus in general, but which
are reasonable at the available level of precision in regard to
the experimental uncertainties. In this work, Eq. (12) is
used to fix the normalization of uv quarks in a proton and
Eq. (13) defines the normalization of dv quarks in a proton,
nucleus per nucleus. The momentum sum rule (14) is used
to constrain the normalization of the sea quarks. The

1Also fixed-flavor mass schemes, like e.g., the Alekhin-
Bluemlein-Moch scheme [59,60], are available in xFitter.

OPEN-SOURCE QCD ANALYSIS OF NUCLEAR PARTON … PHYS. REV. D 100, 096015 (2019)

096015-3



remaining unconstrained normalization coefficient cg0 in the
gluon PDF is treated as a regular free parameter during the
fitting procedure. Alternatively, the gluon normalization
could have been fixed by the momentum sum rule as done
in many earlier analyses, e.g., Ref. [17].
As described above, we parametrize and fit the PDFs of a

proton in a nucleus, and the neutron PDFs are determined
based on SU(2) symmetry. In particular, the distributions of
u and d quarks are exchanged, up → dn and dp → un,
which is valid for valence and sea quarks. For completeness
we mention that this interchange requires the validity of
charge symmetry, and in Ref. [71] it has been suggested
that some charge symmetry violation (CSV) could take
place in the small-x region. However, in the x region
covered by the nuclear DIS data we use, such effects should
be negligible. Besides the DIS experiments, CSV effects
can be studied in experiments measuring asymmetries inW
boson production. Further experiments and tests of CSV
in parton distributions were suggested in Refs. [72,73].
Similarly, possible isospin symmetry violations have been
studied in Refs. [74,75]. In this work, however, we assume
that the charge and isospin symmetries hold.

III. ANALYSIS PROCEDURE

A. Fitting procedure

The optimal values for the parameters are obtained by
minimizing χ2 defined as

χ2 ¼
X
i

ðμi − m̂iÞ2
Δ2

i
þ
X
α

b2α ð15Þ

with

m̂i ¼ mi þ
X
α

Γiαbα: ð16Þ

Here, μi is the value of the measured data point for a given
observable, Δi is the uncorrelated experimental error,
whereas the sum over correlated systematic errors is given
by the term

P
α b

2
α in Eq. (15). The theoretical predictions

for each data point i are represented by m̂i, defined in
Eq. (16). There,mi is the actual theoretical value calculated
using DGLAP-evolved PDFs with given parameters fckg,
Γiα are the correlated errors and bα are the so-called
nuisance parameters. A nuisance parameter quantifies the
strength of the correlated error source α, whereas Γiα
quantifies the sensitivity of the ith measurement to the
correlated systematic error source α. The quality of the fit
can be estimated from the resulting χ2=Ndp ratio, whereNdp

is the number of data points. A value χ2=Ndp ≈ 1 indicates
that the agreement between the theoretical prediction and
the measured observable is on average at the level of the
experimental uncertainties.
There are several ways to take into account the

correlated and uncorrelated uncertainties and to combine

the statistical and uncorrelated systematic uncertainties in
the χ2 definition in xFitter used in this analysis. Here we use
the following definition:

χ2ðm;bÞ ¼
X
i

½mi − Σαγ
i
αμ

ibα − μi�2
ðδi;stat ffiffiffiffiffiffiffiffiffi

μimi
p Þ2 þ ðδi;uncorrmiÞ2

þ
X
α

b2α: ð17Þ

The variables have been introduced in Eq. (15) with
Γi
α ¼ γiαμi, and δi;stat and δi;uncorr are the relative statistical

and uncorrelated systematic uncertainties, respectively. The
above form in Eq. (17) corresponds to a Poisson-like scaling
for the statistical experimental uncertainties, whereas the
systematic uncorrelated and correlated uncertainties are
scaled linearly. This choice for χ2 is similar to the one used
in the HERAPDF2.0 analysis incorporating the combined
H1 and ZEUS DIS data [9], on which our proton PDF
baseline is mainly based. For consistency the same form has
also been used for the nuclear PDF analysis.

B. Uncertainty analysis

The minimization of χ2 provides a central set of PDFs
with the parameter values providing the best description
of the used data. However, the experimental data always
contain several uncertainties of different types, such as
statistical, systematic or correlated, like e.g., normalization
errors. To study how well the experimental data actually
constrain the fitted distributions, a separate error analysis
needs to be performed. Such an analysis quantifies how
much (according to the given criteria) room there is for the
parameters to vary so that the resulting cross sections are
still in agreement within the experimental uncertainties.
The distribution functions resulting from the uncertainty
analysis are typically provided as part of the PDF sets.
There are two established methods which can be used

for the error analysis: the Hessian method [76,77] or the
Monte Carlo (MC) method [78–80]. The former relies on a
quadratic approximation of χ2 with respect to the param-
eters fckg near the minimum. In the latter method, the data
is varied within the given uncertainties, and for each
variation a PDF replica set is fitted. Therefore this method
is less sensitive to the form of the parametrization but
numerically more demanding. Also the Lagrange multiplier
method [77,81] has been used to study the uncertainties
(see e.g., Ref. [82]), but there the error propagation to an
observable becomes more involved. In this QCD analysis
the Hessian method is used for the analysis of the
uncertainties.
The Hessian error analysis is performed assuming a

quadratic expansion of the function χ2 ¼ χ20 þ Δχ2 around
its global minimum. Here, χ20 is the value of the function
at the global minimum (with the best-fit parameters fk0g)
and Δχ2 is the displacement from the minimum [76,77].
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The Hessian matrix H is constructed from the second
derivatives of χ2 at the minimum. The matrix elements Hij

are defined as

Hij ¼
1

2

�
δ2χ2

δyiδyj

�
; ð18Þ

with yi being the displacement of the parameter ai from
its value a0 at the minimum. For the analyzed function χ2

one writes

χ2 ¼ χ20 þ
X
i;j

Hijyiyj: ð19Þ

The Hessian matrix is symmetric and thus has a complete
set of orthonormal eigenvectors vij. The eigenvectors
and the eigenvalues ϵj of the Hessian matrix are used
to transform the displacements yi into a new set of
parameters zi

yi ¼
X
j

vij

ffiffiffiffi
1

ϵj

s
zj; ð20Þ

leading to a simplified relation

Δχ2 ¼ χ2 − χ20 ¼
X
i

z2i : ð21Þ

This representation has the advantage that the surfaces of
constant χ2 are spheres in zi space with Δχ2 being the
squared distance from the minimum. The varied param-
eters ai from which the resulting error sets are defined
can then be written as

ai ¼ a0 � Δai ¼ a0 � Δχ2
X
j

v2ij
ϵj

; ð22Þ

where Δχ2 defines the tolerance criterion determining the
allowed growth of χ2. The relation in Eq. (22) shows that
the parameters which correspond to the eigenvectors of the
Hessian matrix with large eigenvalues are well determined
since their Δai is small, whereas the weakly determined
parameters correspond to small eigenvalues. The uncer-
tainties for a given observable X can be calculated via

ðΔX�Þ2 ¼
Xnparam
i¼1

fmax
min½XðSþi Þ − XðS0Þ;

XðS−i Þ − XðS0Þ; 0�g2; ð23Þ

FIG. 1. Schematic view of the high-level xFitter functionalities. The xFitter logo is taken from Ref. [92].
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where XðS0Þ is the observable calculated with the central
parameter set and the S�i correspond to the error sets in the
positive and negative direction determined from the dia-
gonalized parameter zi.
In an ideal case one would choose the tolerance criterion

so that Δχ2 ¼ 1. However, since we consider several
different data sets which are not necessarily in mutual
agreement with one another, such a choice would under-
estimate the underlying uncertainty. In this work the
tolerance for Δχ2 is based on the statistically motivated
method as discussed e.g., in Refs. [17,83]. For the proton
baseline with 13 free fit parameters it becomes Δχ2 ¼ 20
at the 90% confidence level. This choice has also been
validated by comparing to the error bands generated with
the MC method, though the Δχ2 value preferred by the MC
method is quite flavor and kinematics dependent. Previous
nPDF studies have shown that such a statistically motivated
method would not fully cover the experimental uncertain-
ties in the nuclear data [16,17]. Thus for the nuclear
PDF error analysis we increase the tolerance from the
statistically motivated value and choose Δχ2 ¼ 50 for our
16 free parameters.

C. The fitting framework

The global analyses of the baseline proton and nuclear
PDFs were performed with the xFitter [48,49] tool. The main
goal of the xFitter project is to provide an open-source tool
to fit proton PDFs with different theoretical assumptions.
A schematic view of the fitting procedure and relations to
different external programs are shown in Fig. 1. Being an
open-source tool it is available to everyone and makes the
research process fully transparent, which is important
in order to establish a common knowledge base and a
deep understanding of the opportunities and limitations.

The released version covers various options like different
PDFparametrization forms,mass schemes, etc. Furthermore,
xFitter provides interfaces programmed in Fortran or C++ to the
commonly used tools like MINUIT [84,85], QCDNUM [86],
APPLGrid [87] or APFEL [70], etc. The DGLAP evolution
routine and the calculation of DIS cross sections are
implemented at NNLO. Further functionalities in regards
to the future potential and alternative fitting approaches,

TABLE I. Summary of experimental DIS data used to deter-
mine proton PDFs. In the last two columns the resulting χ2 values
at NLO and NNLO obtained in our analysis are provided.

Exp. Data set Year Ref. Ndp

χ2

NLO
χ2

NNLO

BCDMS F2p 100 GeV 1996 [94] 83 88.88 90.98
F2p 120 GeV 90 69.97 67.75
F2p 200 GeV 79 89.46 85.91
F2p 280 GeV 75 66.97 68.73

HERA
1þ 2

NCep 920 2015 [9] 377 455.15 475.14
NCep 820 70 72.47 73.84
NCep 575 254 225.24 228.97
NCep 460 204 223.23 223.95
NCem 159 233.55 229.42
CCep 39 42.19 44.41
CCem 42 65.94 68.99

NMC-97 NCep 1997 [95] 100 124.56 111.64
In total: 1559 1845.99 1909.08

TABLE II. Summary of experimental DIS data used to deter-
mine the nuclear PDFs. In the last two columns the resulting χ2

values at NLO and NNLO obtained in our analysis are provided.

Nucleus Exp. Year Ref. Ndp

χ2

NLO
χ2

NNLO

D NMC 97 1996 [95] 120 124.85 118.66
EMC 90 1989 [96] 21 29.23 31.73

He=D HERMES 2002 [97] 7 54.64 37.99
NMC 95, re. 1995 [98] 13 12.44 12.98
SLAC E139 1994 [99] 11 7.21 4.68

Li=D NMC 95 1995 [100] 12 7.06 5.93
Be=D SLAC E139 1994 [99] 10 7.84 7.83
Be=C NMC 96 1996 [101] 14 14.80 16.19
C EMC 90 1989 [96] 17 11.01 10.05
C=D FNAL E665 1995 [102] 3 5.12 5.91

SLAC E139 1994 [99] 6 15.12 17.16
EMC 88 1988 [103] 9 4.49 3.50

NMC 95, re. 1995 [98] 13 38.08 36.52
C=Li NMC 95, re. 1995 [98] 10 17.27 13.90
N=D HERMES 2002 [97] 1 2.20 0.97
Al=D SLAC E139 1994 [99] 10 11.20 14.22
Al=C NMC 96 1996 [101] 14 6.51 6.55
Ca EMC 90 1989 [96] 19 13.17 12.56
Ca=D NMC 95, re. 1995 [98] 12 29.61 31.12

FNAL E665 1995 [102] 3 4431 6.01
SLAC E139 1994 [99] 6 8.44 9.34

Ca=Li NMC 95, re. 1995 [98] 10 7.36 5.16
Ca=C NMC 95, re. 1995 [98] 10 6.47 6.70

NMC 96 1996 [101] 14 7.14 6.99
Fe SLAC E140 1993 [104] 2 0.05 0.05
Fe=D SLAC E139 1994 [99] 14 34.08 34.18
Fe=C NMC 96 1996 [101] 14 9.82 9.96
ν Fe CDHSW 1991 [105] 464 347.74 365.14
ν̄ Fe CDHSW 1991 [105] 462 423.06 398.25
Cu=D EMC 93 1993 [106] 19 18.12 17.45

EMC 88 1988 [103] 9 5.59 7.22
Kr=D HERMES 2002 [97] 1 2.02 2.02
Ag=D SLAC E139 1994 [99] 6 16.24 18.81
Sn=D EMC 88 1988 [103] 8 14.56 9.24
Sn=C NMC 96 1996 [101] 14 12.90 7.61

NMC 96, Q2 dep. 1996 [107] 134 94.7 79.85
Xe=D FNAL E665 1992 [108] 3 2.13 2.53
Au=D SLAC E139 1994 [99] 11 16.64 19.80
Pb=D FNAL E665 1995 [102] 2 12.24 13.32
Pb=C NMC 96 1996 [101] 14 9.94 6.77
ν Pb CHORUS 2005 [109] 405 229.11 243.85
ν̄ Pb CHORUS 2005 [109] 405 361.35 328.28
In total: 2336 2072.29 2014.02
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including dipole models [88,89] and small-x resummation
[90,91], are available in the released version.
In order to perform a nuclear PDF analysis several

modifications of the code were required. First, the PDF
parametrization had to be adapted for the purpose of
nuclear PDFs. Thus, new parameters ckðAÞ dependent
on the nuclear mass number A as per Eq. (10) were
introduced. In order to reflect the new nPDF parametriza-
tion, the form of the steering file, as well as the file
containing the initial parameters for MINUIT, and the
according interpretation routine were adapted. As the next
step, the mass number A and proton number Z of a given
nucleus for the nucleon decomposition [cf. Eq. (11)] of the
up and down quarks were included. The possible combi-
nations of data sets for different mass numbers A and
proton numbers Z were kept flexible in order to deal with
data for ratios between different nuclei. The information on
A and Z depends on the data set and thus needs to be
provided inside the data files. Therefore, the form and the
routine to read the experimental data files were extended
accordingly. Additionally, the overall minimization routine
FCN was modified so that the DGLAP evolution can evolve
nuclear PDFs covering different combinations of A and Z
individually. Next, the calculation of sum rules [Eqs. (12),
(13), and (14)] had to be adapted in order to reflect the
flexibility of an A-dependent normalization. Additionally,
to keep the form of the PDF parametrization flexible, a new

numerical integration routine for the calculation of sum
rules was implemented.
Besides that, the cross section calculation routine was

enhanced for the treatment of various isoscalar modifica-
tions, as described in Sec. IV C. Three flags identifying the
“NMC,” “EMC” or “SLAC” forms of the corrections were
implemented. Furthermore, experimental nuclear data is
often provided in terms of ratios σðA1Þ=σðA2Þ or F2ðA1Þ=
F2ðA2Þ for two different nuclei A1 and A2. Thus, we had to
extend the xFitter mechanisms for the consideration of these
ratios by the implementation of a two-step loop. The
underlying PDF flavor decomposition for a proton was
modified so that in the case of a nucleus the PDF decom-
position was applied for a nucleon of the form (11).
Moreover, CC processes for the neutrino DIS data2 were

incorporated in xFitter according to the differential cross
section described in Sec. II A. Finally, the uncertainty
analysis routine3 [76,77] was modified so that scaling of
the error bands [cf. Eq. (22)] could also be performed for
Δχ2 > 1.0. The modifications described in this section will
be published as a part of the package later on.

IV. EXPERIMENTAL DATA

A. Charged-lepton DIS data

The QCD analyses presented here have been performed
by including the experimental data from DIS measure-
ments. The free proton baseline was fitted using data from
the HERA [9], BCDMS [94] and NMC [95] experiments,
as listed in Table I. The fixed-target DIS data with lepton
and neutrino beams used to determine the nuclear parton

FIG. 2. Kinematic reach of experimental DIS data in the ðx;Q2Þ
plane used to constrain the nuclear PDFs.

2The implemented calculation of the reduced CC DIS cross
section by using the FONLL scheme in xFitter was customized to
the HERA framework. Specifically, a factor 1=2, e.g., in Eq. (8)
of Ref. [93], is included in the reduced cross section to account
for the factor 2 in the normalization of the structure functions
used there. For the neutrino-nucleus DIS data, we use the
nonreduced differential cross section with the prefactor from
Ref. [57], and especially with the structure functions defined in
Eqs. (5) and (6). Thus, for the calculation of the CC DIS cross
sections, a division by a factor of 2 was removed from xFitter in
the case of neutrino beams.

3In this work the option “DoBands” has been used to generate
asymmetric error bands, which is based on the “iterate” method
by John Pumplin [77]. Its advantage is that, if necessary, the
iteration routine will add a positive value X to all eigenvalues
to force the matrix to be positive definite, which is as close as
possible to the actual Ĥ. The positive definiteness of the Hessian
matrix relies on the second derivatives, which is a difficult
computation and is numerically often approximate. One reason
is that the minimized function χ2 is not exact, but given by a
second-order polynomial in the space of the fit parameters. Thus,
if some fit parameters are not well constrained by the data,
higher-order polynomial terms of χ2 might become relevant [22].
Another point is that the function χ2 might not be as smooth as
necessary due to the limited numerical precision at which the
DGLAP equations are solved and due to the finite accuracy of
the integrals.
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distribution functions are summarized in Table II. The
kinematic reach of the included experimental DIS data
in the ðx;Q2Þ plane is shown in Fig. 2 for the different
nuclear targets. The applied kinematic cuts x ≤ 0.7 and

Q2 ≥ 3.5 GeV2 are illustrated by the dotted lines in the
plots. The number of available data points varies for
different nuclei. A large number of data points are available
for the deuteron (D) and the heavier nuclei of carbon (C),

FIG. 3. Proton baseline PDFs TUJU19 at NLO compared to the HERA2.0 results, shown at the initial scale Q2
0 ¼ 1.69 GeV2 and at

Q2 ¼ 100 GeV2 after DGLAP evolution.

FIG. 4. Same as for Fig. 3, but at NNLO.
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FIG. 5. Nuclear parton distributions functions TUJU19 in different nuclei with the mass number A at NLO, shown at the initial scale
Q2

0 ¼ 1.69 GeV2 and at Q2 ¼ 100 GeV2 after DGLAP evolution.
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iron (Fe), tin (Sn) and lead (Pb), as shown in the upper
panel of Fig. 2. These data points are provided either in the
form of absolute cross sections, or as ratios where D is
usually used as the reference (denominator). Also calcium
(Ca) has been intensively used in the relevant experiments.
For the other nuclei (lower panel of Fig. 2), only a few
data points are available. Therefore the nuclei predomi-
nantly present in the included data are expected to be
better constrained than the nuclei with fewer data points.

B. Neutrino DIS data

Neutrino data were included in the analysis by using
the measured cross sections for neutrino and antineutrino
beams. The advantage compared to the isospin-averaged
structure functions F2 and F3 utilized in DSSZ [12] is
that the sensitivity to the flavor decomposition is retained in
the cross sections. Another approach was used in EPPS16
[17] where normalized (anti)neutrino cross sections were
considered. This increases the sensitivity to the shape of
the nuclear modifications. In order to extract complete,
i.e., without isospin averaging, information from the
incorporated neutrino data sets, the absolute cross sections
are exploited here.

The data from the CDHSW νFe experiment [105] and
the CHORUS νPb experiment [109] have been included in
this analysis. In addition there is more neutrino scattering
data available, e.g., measured cross sections with an Fe
target by the NuTeV Collaboration [110], and also data
from the CCFRR Collaboration [111]. The data from the
CCFRR experiment were excluded from our analysis for
two reasons. First, the quantities x and Q2, required for
the analysis procedure, were not publicly available for the
cross sections. Second, only the averaged structure func-
tions F2 and F3 for νFe and ν̄Fe were available, which
lose the sensitivity to flavor decomposition. In regard
to NuTeV data, an early study in Ref. [112] found that
these data could be accommodated together with the
CHORUS neutrino DIS data when constraining the d=u
ratio but with the applied nuclear corrections some tension
with other DIS and DY data were observed. Later on,
the analyses in Refs. [113,114] found some unresolved
tension between the NuTeV neutrino DIS data and lepton-
nucleus data. In a following work, a similar tension
was also found when taking into account neutrino
DIS data from the CHORUS and CCFRR experiments
in Ref. [115]. Simultaneously, a study presented in

FIG. 6. Same as for Fig. 5, but at NNLO.

FIG. 7. Ratios Rp=Pb
i of parton distribution functions per parton flavor i in a proton bound in lead compared to a free proton p.

The obtained ratios are shown at NLO and NNLO, both at the initial scale Q2
0 ¼ 1.69 GeV2 and at a higher scale Q2 ¼ 100 GeV2.
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Ref. [116] concluded that the tension with other data was
specifically due to the NuTeV data at certain energies,
whereas CDHSW and CHORUS data were well compat-
ible with the existing lepton-nucleus DIS data. This
tension was further studied in Ref. [117] where again
the NuTeV data were found to be incompatible with the
other considered data. Only by normalizing the differ-
ential data with the integrated cross section at each energy
bin was an acceptable agreement achieved. Due to the
demonstrated tension, we have not included the NuTeV
neutrino DIS data in this analysis.

C. Isoscalar modifications and experimental
uncertainties

Some experimental analyses of charged-lepton DIS have
also modified the measured structure functions to achieve
isospin symmetry for nonsymmetric nuclei such as iron or
lead. According to the relations summarized in Ref. [17],
an isoscalar structure function of a nucleus with the mass
number A is defined as

F̂A
2 ≡ 1

2
Fp;A
2 þ 1

2
Fn;A
2 ð24Þ

with Fp;A
2 and Fn;A

2 representing the structure functions of
the bound protons and neutrons. By definition, the isoscalar
structure function contains an equal number of protons
and neutrons, which holds only for specific nuclei. A
general structure function for a nucleus with Z protons and
N ¼ A − Z neutrons can be written as

FA
2 ¼ Z

A
Fp;A
2 þ N

A
Fn;A
2 ; ð25Þ

which is not isoscalar if Z ≠ N ≠ A=2. The relation
between the isoscalar structure function (24) and the
general structure function (25) is given by

F̂A
2 ¼ βFA

2 ; ð26Þ
where

β ¼ A
2

�
1þ Fn;A

2

Fp;A
2

���
Z þ N

Fn;A
2

Fp;A
2

�
: ð27Þ

Furthermore, it is assumed that the ratio Fn;A
2 =Fp;A

2 for any
nucleus is unchanged compared to that for unbound
nucleons, so that the relation

Fn;A
2

Fp;A
2

¼ Fn
2

Fp
2

ð28Þ

can be used in Eq. (27) to describe the isoscalar mod-
ifications. The ratio Fn

2=F
p
2 for the isoscalar “correction” is

parametrized in a different way by each experiment.
(1) EMC [106]:

Fn
2

Fp
2

¼ 0.92 − 0.86x: ð29Þ

(2) SLAC [99]:

Fn
2

Fp
2

¼ 1 − 0.8x: ð30Þ

(3) NMC [118]:

Fn
2

Fp
2

¼ AðxÞðQ2=20 GeV2ÞBðxÞð1þ x2GeV2=Q2Þ

ð31Þ

FIG. 8. Comparison to NMC F2ðDÞ data at different values of
Q2 at NLO (dashed line, grey error bands) and NNLO (solid line,
golden-colored error bands).
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with AðxÞ ¼ 0.979 − 1.692xþ 2.979x2 − 4.313x3

þ 3.075x4

and BðxÞ ¼ −0.171xþ 0.244x2: ð32Þ

In this work the general form of the structure function
(25) is used to calculate the theoretical predictions. In case

isoscalar modifications were applied to the measured
quantities, for consistency the same modifications are
applied to the obtained theoretical results by using Eq. (26).
Some of the experiments provide normalization uncer-

tainties on top of the systematic and statistical errors.
In this work normalization uncertainties have been treated
as correlated errors as discussed in Refs. [76,77,81].

FIG. 9. Comparison of χ2 values divided by the individual number of data points per data set Ndp at NLO and NNLO. The “ideal”
value χ2=Ndp ¼ 1.0 is marked by the horizontal black dotted line. The bars in the diagram corresponding to χ2=Ndp > 3.0 have been
truncated for the purpose of a clearer representation, which is symbolized by the dashed light-grey line.

FIG. 10. Comparison to NMC F2ðA1Þ=F2ðA2Þ data measured for different combinations of nuclei with mass numbers A1 and A2, at
NLO (dashed line, grey error bands) and NNLO (solid line, golden-colored error bands).
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The correlated uncertainties are treated as implemented in
xFitter, described further in Refs. [81,119,120]. The same
procedure applies if any overall uncertainties are pro-
vided in addition to the point-to-point uncertainties, e.g.,
for the SLAC data [99,104,121].

V. RESULTS

A. Proton baseline

Analyses of nuclear PDFs have often been performed by
using an existing proton PDF set as a baseline for the nuclear
modifications. In this work, however, we have fitted the
proton PDFs using the same setup as for the nuclear PDFs.
This ensures that all assumptions like sum rules, parton

flavor decomposition, etc., as well as all parameters like
coupling constants and quark masses, and also further
settings like e.g., the heavy flavor mass scheme, are applied
in a consistent way. Furthermore, this paves the way for a
future combined proton and nuclear PDF analysis.
As we use xFitter as our analysis framework, the baseline

proton PDFs are derived with a very similar setup as for
the HERA2.0 PDFs [9]. However, in addition to the
combined HERA DIS data we also include data from
other experiments (cf. Table I). Another difference is
that we use the parametrization in Eq. (9) whereas the
HERA2.0 analysis includes additional terms for the gluon
at the initial scale of the analysis. The obtained parton
distribution functions are compared to the HERA2.0

FIG. 11. Comparison to NMC F2ðSnÞ=F2ðCÞ data at different values of Q2 at NLO (dashed line, grey error bands) and NNLO (solid
line, golden-colored error bands).

FIG. 12. Comparison to FNAL E665 data for different ratios F2ðA1Þ=F2ðA2Þ for nuclei with mass numbers A1 and A2, at NLO (dashed
line, grey error bands) and NNLO (solid line, golden-colored error bands).
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PDFs [9] in Fig. 3 at NLO and in Fig. 4 at NNLO.
As shown in Ref. [9], the HERA2.0 PDFs are well
compatible with other state-of-the-art proton PDFs in
the kinematic region considered in this work, and since
the main focus of this work is on nuclear PDFs we do not
present further comparisons to other proton PDF sets.
As expected, because of our use of the same fitting
framework with similar data and similar definition of χ2,
the agreement with the HERA2.0 PDFs is very good
both at NLO and NNLO. The observed difference of the
gluon PDFs at small x can be traced back to the different
parametrization applied. Since we also include data
from experiments other than HERA, we have used a
larger Δχ2 value, namely Δχ2 ¼ 20 (see Sec. III B),
which results in larger uncertainties than those quoted
for the HERA2.0 PDFs.

B. Nuclear PDFs

The resulting nuclear PDFs, referred to as TUJU19, are
presented in Fig. 5 at NLO and in Fig. 6 at NNLO for a few
different nuclei, together with the fitted proton baseline
PDFs. As the sea-quark nPDFs have been assumed to be
flavor independent, i.e., s ¼ s̄ ¼ ū ¼ d̄, the xūðx;Q2Þ
distribution represents all sea quarks in the plots. Many
earlier analyses assumed that the nuclear modifications for
the deuteron are negligible and constructed its PDFs from
the free proton ones using isospin symmetry. In this work
we, instead, treat the deuteron as a nucleus in the fitting
procedure. Small deviations from the proton PDFs are
found for the proton in a deuteron, as shown in Figs. 5
and 6. The deviation from the proton PDFs becomes larger
with increasing A, and significant effects are found in heavy
nuclei such as iron and lead. The optimal parameters

FIG. 13. Comparison to EMC data, first for the structure function F2 at different Q2, and then for different ratios F2ðA1Þ=F2ðA2Þ
measured for nuclei with mass numbers A1 and A2. The calculated quantities are shown at NLO (dashed line, grey error bands) and
NNLO (solid line, golden-colored error bands).
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according to the chosen parametrizations in Eqs. (9) and (10)
are listed in the Appendix.
The nuclear modifications of the PDFs for the lead

nucleus, defined as

Rp=Pb
i ¼ fp=Pbi ðx;Q2Þ

fpi ðx;Q2Þ ; ð33Þ

where fp=Pbi ðx;Q2Þ and fpi ðx;Q2Þ are the PDFs for the
bound and the free proton, respectively, are shown in
Fig. 7. The NLO and NNLO modifications are compared
at the initial scale of the analysis (Q2 ¼ 1.69 GeV2) and at
a higher scale (Q2 ¼ 100 GeV2) after DGLAP evolution.

In both cases, the ratio of gluon PDFs shows some low-x
shadowing and a rapid rise with increasing x. This behavior
is similar to what was observed in the HKN07 analysis
[83], but in our case the enhancements are moderated at
higher scales and a recognizable antishadowing peak
develops around x ∼ 0.3. For the sea quarks the typical
nuclear modifications—shadowing, antishadowing and
EMC suppression—are visible already at the initial scale.
However, especially the magnitude of the small-x shadow-
ing differs at different orders, NNLO favoring a stronger
effect. Since for gluons the behavior is opposite we
conclude that these differences arise due to the fact that
the sea-quark and gluon evolution are coupled and the
applied DIS data is not sensitive enough to fully separate

FIG. 14. Comparison to SLAC data for different ratios of reduced differential cross sections σðA1Þ=σðA2Þ for nuclei with mass
numbers A1 and A2, at different values ofQ2 at NLO (dashed line, grey error bands) and NNLO (solid line, golden-colored error bands).

FIG. 15. Comparison to HERMES data for different ratios of reduced differential cross sections σðA1Þ=σðA2Þ for nuclei with mass
numbers A1 and A2, at NLO (dashed line, grey error bands) and NNLO (solid line, golden-colored error bands).
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the contributions. At higher scales the sea-quark modifi-
cations are in better agreement though some difference still
persists at large x. The valence-quark parameters were also
allowed to be flavor dependent for nPDFs and the resulting
nuclear effects indeed become rather different for bound
uv and dv distributions. For dv again the typical features
including shadowing and antishadowing are well visible
but for uv we find that some amount of low-x enhancement
is preferred. We note that a similar behavior was observed
in the nCTEQ15 analysis [16], although no neutrino DIS

data were included there that would provide additional
flavor sensitivity especially for the valence sector. One
should keep in mind that the full nPDF for an average
nucleon will be the sum of those for protons and neutrons,
so the opposite behavior will cancel out to a certain extent.
The uncertainty bands for the nPDFs provided in this

work have been generated with Δχ2 ¼ 50 as described in
Sec. III B. The resulting uncertainty bands do, however,
depend also on the flexibility of the applied parametriza-
tion. Due to the limited sensitivity of the applied data to the

FIG. 16. Sample comparison to selected CHORUS data for CC deeply inelastic scattering on lead (Pb). We show the results for either
neutrinos (ν) or antineutrinos (ν̄), for one y value (cf. legend) each at different beam energies (35, 70, 110 GeV). The calculated
quantities are shown at NLO (dashed line, grey error bands) and NNLO (solid line, golden-colored error bands).

FIG. 17. Sample comparison to selected CDHSW data for CC deeply inelastic scattering on iron (Fe). We show the results for either
neutrinos (ν) or antineutrinos (ν̄), for one y value (cf. legend) each at different beam energies (38.9, 85.4, 144.3 GeV). The calculated
quantities are shown at NLO (dashed line, grey error bands) and NNLO (solid line, golden-colored error bands).
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gluon and sea-quark nPDFs, we had to limit the number
of A-dependent parameters in order to achieve numerical
convergence of the fits. Therefore the provided uncertainty
bands for the gluon distribution likely underestimate the
true uncertainty to some extent, which should be kept in
mind when comparing to previous works. In the future, by
adding more data providing further constraints one could
consider admitting more parameters and therefore allowing
for a larger flexibility of the parametrization.

C. Comparison to data

The optimal set of nPDF parameters is derived by
minimizing the χ2 as defined in Eq. (15) by comparing
to the measured data presented in Table II. The resulting
cross sections, structure functions and ratios are compared
to the data we used in Figs. 8 and 10–15 for neutral-current
DIS processes and in Figs. 16 and 17 for charged-current
DIS processes with neutrinos for a subset of that data. An
overview of the resulting χ2 values, divided by the number
of data points Ndp, is shown in Fig. 9 for NLO and NNLO.
Values above χ2=Ndp > 3.0 have been truncated in this
graph for better representation, but the actual numbers are
shown in Table II. Figure 9 demonstrates that the agreement
between the theoretical predictions and the experimental
measurements varies between different data sets. For
example, the agreement with most of the data published
by the NMC Collaboration is excellent, whereas the
agreement with the HERMES data is clearly not optimal.
In this particular example one needs to point out that
the number of data points from the HERMES experiment
is much smaller than the number of NMC data points, so
that the contribution to the total χ2 is relatively small for
the HERMES data. Apart from the few outlying data
sets, the overall agreement is found to be very good, and
the total χ2=Ndp is 0.887 at NLO and 0.862 at NNLO.
Even though some of the data sets are better described at
NLO and some at NNLO, the total χ2 values are very
close at the different orders. The good agreement is also
apparent in Figs. 8–17. Interestingly, a very good agree-
ment is also achieved for the neutrino data, even though
some earlier studies observed difficulties when incorpo-
rating these data in a global nPDF analysis [115].
However, as concluded in Ref. [117], this likely because
of the tension caused by the NuTeV data which we have
not included.

D. Comparisons to other nPDF sets

Each nPDF analysis is based on a set of assumptions,
e.g., the form of the nonperturbative input at the initial
scale, the choice of the proton baseline and the kinematical
cuts. Therefore, even when based on the same set of data
it is not guaranteed that the results will be equivalent.
However, some level of agreement—within the estimated
uncertainties—is expected.

1. Comparison at NLO

In Fig. 18 we compare our obtained nPDFs to those
of other recent NLO nPDF analyses—nCTEQ15 and
EPPS16—at our initial scale Q2 ¼ 1.69 GeV2 and at
Q2 ¼ 100 GeV2. The comparisons are shown for g, ū,
uv, dv and V ¼ uv þ dv in a proton bound in lead. For
gluons at the initial scale the agreement is not very good,
though still well within the uncertainties. Towards higher
scales, however, a much better mutual agreement is
observed. For sea quarks (here represented by ū) the
agreement with the previous analyses is better already at
the initial scale, and at Q2 ¼ 100 GeV2 our result is
between EPPS16 and nCTEQ15. When comparing the
sea-quark distributions one should keep in mind that each
analysis has different assumptions for the sea-quark flavor

FIG. 18. Nuclear parton distribution functions TUJU19 in lead
at NLO compared to nCTEQ15 [16] and EPPS16 [17], shown
at the initial scale Q2

0 ¼ 1.69 GeV2 and at a higher scale
Q2 ¼ 100 GeV2. The comparison is presented for the distribu-
tion functions xfiðx;Q2Þ per parton flavor i ¼ g; ū; uv; dv; V,
where V is the sum of valence quarks, in a bound proton in lead.
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dependence, i.e., in TUJU19 we have assumed s ¼ s̄ ¼
ū ¼ d̄, whereas for nCTEQ15 s ¼ s̄ and ū ¼ d̄ are
connected by an additional factor, and only s ¼ s̄ applies
for EPPS16. For valence quarks we find that uv tends to
stay below (above) the EPPS16 and nCTEQ15 results at
x≳ 0.03 (x≲ 0.03) whereas the opposite behavior is
found for dv. This can be explained by the fact that in

the case of nuclear data only a combination of uv and dv is
probed, and even with the included neutrino data the
flavor dependence of valence quarks is not well con-
strained. Indeed, we find a very good agreement between
the three analyses for the sum of valence quarks V.
The uncertainty bands in our NLO fit are similar to those

obtained in the earlier analyses for sea quarks, but for

FIG. 19. Nuclear parton distribution functions TUJU19 in lead at NLO compared to the nPDF sets nCTEQ15 [16], EPPS16 [17], and
DSSZ [12] shown at the higher scale Q2 ¼ 100 GeV2. The comparison is presented per parton flavor i for the ratios Rp=Pb

i of PDFs in a
proton bound in lead compared to the PDFs in a free proton.

FIG. 20. Nuclear parton distribution functions TUJU19 in lead at NNLO compared to the LHAPDF set nNNPDF1.0 [45], shown at
our initial scale Q2

0 ¼ 1.69 GeV2 and at a higher scale Q2 ¼ 100 GeV2 for distribution functions xfi, and at the higher scale Q2 ¼
100 GeV2 for the ratios Rp=Pb

i of PDFs in a proton bound in lead compared to PDFs in a free proton. The comparison is presented for the
gluon g and for the quark singlet Σ ¼ uþ ūþ dþ d̄þ sþ s̄ in a bound proton in lead.
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gluons the resulting uncertainties are somewhat smaller.
Since both EPPS16 and nCTEQ15 include additional data
with some sensitivity to gluons, we conclude that our
reduced uncertainties are likely due to the limited number
of free parameters in the gluon nPDFs, and the uncertainty
due to the lack of data constraints is underestimated. One
should note that nCTEQ15 does not provide error sets for
the baseline proton PDFs, which partly explains why their
uncertainties for the sea quarks (at the initial scale) and
the valence quarks tend to be smaller than in EPPS16 and
this analysis. The comparisons were generated by using the
LHAPDF6 library [122] and the published grids.
In Fig. 19 we compare the nuclear modification of the

PDFs as defined in Eq. (33) at Q2 ¼ 100 GeV2. Also
comparisons to the DSSZ analysis are included, for which
only ratios Rp=Pb

i [Eq. (33)] were available with error
bands.4 In most cases the results are compatible within
the estimated uncertainties, though some features stand out.
A rather prominent feature of our NLO gluons is the large
antishadowing around x ∼ 0.3. Such a large enhancement
is not supported by other analyses which include data
sensitive to gluon antishadowing and underlines the need
for further data sensitive to such effects. However, the
obtained gluon shadowing is in good agreement with
EPPS16 and nCTEQ15 results, though with somewhat
reduced uncertainty estimates. Only the DSSZ Rp=Pb

g with
very mild shadowing is outside the uncertainty bands in this
region. For the flavor dependence of the valence quarks we
find a similar behavior as nCTEQ15 where some small-x

enhancement and large-x suppression were observed for uv,
along with the opposite behavior for dv. However, when
calculating the total valence distribution for a complete
nucleon, as shown in Fig. 18, we find a good agreement
with the other analyses.

2. Comparison at NNLO

The comparison of the TUJU19 NNLO nPDF fit to other
NNLO nPDF analyses is shown in Fig. 20 for nNNPDF1.0
[45] and in Fig. 21 for KA15 [44]. The comparison at
NNLO is separated into two figures since different infor-
mation is available for the nNNPDF1.05 and KA156

analyses. In the case of nNNPDF1.0 we consider lead
nPDFs for gluon g and the quark singlet Σ ¼ uþ ūþ dþ
d̄þ sþ s̄ (as per Ref. [45]). The comparisons are shown at
the two scalesQ2

0 ¼ 1.69 GeV2 and atQ2 ¼ 100 GeV2 for
the distribution functions, and at the higher scale Q2 ¼
100 GeV2 for the ratios Rp=Pb

i of PDFs in a proton bound in
lead compared to PDFs in a free proton. Even though none
of the analyses include data directly sensitive to the gluon
distribution, a reasonable behavior is found for the gluon at

FIG. 21. Nuclear parton distribution functions TUJU19 in lead at NNLO compared to the results by the KA15 group [44], shown at the
initial scale of KA15,Q2

0 ¼ 2.0 GeV2, and at a higher scaleQ2 ¼ 100 GeV2. The comparison is presented for the distribution functions
xfiðx;Q2Þ with i ¼ g; s̄; V, where V is the sum of valence quarks, in a bound proton in lead.

4No LHAPDF6 grids are available for DSSZ.

5The nNNPDF1.0 LHAPDF6 set is provided with the
assumption that u ¼ d and that ū ¼ d̄ ¼ s̄ ¼ s to comply with
the LHAPDF format, i.e., to provide individual quark flavors. For
our comparison, we have used the provided PDFs and LHAPDF
uncertainties at the 90% confidence level, keeping in mind that
only the quark multiplets Σ, T3, T8 were determined in the
nNNPDF1.0 analysis.

6For the comparison at NNLO the KA15 nPDFs, provided on
request by the authors, were also included. The ratios Rp=Pb were
not available for this analysis.
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the initial scale of this analysis, keeping in mind that our
uncertainty bands for the gluon are potentially underesti-
mated, as discussed above. The congruence is improved
when going towards higher scales (e.g., Q2 ¼ 100 GeV2).
Furthermore, a very good agreement is observed for the
quark singlet Σ shown in the lower panels of Fig. 20. The
values of xΣ are within the error bands at the initial scale,
and become even more consistent at the higher scale. The
observed deviation in the low-x region (x < 0.0005)
reflects the lack of low-x constraints by the available
nuclear DIS data. We also show the ratios Rp=Pb for
TUJU19 compared to nNNPDF1.0 at NNLO in Fig. 20.
Again a reasonable shape is found for the gluon nuclear
modification, and a very good agreement is visible for the
quark singlet, as it is well constrained by the incorporated
experimental data. The uncertainties of the nNNPDF1.0
distributions are considerably larger compared to the ones
found in our analysis. Indeed, as shown in Ref. [45], the
uncertainty bands for a combination of singlet and octet
contributions become comparable to those in the earlier
works where direct data constraints exist. Still, the
nNNPDF1.0 uncertainties grow rapidly towards small x
which can be accounted for by the fact that the applied
neural network framework is not as prone to parametriza-
tion bias as the traditional Hessian error analysis
applied here.
The nuclear parton distribution functions TUJU19 at

NNLO compared to the results of the KA15 group are
presented in Fig. 21. Here we consider lead nPDFs for
gluons, sea quarks (here s̄) and the sum of valence quarks,
V ¼ uv þ dv. Again the comparisons are shown at two
scales: the initial scale of KA15, Q2

0 ¼ 2.0 GeV2, and
Q2 ¼ 100 GeV2. Considering the fact that neither of the
analyses includes data directly sensitive to the gluon
distribution, a fair agreement is found for the gluon at
the initial scales. However, while the agreement between
TUJU19 and nNNPDF1.0 remains at higher scales
(Fig. 20), the gluon distribution from KA15 falls below
the other two (Fig. 21) at Q2 ¼ 100 GeV2. The s̄ distri-
butions in turn are in a reasonable agreement at higher
scales, although at the initial scale the KA15 result is
considerably above TUJU19. The total valence distribu-
tions from TUJU19 are found to be in very good agreement
with those of the KA15 analysis. Apart from the gluon
nPDFs at the initial scale, the KA15 uncertainties tend to
be very small. This may partly follow from the rather rigid
parametrization applied, but it may also be due to the
chosen low error tolerance Δχ2 ¼ 1.

VI. SUMMARY AND OUTLOOK

We have presented new sets of nPDFs, which we refer to
as TUJU19, at NLO and NNLO. Contrary to most previous
analyses, our nPDF sets are based on a proton baseline fitted
within the same framework, which guarantees consistency

throughout the analysis concerning the series of choices on
parameter values, assumptions, constraints and kinematical
cuts that need to be madewhen performing a global analysis.
The numerical implementation was embedded in the open-
source tool xFitter. The source code with all applied mod-
ifications required for the treatment of nuclear PDFs will be
published, providing a first open-source tool for a global
nuclear PDF analysis. The common framework will also
enable a simultaneous proton and nuclear PDF analysis in
the future.
For the proton PDF baseline analysis DIS data from the

HERA, BCDMS and NMC experiments were included.
Similarly, the nPDF analysis was based on measurements
from fixed-target neutral-current DIS and data from
neutrino-nucleus charged-current DIS experiments. The
neutrino DIS data were implemented for the first time in
a global pQCD analysis at NNLO. The deuteron was
treated as a nucleus without neglecting nuclear effects,
instead of constructing it as a pure composition of free
proton and neutron PDFs as been assumed in several earlier
analyses. The resulting cross sections show very good
agreement with the included experimental data, both for
neutral-current and charged-current DIS processes, as
confirmed by the resulting χ2=Ndp < 1.0 for the nuclear
part of the analysis. The comparisons to the existing nPDF
sets demonstrate a reasonable agreement within the error
bands. The obtained results are consistent with the expect-
ation that due to the consideration of DIS data only the
nPDFs for valence quarks are well constrained by the
experimental data, whereas gluon and sea quarks are
constrained only indirectly by the included data and mostly
by DGLAP evolution. The resulting nPDFs will be pub-
lished in the LHAPDF6 format including uncertainties for
both, the proton baseline and the nuclear PDF analysis,
derived with a Hessian uncertainty analysis.
As this is the first NNLO nPDF fit within the developed

framework, only fixed-target DIS data with lepton and
neutrino beams were included. In the future we plan to
also add data for other observables for which theoretical
calculations at NNLO exist. The fixed-target proton-
nucleus DY dilepton data would provide further con-
straints for the sea-quark distributions. Furthermore, the
W and Z boson production data from pþ Pb collisions at
the LHC are sensitive to the flavor decomposition and
could therefore help to disentangle observed differences
in valence-quark nuclear modifications. Even after these,
direct gluon constraints will remain sparse. Recently it has
been shown that such constraints could be obtained from
the existing data for dijet and charmed-meson production
in pþ Pb collisions at the LHC. Further in the future,
an electron-ion collider would provide precision data
for nPDF analyses. In order to get the best information
from these data the highest possible perturbative precision
will be required, and we think our NNLO analysis is an
important step in this context.
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APPENDIX: PDF PARAMETERS

Here we show the parameters obtained for the proton and
nuclear parton distribution functions presented in Sec. V.
The naming convention corresponds to the PDF para-
metrization given in Eqs. (9) and (10). Table III provides
the NLO parameters, while Table IV presents the NNLO
ones.
Some of the parameters were deliberately excluded

from the fit. In most cases this means that in the initial
version of the analysis procedure those parameters were
used, but the obtained parameter value turned out to be
very close to zero with very large uncertainty. Thus, that

parameter was considered as not required. Alternatively,
some of the nuclear parameters were never included as
free parameters since the best-fit criterion for nuclear
PDFs, χ2 ≤ 1.0, could be satisfied by the selected subset
of the free parameters.
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cg1;1 −2.4627 cuv1;1 −0.1080 cdv1;1 −2.8603 cū1;1 −3.2213
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