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Abstract

Initial stages of reading acquisition require tharhing of letter and speech sound
combinations. While the long-term effects of audisual learning are rather well
studied, relatively little is known about the shtatm learning effects at the brain level.
Here we examined the cortical dynamics of shortztlrarning using
magnetoencephalography (MEG) and electroenceplegdbgr(EEG) in two experiments
that respectively addressed active and passiveitgpof the association between shown
symbols and heard syllables. In experiment 1, lagrwas based on feedback provided
after each trial. The learning of the audio-visasdociations was contrasted with items
for which the feedback was meaningless. In exparifiglearning was based on
statistical learning through passive exposure thauisual stimuli that were consistently
presented with each other and contrasted with audial stimuli that were randomly
paired with each other. After 5 to 10 minutes afrting and exposure, learning-related
changes emerged in neural activation around 20B&@dns in the two experiments. The
MEG results showed activity changes at 350 ms ugdabmiddle frontal cortex and
posterior superior temporal sulcus, and at 500mtemporo-occipital cortex. Changes in
brain activity coincided with a decrease in reactimes and an increase in accuracy
scores. Changes in EEG activity were observedrsgaat the auditory P2 response
followed by later changes after 300 ms. The reshitsv that the short-term learning
effects emerge rapidly (manifesting in later stagfesudio-visual integration processes)

and that these effects are modulated by seledtigateon processes.



Highlights

* MEG and EEG were recorded during audio-visual tingirand exposure
» Changes in brain activity emerged 5 - 10 min dé&arning

* During passive exposure changes emerged firstGatrz0

» Late phases of audio-visual integration were afferted (350 ms)

» Active training utilizes frontal cortex during trang
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1. Introduction

Despite the ease with which we learn to associatate across the senses, relatively little
is known about the immediate learning processésartuman brain that occur at the
beginning stages of training of cross-modal assiocis. Most of the studies examining
the acquisition of such associations have exammregtterm learning occurring in the

time span of months (e.g., Maurer et al., 2008nBe¢ al., 2010).

While studies examining the long-term learning eehave been important in
establishing the brain mechanisms involved in croesal processing, it is not known
which of these brain mechanisms are used duringiti@ steps of the learning process,
and if there are distinct stages of learning duvitngch some of the mechanisms are more
important than others. Current theoretical modetgysst a reciprocal information

transfer between areas processing the visual fodraaditory features manifested in fast
sensory brain responses, as well as the sensargiatssn areas at later stages in brain
responses reflecting extended phases of cross-nradgtation (Calvert, 2001; Bernstein
& Liebenthal, 2014; Murray et al., 2015). Attentiand working memory systems are

also thought to assist in the learning processvgal2001; van Atteveldt et al., 2009).

Studies on long-term effects of audio-visual leagnprovide a starting point for expected
short-term learning effects. Audio-visual procegsemgages specific cross-modal sites
and primary sensory areas (e.g., Raij et al., 2080;Atteveldt et al., 2004; Molholm et
al., 2006; Kayser et al., 2009; Murray et al., 20THe superior temporal sulcus in the
left hemisphere has been implicated particularlgriocessing of well-established letter-
speech sound combinations, thus mostly reflectng-term audio-visual memory

representations (Raij et al., 2000; van Atteveldtle 2004; Hashimoto & Sakai, 2004,



Blomert, 2011). The fusiform gyrus in the left hephere is particularly involved in
learning letters (Cohen et al., 2000) but is samstb long-term learning occurring over
several months (e.g., Maurer et al., 2008; Breal.e010). Long-term exposure to
grapheme-phoneme associations also affects pavoegtambiguous speech through
mechanisms in the posterior superior temporal gatel inferior parietal lobe (Bonte et
al., 2017). This suggests that several interaginogesses are affected by learning audio-
visual associations and the processes most prothjraivated depend on the task

parameters and demands.

Training effects occurring within days to learnivigaudio-visual combinations have
been found in the left parieto-temporal cortex pasterior inferior temporal gyrus
(Hashimoto & Sakai, 2004; Karipidis et al., 201&glditionally, the left occipito-
temporal area, together with primary auditory aisdi@ areas, showed increased activity
during audio-visual learning (Tanabe et al., 2005 important role of the posterior
brain regions was also shown in a transcraniatticerrent stimulation study in which
the learning rate and outcome of audio-visual aaions was modulated by stimulation
injected to left inferior parietal lobe (YoungerBooth, 2018). Furthermore, the frontal
cortex has been suggested to mediate cross-maualaiig, particularly in the case of
arbitrary associations and sub-optimal presentatfamoss-modal information, and to
show activity change as a function of consisteni@visual pairings (Gonzalo et al.,

2000; Calvert, 2001; van Atteveldt et al., 2009).

Previous studies have also shown that overt atteictn mask subtle effects of audio-
visual processing that are observable only dummgjicit or passive presentation of the
audio-visual material (van Atteveldt et al., 2084#u et al., 2009). In order to make the

neural processes during learning of audio-visusbe@sations observable at the cortical
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level, non-optimal presentation of the stimuli nmigferefore be needed (cf. van
Atteveldt et al., 2004). In the current study, magtive learning task we employed non-
synchronous presentation of the visual and audgbmyuli, while in a passive learning
task we used synchronous presentation of the stiBath active and passive tasks were
used to examine possible general neural mechamadated to learning of audio-visual

associations.

Here the goal was to examine short-term changesriical dynamics in the brain
regions thought to be engaged in audio-visual assog learning. First, in an MEG
experiment the effects of active audio-visual leagrwere examined on the processing of
novel visual symbols. Second, in an EEG experinteneffects of passive exposure to
simultaneously presented audio-visual pairings vegemined. The two experiments
should reveal if cross-modal learning effects cammbserved during the
training/exposure session. Further, they shouldakw there is a common time window
during which changes in brain activity due to Iéagcan be observed both with active
feedback and using passive exposure. We expecsaktohanges in the neural activity
of the sensory areas reflected in the low-levelicalrresponses at 100 - 200 ms after
stimulus onset (Tanabe et al., 2005; Yoncheva. g2@10). In addition, we expected to
see modulation of activity at a later time windoWwese cross-modal integration effects

have been reported (Raij et al., 2000; Shams,2@05; Karipidis et al., 2016).

2. Material and methods
2.1 Experiment 1

2.1.1 Participants



Thirteen adult participants were included in thalgses (26.3 years on average, range
21-38 years; 7 female, 6 male; 12 right-handednhidextrous based on self-report).
From the total of 15 participants, one participaat excluded due to magnetic artifact
from a tooth brace and one due to excessive egkstiuring the visual stimulus
presentation. None of the participants had livediapan or studied Japanese (relevant for
the choice of visual stimuli, see below). The ekpent was carried out in accordance
with the Declaration of Helsinki. The participag@ve a written informed consent to

participate. The study was approved by the Ethms@ittee of the Aalto University.

2.1.2 Simuli and experimental design

Auditory stimuli were recorded by a female nativerfish speaker in a sound-attenuated
booth. The root-mean-square intensity level ofrde®rded consonant-vowel (CV)
stimuli was adjusted to be equal. The CVs were /kd/ /ko/, /pal/, /pi/, Ipu/ (duration
176—266 ms). The auditory stimuli were presentdti@tevel of approximately 75 dB
through a panel speaker placed in front of the@pant, above the head level. There
were 6 visual stimuli modified from Japanese Hiragwariting symbols that were rotated
90 degrees to the right to avoid possible famtlyagffects and false associations with
their real corresponding syllables (Figure 1). $heuli were dark grey on a light grey
background, with the screen located approximatetyftom the participant’s eyes. The
symbols and CV syllables were each shown 120 tifies.stimulus pairs were presented

in a pseudorandom order such that the same syndsohever repeated immediately.

Each experimental trial started with a fixationsg@hown at the centre of the screen for
500 ms (Figure 2). Thereatfter, the visual symbad waesented for 1000 ms. The

auditory syllable started playing at 600 ms afier dnset of the visual stimulus. The



participants were asked to judge whether the symhsllinked to the syllable or not.

The delayed audio presentation was introducedderdo allow a clean access to cortical
processing of the visual symbol without contamimatby auditory activation, motor
response, or response error monitoring. After teeal and auditory stimuli, a question
mark appeared on the screen to prompt a resporagse 8000 ms): right index finger lift
to indicate a match between symbol and syllablerayid middle finger lift to indicate a
mismatch. Immediately after the response, feedbaplkeared on the screen (the Finnish
word for ‘correct’ or ‘incorrect’) for 1000 ms aftevhich the next trial was presented.
Accuracy and reaction time (with respect to questiark onset) were obtained for each

trial. Due to technical difficulties, behavioraltddrom 3 participants was not available.

The focus of the study was on the modulation ofvikaal symbol processing as a result
of learning the audio-visual associations. For phigpose two categories of trials were
created|earnable andnon-learnable (Figure 1). For half of the symbols, the feedbfrk
the syllable associations was consistent througth@uéxperiment and the symbol-
syllable link could thus be learnel@drnable category). For the other half of the symbols
the participants received the word ‘incorrect’ las teedback and thus their association to
syllables could not be learneab(-learnable category). This was to control for the

general effect of exposure to the stimuli during éixperiment and to separate the activity

related to learning of the audio-visual associaion

Association learning was expected over the couirigecexperiment. In the beginning,
participants’ responses were based on guessingpthect combinations could be
learned only through the feedback. Altogether,diveere 360 trials in thiearnable

category and 360 trials in tmen-learnable category leading to experiment length of



approximately 40 minutes. In each category, eaatibsywas paired with each syllable

40 times.

2.1.3 Data recording and analysis

MEG data was collected using a 306-channel (102netagneters, 204 planar
gradiometers) whole-head device (Elekta Oy, Finlatdhe MEG Core of Aalto
Neurolmaging, Aalto University, Finland. The datare high-pass filtered at 0.03 Hz,
low-pass filtered at 200 Hz, and sampled at 600THe. head position was monitored
continuously using 5 small coils attached to thre®s¢3 on the forehead and 2 behind the
ears). Electro-oculography (EOG) was recorded usiegtrodes lateral to each eye
(detection of horizontal eye movements) and aboxkebelow the left eye (blink

detection).

Offline, head movements were corrected and extemmiak sources attenuated using the
temporal extension of the signal space separatgoritnm (Taulu et al., 2005) of the
MaxFilter program (Elekta Oy, Finland). The headipon was also converted to the

default head position.

After the initial head movement correction the dates analysed using BrainStorm 3.2
(Tadel et al., 2011). Signal subspace projectios used to correct for eye blinks and
horizontal eye movements. The further analyses tisedlanar gradiometers that are
sensitive to brain activity directly under the semand are less sensitive to noise sources
further away from the sensors compared to magndtomésee Garcés et al., 2017 for the
effect of channel choice in MEG). The MEG signabvaw-pass filtered at 30 Hz and

then segmented into trial-based time windows 00-2@.000 ms with respect to the
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visual symbol onset (200 ms pre-stimulus baseli@eyyments with over 3000 fT/cm

peak-to-peak values were rejected.

The whole experiment was divided into quartersgdt of 90 trials, ¥ set of 90 trials, "3
set of 90 trials and™set of 90 trials for each category) and averagechbegory
(learnable, non-learnable). This allowed the exatmm of the initial stages of learning
(1% quarter) and the stage where the audio-visuatasm was fully learned {4

quarter). After artifact rejection, 80 — 90 triaésnained in each average.

A three-shell spherical head model fitted on thBNM1.52 MRI template (Fonov et al.,
2011) was used for calculating depth-weighted mimmmorm estimates (WMNE) of the
sources. The wMNE solution was restricted to theéeso Noise covariance matrix was

calculated from the baseline interval of the avedaggsponses.

The present analysis focused on the source actoigntified as the absolute power, in a
number of cortical areas. These were selected baspdevious literature and
examination of the grand-average source solutisriellows: The a priori regions of
interest (ROIs) were based on the Desikan-KillifiDyK) parcellation of the cortex
(Desikan et al., 2006) and included sensory caticehe left and right Heschl's gyrus
and lateral occipital cortex; cross-modal integnatareas in the posterior superior
temporal sulcus; attention and working memory eglaegions in the caudal middle
frontal cortex and pars opercularis (Figure 3)tfemmore, the temporo-occipital area
was included, outside of the D-K parcellation, hessathe grand average activity fell on
the junction of multiple D-K parcels. The temporcepital ROl covered 200 vertices in

each hemisphere.
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Brain activity was examined in four consecutive ba®time windows encompassing
activity from the basic visual evoked fields to theset of the basic auditory evoked
fields: 50 — 200 ms, 200 — 350 ms, 350 — 500 ms5@@d- 650 ms. Focus on the time
window before the sound onset enabled exclusi@ttfity related to the motor

decision, motor response and possible error monggrocesses.

2.1.4 Satistical analysis

Repeated measures ANOVAs (category [learnable |Jemmable] x quarter [1st, 2nd,
3rd, 4th] x hemisphere [left, right]) for each timendow and region of interest were
conducted. Effects involving interaction betweetegary and quarter were of interest.

Greenhouse-Geisser correction was applied wheroppate.

2.2 Experiment 2

2.2.1 Participants

Seventeen adult participants were included in tfayses (26.2 years on average, range
20-35 years; 14 female, 3 male; 16 right-handddftdhanded based on self-report).
From a total of 25 recruited participants, 8 pgvaats were excluded; 5 due to excessive
eye blinks during the visual stimulus presentatibdye to technical problem, and 2 due
to low data quality. None of the participants hiaed in Japan or studied Japanese
(relevant for the choice of visual stimuli). Thepeximent was carried out in accordance
with the Declaration of Helsinki. The participageve a written informed consent to
participate. The study was approved by the Ethm:@ittee of the University of

Jyvaskyla, Finland.

2.2.2 Simuli and experimental design

12



Auditory stimuli were recorded by a female nativerfish speaker in a sound-attenuated
booth. The root-mean-square intensity level ofrderded CV stimuli was adjusted to
be equal. The CVs were /kol, /tol, Ikil, Ipil, lpéd/ (duration 165 ms). The auditory
stimuli were presented at the level of approxima8€l dB through a speaker placed
approximately 1 m above the participant. As in Expent 1, there were 6 visual stimuli
modified from Japanese Hiragana writing symbols$ wWere rotated 90 degrees to the
right to avoid possible familiarity effects anddalassociations with their real
corresponding syllables (Figure 4). The stimulievdark grey on a light grey
background, with the screen located approximatetyftom the participant’s eyes. The
stimulus pairs were presented in a pseudorandoer steth that the same symbol was

never repeated immediately.

Each experimental trial started with a fixationsg@hown at the centre of the screen for
745 ms. Thereafter, the visual symbol was presdoted00 ms. The auditory syllable
started playing at the onset of the visual stimullee stimulus-onset asynchrony was
1450 ms. As a cover task the participants weredagkpress a button when they saw a

blue symbol or heard a syllable higher in pitch paned to the other syllables.

To examine the effect of association learning, tategories of trials were created,
learnable andnon-learnable. Half of the visual stimuli were always presenéth its
corresponding auditory stimuliegrnable category) while the other half of the visual
stimuli were randomly paired with three auditorymatli (non-learnable category). This
comparison was to control for the general effeaqfosure to the stimuli during the
experiment and to separate the activity relatddaming of the audio-visual

associations.
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Changes in brain activity were expected over thesmof the experiment due to
adaptation to the continuous stimulation and diedislearning effects. Altogether, there
were 792 trials in thkearnable category and 792 trials in timen-learnable category,
leading to experiment length of approximately 40umés. Each stimulus was presented

altogether 132 times.

2.2.3 Data recording and analysis

EEG data was collected using a 128-channel Neuabmgifier (Bittium Oy, Finland)

with Ag-AgCl electrodes attached to the HydroCek&lode net (Electrical Geodesics
Inc., OR, USA) with Cz electrode as the referefi¢te data were high-pass filtered at 0.1
Hz, low-pass filtered at 200 Hz, and sampled aD199. Electrode impedance was
checked at the beginning of the recording and aitndx below 50 kOhms for all
channels. The data quality was additionally checksatlmonitored during the EEG

recording.

The data was analysed using BESA Research 6.1 (BRB8BH, Grafelfing, Germany).
EEG was first examined for channels with poor datality (mean: 4, range 0-10) that
were rejected at this stage, and then segmentedialbased time windows of -200 -
700 ms with respect to the visual symbol onset (@8(re-stimulus baseline). The
whole experiment was divided into quarter? ¢t of 198 trials, ¥ set of 198 trials, 3

set of 198 trials, and™set of 198 trials for each category) and averdyyechtegory
(learnable, non-learnable). Segments with overlld@eak-to-peak values or 75 pVv
transient amplitudes were rejected (mean acceptetber of trials: 142, range 58 - 181).

After averaging, a low-pass filter of 30 Hz was lggh the channels with poor data

14



quality were interpolated using the spherical sphmethod (Perrin et al., 1989), and the

data was re-referenced to an average reference.

2.2.4 Satistical analysis

EEG data was then examined using cluster-basedupetion tests (Maris & Oostenveld,
2007) in BESA Statistics 2.0. After initial t-testmparison between conditions of
interest, the results were clustered based onpwirtés and channels. Significance values
for the clusters were based on permuted condiéibals. The time window from 0 ms to
700 ms was used in the analysis. Cluster alpha0&fWas used with 3.5 cm channel
neighbor distance and 3000 permutations. The le&rzand non-learnable conditions

were compared in each block.

3. Results

3.1 Experiment 1: Active learning

3.1.1 Behavioral results

All participants were able to learn the correctiasndsual associations during the first
half (2 and pa guarters) of the MEG recording with only a fewoesrmade after that.
Accuracy was scored based on the response to dstigu “do the symbol and syllable
form a pair” (for non-learnable items the correa$\@er was ‘no’). The mean accuracy
rate was 90 % and 93 % and mean reaction times4@é&ens and 513 ms for the
learnable and non-learnable categories, respegti@etoss the whole training session.
There was a clear effect of training in the accyi@ud reaction time measures with
improving performance towards the end of the sesssoshown in Figure 5. This was
evidenced in Category x Quarter ANOVA for accurtitat showed a main effect of

Quarter [F(3,27)=109.449, p<0.001Lz,p=0.924] and for the reaction times that showed

15



main effects of Category [F(1,9)=11.028, p<0.0:1Q,=O.551] (faster reaction time for
the learnable than non-learnable category) andt@u#i(3,27)=23.838, p<0.004,

2,=0.726].

3.1.2 MEG results
The MEG data showed clear visual and auditory eddiedds (Figure 6 and 7). In
addition, starting at around 350 ms a slowly evajwiesponse was observed whose

strength differentiated between the categories #itefirst quarter of the training.

The largest difference between the categories apgéathe parieto-occipital
gradiometers, as a slowly evolving response. Thpamse was similar for the two
categories during the first quarter of the sesstarted to differ between categories
during the second quarter, and remained differetwden categories until the end of the

session.

The distributed source analysis paralleled themdesel trends. Several cortical regions
were selected for analysis based on our hypotloesisvolvement of the sensory cortices
and cross-modal integration areas (Figure 3, sderMs and methods). Activation loci
were found in the left and right inferior temporceital areas as well as left frontal
areas and right central-parietal areas in the wmnelow of the slowly growing difference
between the categories (Figure 8). Three cortegibns showed statistically significant
differences in source strength between the categas a function of training (Figures 9
and 10). The repeated measures ANOVAs showed Qgtgd@uarter interaction for the
source activity originating from the temporo-octapareas at 500 — 650 ms
[F(3,36)=4.710, p<0.008, 2p=0.282]) as well as the caudal middle frontal coee350 —

500 ms [F(3,36)=8.287, p<0.0042,=0.408] and 500 — 650 ms [F(3,36)=14.305,
16



p<0.001y 2p=0.544]). Category x Quarter x Hemisphere inteaacteached significance
in the posterior superior temporal sulcus at 3506 ms [F(3,36)=5.487, p<0.004,
n2p=0.314]). Figure 6 displays the post hoc t-testiltegor paired comparisons. The
temporo-occipital and caudal middle frontal cortielowed an increase in activation
from the first quarter of training to the secortdrd and fourth quarters of the training.
The posterior superior temporal sulcus area shamgdone statistically significant
difference: the first and second quarters had mdiffesource strength only in the non-
learnable category. This was due to a decreasauotes strength from the first to the

second quarter.

3.2 Experiment 2: Passive learning

Similarly to the active learning experiment, theG#ata for the passive learning was
examined in four blocks of equal length (10 miM)eTERP waveforms are shown in
Figure 11 and corresponding ERP topographies e¢ tlime points in Figure 12. The
ERPs in each block showed a statistically signifiatifference between the two
categories (Figure 13) (Block 1, cluster 1: p <8,@lock 2, cluster 1: p<0.004, cluster
2: p<0.019, cluster 3: p<0.025; Block 3, clustep40.009, cluster 2: p<0.021; Block 4,
cluster 1: p<0.001, cluster 2: p<0.001; clustgp<8).001; cluster 4: p<0.005; cluster 5:
p<0.036; for details see Table 1). To further exsnwhen the categories start to diverge
from each other the first block was divided intmt8minute sub-blocks and the
categories were again compared (Figure 14). There wo statistically significant
condition differences (p = 0.274) in the ERPs mesbduring the first 5 minutes
whereas the between-category differences duringgbend 5-minute sub-block were
statistically significant (cluster 1, p < 0.0451&5-276 ms, fronto-central distribution)

(Figure 15). The differences were most prominenhatrontal and central channels

17



between 200 and 500 ms for each comparison, wélexiception that Block 3 showed

differences between the categories at an eantier Window.

Table 1. Cluster details of the cluster-based p&ation statistics between the responses

to the learnable and non-learnable stimuli.

Cluster Cluster Difference Clustertime | Cluster location
mean (LV): | mean (LV): | (UV) window (ms)
Learnable Non-
learnable
1510 -1.55 -0.86 0.69 236-482 ms R Frontal
min
210 [1.62/-0.71/]1.18/-0.52/0.44/0.19/ | 189-455 ms /| Parietal / L
min 1.06 0.69 0.37 312-563 ms /| Frontal / L
95-174 ms Parietal
3910 [-0.42/0.03 | 0.14 /0.34| 0.56/0.31 172-252 m< Occipital / L
min 26-73 ms Fronto-central
4710 |1.48/-1.50//0.74/-054/ 0.74/0.96/ | 328-591 ms /| Central / L
min 0.68/-0.65//0.26/-0.04 /1 0.42/0.61/ | 349-572 ms /| Frontal / Fronto-
-1.50 -2.08 0.58 162-293 ms /| central /
172-253 ms /| Occipital / R
195-303 ms | Temporal

Note. Multiple clusters are separated by strokes.right, L = left

4. Discussion

18




Learning of audio-visual associations is an impur&bility which is crucial for example
in reading acquisition. Here we examined the atibmadynamics of brain areas utilized
at the initial stages of audio-visual associatearthing. We expected to see learning
effects at the early sensory responses as well asater time window linked to
perceptual learning and audio-visual integratiobrain areas that previous studies have
linked to short-term cross-modal learning (e.gij Baal., 2000; Hashimoto & Sakai,
2004). Indeed, with the progression of the audguai association training in MEG and
EEG, a gradual increase in brain activity was idieadt at around 350 ms after stimulus
presentation regardless of the learning methodvéattining or passive exposure). In
the passive EEG experiment an earlier effect ar@@f@dms, corresponding to the

auditory P2 response, was additionally observed.

Using MEG, these learning-related changes werdirachbilaterally to the caudal
middle frontal (CMF) cortex starting at around 388 and in the temporo-occipital (TO)
area starting at around 500 ms from the visualdtimonset. These changes in the
activity were specific for the stimuli where thedatvisual association could be learned
whereas for the control stimuli where no assoamtiould be learned the activity
remained relatively unchanged throughout the tnginAdditionally, the right posterior
superior temporal sulcus (pSTS) showed modulaticactivity during the training at 350
- 500 ms after the visual stimulus onset. All ad4fé learning effects emerged after the
first 10 minutes of training. Particularly the T@a has been implicated in cross-modal
processing in previous studies and has been linkiidshort-term learning (e.g., Calvert,
2001; Hashimoto & Sakai, 2004, Blomert, 2011). Ehlesirning effects in brain activity

coincided with improvement in accuracy scores &adtion times at the group level.
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Both TO and pSTS areas have been implicated inmgaohd the processing of letter-
speech sound combinations, with typically an emigshas the left hemisphere (e.g., van
Atteveldt et al., 2009; Raij et al., 2000; Hashimé&t Sakai, 2004; Blomert, 2011). The
current results showed bilateral changes in adtindor the TO areaand-+ight
hemispheric-modulation-of pSTS-activity as thenirag progressed. Further, a change in
pPSTS activity occurred only for the non-learnaliimali in the right hemisphere. These
differences in the lateralization pattern couldeetfthe difference in experimental
designs between the present and previous studibsexamination of learning during the
training process in the present study whereas gue\studies have used a pre vs. post
measurement design. This initial stage of learnmay recruit brain areas bilaterally in
the case of the TO area-erwith-evenright-hemispipeeponderance. The role of the
change in pSTS activity is not clear and is coutdeyur expectation that activation

changes would be observed for the learnable stiamalinot for the non-learnable stimuli.

Frontal cortices also showed enhanced activitytdyigdly after 10 minutes of training.
The caudal middle frontal cortex most likely refeeeither working memory or
attentional control in the current experiment (@aly2001; Andersson et al., 2009;
Kastner & Ungerleider, 2000; Moisala et al., 2018jhough there is some evidence that
the frontal cortices might also be involved in a-@sodal association learning (Calvert,
2001; Fuster et al., 2000) and cross-modal worknegnory tasks (Zhang et al., 2004) it
is likely that the frontal activation reflects soifieem of assistive processing in the form
of selective attention. This would also fit inteetretical frameworks of perceptual
learning where attentional weighting could manifesincreased attention to important

dimensions or features of the training materiall§Stone, 1998). However, the frontal
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cortex activity should be targeted for more carefutly in future experiments in order to

disambiguate the cognitive processes.

The spatial pattern of brain activity in the cutrbfEG study was comparable to that
found using fMRI by Hashimoto and Sakai (2004) with exception that, in the current
study, the parieto-occipital area did not showrgjractivation and that the inferior
temporo-occipital activity was bilateral and ndt lateralized (cf. Fig. 7D in Hashimoto
& Sakai, 2004). The bilateral activity observedésright be related to the unfamiliar
nature of the rotated Hiragana letters to Finnmakers who would process them more
as complex pictures than as letters, unlike thv@dapanese speakers in the study by
Hashimoto and Sakai (2004). In addition, the laic&l@ar activation in the parieto-
occipital area could be related to methodologité¢ences. Here the first 600 ms of
brain activity were examined after the symbol pnéggon whereas in fMRI studies
activity is integrated over a longer time windowirthermore, an extended training
session might be needed to detect parieto-occgutality, with possibly even an

overnight consolidation period between the measan¢points.

Activity in the temporo-occipital and caudal midditental areas started to change
already after the first 10 minutes of training otlbothe left and right hemisphere.
Interestingly, the differentiation between thelfim the learnable and non-learnable
categories started at 350 ms after the visual stisnanset in the frontal cortex but at 500
ms in the temporo-occipital area. A similar effetearlier activation of the prefrontal
areas than occipital visual areas has been fouad MEG study on declarative memory
formation for single presentations of visual stinflibkashima et al., 2006). In that

study, the effect was interpreted as a top-dowaraction to focus on the most important
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aspects of the shown stimulus (Takashima et abgRMHowever, in the current study,
each visual stimulus was simple and repeated dliegé&20 times. Therefore, it is
unlikely that focusing on certain aspects of thesgltus could account for the current

result.

It is also possible that not only selective at@mibut also working memory processes
were reflected in the frontal cortex activity. mg framework, the time window starting
at around 350 ms could be interpreted as the fetepéeriod in working memory during
which sustained neuronal activity has been sugdésteeflect active maintenance of the
stimulus representations (Jensen & Tesche, 20a#)n@this retention period, more
attention could be directed towards the stimuli ttiean be learned, and this process
would, in turn, enhance activation in the tempocotpital areas. This latter activation
could represent the maintenance of the visual $tisnn working memory for
comparison with the auditory stimulus that was enésd with a time delay relative to the
visual stimulus (cf. Kastner & Ungerleider, 200@uttney et al., 1997). However, the
EEG experiment suggests that the modulation ohlaeiivity at this time window is
largely automatic and could represent attentioocation without full awareness or
audio-visual integration processes that are stattrform during the learning. This
conclusion is based on the passive nature of thesexe in the EEG experiment and on
the simultaneous presentation of the auditory aswgly stimuli, which make working

memory processes unlikely cause for the observedtef

The EEG findings supported the conclusion thabasmodal learning process was
taking place at the time window after 300 ms. Tieetwindow after 300 ms matches

well with the current active learning task and wetirlier EEG studies examining audio-
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visual learning using a congruency manipulatiora{8é et al., 2005; Karapidis et al.,
2017; 2018). Previously brain activity at this timendow has been shown to occur after
a relatively short training period that was carred a few days before the measurement
of brain activity (Shams et al., 2005; Karapidisakt 2017; 2018). However, given the
differences in the response topography and expatahdesign it is likely that the
process observed after 300 ms reflects differeatar&l mechanisms in the different
studies. In previous studies it has been linkgakécessing of incongruent audio-visual
information (Shams et al., 2005; Karapidis et2017; 2018) whereas in our study it is
linked to enhanced neural resources for the legrsiimuli compared to control stimuli.
Regardless of these differences our results shatwcttanges in brain mechanisms related
to audio-visual integration at a relatively lateé window can be observed already
during the training. Due to the passive naturdnefEEG experiment, the observed
learning process after 300 ms appears rather atitoarmal occurs without explicit

instruction to learn the audio-visual associations.

The current results would be interesting to linkhathe earlier studies examining the
responses to incongruent audio-visual stimuli (&grapidis et al., 2017; 2018) and
perceptual tuning of ambiguous speech stimuli laglirey exposure (Bonte et al., 2017).
This would require an experiment where the leareifigcts would be tested across
several days to examine if these initial stagdesarining would lead to further functional
changes observed in the earlier studies. We waeldigt that the strength of the effects
at the initial learning stage would correlate withw rapidly the learnt associations
become automatic (reflected in emergence of comgrineongruent stimulus difference).

Further, we would predict that the size of thenaay effect at the initial stage would link
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with the strength of the perceptual tuning for agoioius phonemes after exposure to

written material (Bonte et al., 2017).

Interestingly, the EEG experiment additionally raeel a learning effect at a time
window around 200 ms, corresponding to the audiR#yesponse, which was not
observed for the MEG experiment (in which only Wsual responses were examined).
The effect emerged rapidly, already after 5 minotiesxposure. The P2 has been linked
to attentional processes, auditory object representas well as sound feature encoding
and stimulus classification (Crowley & Colrain, ZQ@Ross et al., 2013). It could be that
a pre-attentive process to the learnable stimuii fivat started which then led to further

learning effects at 300 ms and later.

Changes in the auditory P2 have been observedlierestudies following active training
and exposure to auditory stimuli (Reinke et alQ205heehan et al., 2005; Tremblay et
al., 2010; Ross et al., 2013). For example, Sheahdrcolleagues (2005) found that the
auditory P2 response to repeated sounds increaseg the EEG recording, showing
larger amplitudes during the second half of therdiag than the first half. A similar
observation has been made with repeated measurses=ibns with auditory stimuli
(Ross et al., 2013). Besides replicating thesaeeaffects of the fast enhancement of the
P2 amplitude our finding also shows that, but thatP2 amplitude is modulated by the
consistency of the cross-modal stimulus presemtalibis suggests that the P2
enhancement is sensitive to and reflecting learofrrggularities in the environment. We
suggest that this initial sensitivity to the crasedal regularities in the environment made

the learnable stimuli more salient, and this infation led to later cross-modal processes
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that could result in behaviourally relevant change$ound in previous studies (e.qg.,

Karipidis et al., 2017; 2018).

In the current study, brain activity during audigual association learning tasks could be
tracked using MEG and EEG measures. After 5 to ibites of training to associate
auditory and visual material, changes in brainvégtivere observed in the frontal and
temporo-occipital cortices bilaterally at around3bs after stimulus presentation, with
additional modulation of brain activity around #wditory P2 response. We propose that
cross-modal regularities can be extracted alreaaiynal 200 ms and this can lead to the
initial steps in formation of audio-visual assoitas using top-down selective attention

mechanisms.
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Figure 1. Stimuli in the two categories of triatsthe MEG experiment. The lines
represent the intended association learning outsdmagveen auditory (syllables) and

visual (symbols) stimuli.

Figure 2. MEG experimental design. A fixation crappeared at the beginning of each
trial, followed by presentation of the visual syrhbod, 600 ms later, by the auditory
syllable. At 1000 ms after the visual stimulus dnaequestion mark appeared to prompt

a response. The response was followed by feediiaekvord “correct” or “incorrect”).
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jor temporalsulcus
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Lateral occipital

Figure 3. Brain regions of interest. Areas selebfbedtatistical analyses were based on
the Desikan-Killiany parcellation and on grand aggr source-level maps (temporo-

occipital area).
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Figure 4. Stimuli in the EEG experiment. Categogntl 2 items were used as learnable

and non-learnable stimulation, counterbalancedsagparticipants.
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Figure 6. MEG sensor signals (N=13). Selected gradters from occipital area

representing visual evoked fields, left temporakarepresenting auditory evoked fields,



as well as left frontal area and left parietal azaeh representing a slowly evolving

evoked field. Black lines = learnable categoryydmees = non-learnable category.
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Figure 7. Event-related field topographies at thyevisual response time window (150
ms), and later processing time windows (300 ms;M80600 ms) before sound onset for
the learnable and non-learnable categories dun@ditst 10 minutes and the last 10

minutes of exposure.
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Figure 8. Activated cortical areas (N=13). Grandrage source activity (WMNE) during
the training at 610 ms after visual symbol onsathzquarter corresponds to 10 minute

block of training.
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Figure 9. Cortical time course of activation (N=13purce waveforms in the regions of
interests (ROIs), based on wMNE. Black line = |l@dte category, grey line = non-
learnable category. Boxes represent time windowd usthe analyses. Note that the

amplitude scale for the lateral occipital cortexifferent from that for the other ROIs.
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Figure 10. Cortical learning effects (N=13). Soustrength values and the significance
levels of the post hoc paired t-tests for eachtguaif the training for the cortical areas
showing training effects in the ANOVA. Note thainhispheres were combined for the
temporo-occipital and caudal middle frontal corsib®cause no hemispheric interaction
was found in the ANOVA. Error bars show the staddaror of mean. + p<0.10, *

p<0.05, ** p<0.010
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Figure 11. ERP waveforms (N=17) to the audio-vistimhuli presented consistently with
the same speech sound and symbol (blue line, lel@roategory) or inconsistently with
the speech-symbol pairs (red line, non-learnaltiegoaty). Each block represents
consecutive 10 minute exposures to the stimulafibe.grey box represents the
approximate time window for the difference betwéss stimulus categories given by the
cluster-based permutation statistics (the numberg¢o the cluster number). Vertical

marks represent 2 pV, horizontal marks 100 ms, thetyais plotted up.
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Figure 12. Event-related potential topographigb@t?1/N1 time window (106 ms), P2
time window (260 ms) and late time window (440 ries)the learnable and non-

learnable categories during the first 10 minuteflast 10 minutes of exposure.
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Figure 13. Difference topography (N=17) betweenrdsponses to the learnable and
non-learnable categories during four consecutivenitfute blocks of exposure to the
audio-visual stimulation. The topographies are ldiggd at the time when the maximal
difference is found between the categories: focBlb at 272 ms (cluster 1), for Block 2

at 345 ms (cluster 1), 506 ms (cluster 2) and 1% 7{atuster 3), for Block 3 at 230 ms
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(cluster 1) and 45 ms (cluster 2), and for Bloak 463 ms (cluster 1), 491 ms (cluster 2),
211 ms (cluster 3), 194 ms (cluster 4) and 262atuster 5). The rectangles show the

EEG channels forming the clusters and the redesrhighlight the cluster locations.
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Figure 14. ERP waveforms (N=17) to the first 10 més exposure to the audio-visual
stimuli presented consistently with the same spseaind and symbol (blue line,
learnable category) or inconsistently with the spegymbol pairs (red line, non-
learnable category). Block 1a represents the vestyS minutes of exposure and Block
1b the second, consecutive 5 minutes of exposuteetstimulation. The grey box
represents the approximate time window for theedéfiice between the stimulus
categories given by the cluster-based permutatatisscs. Vertical marks represent 1

MV, horizontal marks 100 ms, negativity is plottgd
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ACCEPTED MANUSCRIPT

Figure 15 Difference topography (N=17) between the respotsése learnable and
non-learnable categories at 205 ms during the seBaninutes of exposure to the audio-
visual stimulation. The rectangles show the EEGinkis forming the cluster, and the

red circle highlights the cluster location.
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