
217
J Y V Ä S K Y L Ä  S T U D I E S  I N  C O M P U T I N G

Advanced Performance 
Monitoring for Self-Healing 
Cellular Mobile Networks

Fedor Chernogorov



JYVÄSKYLÄ STUDIES IN COMPUTING 217

Fedor Chernogorov

Advanced Performance  
Monitoring for Self-Healing  
Cellular Mobile Networks

Esitetään Jyväskylän yliopiston informaatioteknologian tiedekunnan suostumuksella
julkisesti tarkastettavaksi yliopiston Agora-rakennuksen Delta-salissa

elokuun 17. päivänä 2015 kello 12.

Academic dissertation to be publicly discussed, by permission of
the Faculty of Information Technology of the University of Jyväskylä,
in building Agora, hall Delta, on August 17, 2015 at 12 o’clock noon.

UNIVERSITY OF JYVÄSKYLÄ

JYVÄSKYLÄ 2015



Advanced Performance  
Monitoring for Self-Healing  
Cellular Mobile Networks



JYVÄSKYLÄ STUDIES IN COMPUTING 217

Fedor Chernogorov

Advanced Performance  
Monitoring for Self-Healing  
Cellular Mobile Networks

UNIVERSITY OF JYVÄSKYLÄ

JYVÄSKYLÄ 2015



Editors
Timo Männikkö
Department of Mathematical Information Technology, University of Jyväskylä
Pekka Olsbo, Timo Hautala
Publishing Unit, University Library of Jyväskylä

URN:ISBN:978-951-39-6235-7
ISBN 978-951-39-6235-7(PDF)

ISBN 978-951-39-6234-0 (nid.)
ISSN 1456-5390

Copyright © 2015, by University of Jyväskylä

Jyväskylä University Printing House, Jyväskylä 2015



, ,

To my parents, grandparents and my love Katyusha

Fedor

Jyväskylä, Finland
1 June 2015

,
1 2015



ABSTRACT

Chernogorov, Fedor
Advanced Performance Monitoring for Self-Healing Cellular Mobile Networks
Jyväskylä: University of Jyväskylä, 2015, 120 p.(+included articles)
(Jyväskylä Studies in Computing
ISSN 1456-5390; 217)
ISBN 978-951-39-6234-0 (nid.)
ISBN 978-951-39-6235-7 (PDF)
Finnish summary
Diss.

This dissertation is devoted to development and validation of advanced per-
formance monitoring system for existing and future cellular mobile networks.
Knowledge mining techniques are employed for analysis of user specific logs,
collected with Minimization of Drive Tests (MDT) functionality. Ever increas-
ing quality requirements, expansion of the mobile networks and their extend-
ing heterogeneity, call for effective automatic means of performance monitoring.
Nowadays, network operation is mostly controlled manually through aggregated
key performance indicators and statistical profiles. These methods are are not
able to fully address the dynamism and complexity of modern mobile networks.
Self-organizing networks introduce automation to the most important network
functions, but the opportunity of processing large arrays of user reported perfor-
mance data is underutilized.

Advanced performance monitoring system developed in the presented re-
search considers both numerical and sequential properties of the MDT data for
detection of faults. Network malfunctions analyzed in this study are sleeping
cells in either physical or medium access layer. A full data mining cycle is em-
ployed for identification of problematic regions in the network. Pre-processing
with statistical normalization and sliding window methods, both linear and non-
linear transformation and dimensionality reduction algorithms, together with
clustering and classification methods are used in the discussed research. Sev-
eral post-processing and detection quality evaluation methods are proposed and
applied. The developed system is capable of fast and accurate detection of non-
trivial network dysfunctions and is suitable for future mobile networks, even in
combination with cognitive self-healing. As a result, operation of modern mo-
bile networks would become more robust, increasing quality of service and user
experience.

Keywords: quality and performance management, knowledge mining, perfor-
mance monitoring, self-organizing networks, data mining, anomaly
detection, sleeping cell, sequence-based analysis, cellular mobile net-
works.
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1 INTRODUCTION

1.1 Background

Management and performance monitoring in modern cellular mobile networks
are complicated, non-trivial tasks. The reason is that mobile networks are highly
dynamic and consist of huge and constantly increasing number of elements. The
propagation environment includes slow and fast fading effects, what leads to
variability in radio signal strength. Users move with variable speeds, which
might require different settings for network mobility procedures, such as han-
dover or cell re-selection. Moreover, cells with different coverage areas, e.g. in
rural, urban and sub-urban environments would have various amounts of han-
dovers. In addition, there are simply more and less populated regions and areas,
and hence amounts of call establishments and mobility related events vary a lot.
During different times of the day, days of the week, and even seasons, network in
general and individual cells in particular, demonstrate various load patterns. This
denotes temporal dependence of network behavior. Another important aspect, is
that networks are becoming heterogeneous. According to currently developed
requirements [1], 5th Generation (5G) networks should combine previous gener-
ations of mobile networks, including such Radio Access Technologies (RATs) as
Wireless Fidelity (WiFi), Global System for Mobile Communications (GSM), Uni-
versal Mobile Telecommunications System (UMTS): Wideband Code Division
Multiple Access (WCDMA), High Speed Packet Access (HSPA), LTE of UMTS
and Long Term Evolution Advanced (LTE-A). Another factor which contributes
to network heterogeneity is that 5G networks will consist of different cell types,
e.g. macro, micro, pico, femto and relays. Due to such variability in network con-
ditions it may be hard to judge whether the observed network behavior is normal
or abnormal using traditional Quality and Performance Management (QPM) sys-
tems, e.g based on analysis of absolute values of performance statistics.

Diversity of network failure types also makes maintenance of high service
quality more difficult. Problems can be caused by malfunctions in various hard-
ware components, e.g. in antenna amplification or cabling. Another class of fail-
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ure are software problems, e.g. after an upgrade of the base station firmware.
In many cases, failures are noticed by the operator, due to explicit notification,
e.g. an alarm, or because of severe changes in the monitored KPIs. Even then,
diversity of a networks setup and cell configuration requires substantial effort to
maintain timely and accurate detection and network failures. However, there are
such failures, called sleeping cells, which do not trigger any alarm, and cannot al-
ways be seen from KPIs, but users are suffering from low Quality of Service (QoS)
or even absence of service.

All of the factors outlined above jointly contribute to high complexity of
future networks and make manual management tedious and expensive task. In
order to maintain an adequate level of provided service quality, it is necessary to
use a highly efficient QPM system [2, 3, 4]. Such system includes control of the
operational network state, configuration adjustment and handling of emerging
failures. Network QPM systems consist of Performance Monitoring (PM) and
recovery parts, as it is shown in Figure 1. PM is aimed at controlling the net-
work state through identification of emerging failures. First, performance data is
collected and analyzed. Then detection of malfunctions helps to identify network
regions, elements or devices, which demonstrate degraded quality of service. The
nature of failures and the extent of their impact on network performance, as well
as the type of the available data, should be taken into account in development
of detection methods. Diagnosis of the detected failures allows for the under-
standing of the root causes of the occurred malfunction, and provides input to
the recovery part. The latter component of QPM is responsible for restoration of
the communication services and reduction of the negative effect caused by the
failures. Appropriate measures used to maintain a sufficient level of network op-
erational quality are called recovery or healing. These actions can include, e.g.
reboot or reconfiguration of related base station(-s) for compensation of network
failures. Each step of QPM might require a different amount of human involve-
ment from purely manual to highly automated and even cognitive parts based
on machine learning and data mining.

The main disadvantage of the traditional QPM systems – is the large amount
of manual work required for data collection and analysis. Healing is mostly done
manually, and is inherently related to physical maintenance of network elements
in cases of severe breakdowns. Thus, new challenges related to the improve-
ment of network QPM, are faced by the research community and the industry of
cellular mobile communications. To address this, an approach towards automa-
tion of network maintenance called Self-Organizing Network (SON) [2] has been
proposed. It is widely accepted both in research and standardization areas as
an enabler for mobile networks automation. Requirements for SON have been
first published by Next Generation Mobile Networks (NGMN) [5, 6]. Some of
them are further developed by 3rd Generation Partnership Programme (3GPP)
for HSPA and LTE/LTE-A networks [7]. On the scientific side many industry
driven projects have been organized. For instance, Self-Optimisation and self-
ConfiguRATion in wirelEss networkS (SOCRATES) is concentrated on develop-
ment and improvement of SON features, and Self-Management for Unified Het-
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FIGURE 1 Components of mobile network quality and performance management sys-
tem.

erogeneous Radio Access Networks (SEMAFOUR) is more orientated towards
automation of network management and coordination of SON functions.

SON technology is divided into three main parts: self-configuration, self-
optimization and self-healing. Nowadays coordination between SON functions
is also widely studied, and can be called fourth area of self-organization. The
thesis if focused on QPM, thus self-healing and self-optimization are discussed in
terms of SON concept. Requirements applied for 3GPP standardization of SON
functions are discussed in [7, 8, 9]. Many of 3GPP standards already include
a detailed description of SON functions with principles of their operation [10].
Nevertheless, SON is only an initial step towards automation of routine tasks in
mobile networks. For that reason, many functions have been the first prototypes
in this field, and some simplified assumptions were used for implementation. For
instance, triggering condition in self-healing might be based on a single KPI and
use a predefined set of fixed thresholds to initiate automatic recovery actions.
A simple example of such fault identification approach is utilization of a fixed
percentile threshold of cell throughput, or Signal to Interference plus Noise Ratio
(SINR) conditions [11, 12].

For further development of QPM systems in general, and SON in particu-
lar, more advanced techniques should be applied. To improve PM data collection
methods 3GPP included to LTE standards functionality called Minimization of
Drive Tests (MDT) [13, 14]. If MDT is configured for periodic reporting, or en-
abled for large geographical areas with a large number of users, the resulting
performance dataset can be multidimensional, and contain from tens of thou-
sands to even millions of entries. Analysis of such data arrays with a traditional
approach would require the involvement of a highly qualified network engineer,
and most importantly a substantial amount of time. A new way widely studied
by the scientific society and also developed in this thesis is to employ methods
of knowledge mining [15], such as data mining [16] and anomaly detection [17],
which enable efficient and accurate detection and diagnosis of network failures.
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A further step can be the improvement of the recovery part of QPM system with
advanced data processing methods, such as cognition, based on e.g. machine
learning. In dynamically changing conditions traditional and SON-based heal-
ing systems are slow and not enough flexible, as the old rules cannot always re-
main efficient without an update. Cognition addresses this problem, and enables
automatic derivation of new recovery solutions.

1.2 Vision and research challenges of Quality and Performance Man-
agement

Development of a qualified network engineer takes years of theoretical studies
and practical work in the field. Complexity of wireless communication systems
is extremely high due to the excessive number of functional elements, constantly
evolving radio technologies and the non-uniform nature of network map lay-
outs. Moreover, behavior of users and the corresponding network operation has
spatio-temporal dependency, such as day/night, season profiles and also rural,
urban or sub-urban environments. In that respect, a network performance ana-
lyst has to study in-depth the existing technologies of wireless communication,
understand which performance indicators and measurements can represent net-
work behavior. Then, appropriate fault detection thresholds can be set. As it has
been discussed earlier, networks are very diverse, and because of that there are
only guidelines discussed in books like [3, 18], but there are no universal, ready-
made recipes on how to analyze network performance. Thus, every time creation
and fine-tuning of an efficient QPM system is a mixture of craftsmanship and art.
Naturally, this process is iterative and very slow. For operators, such delays cause
increased operational expenditure, and dissatisfaction amongst their customers.
Moreover, a traditional approach to QPM, discussed in Chapter 2 is limiting in
its nature, as it vastly relies on thresholds, analysis of individual KPIs, and the
creation of long-term statistical profiles. Due to these limitations, it is very diffi-
cult to create an always up-to-date, flexible and accurate QPM system. All these
factors emphasize the need for a new paradigm in performance analysis, based
on automation and more intelligent data analysis methods.

Future QPM systems are seen by many researchers as highly adaptive and
intelligent [2, 3, 19, 20]. This is motivated by the need to optimize operational
costs and efficiency of mobile networks. The key characteristics of QPM system
should include the following:

– Accurate detection of network failures. The objective of data analysis in PM
is to find failures when they occur. Here it should be taken into account
that false alarms (Type I errors) are more critical than miss-detected failures
(Type II errors), as they cause unnecessary visits by maintenance personnel,
replacement of expensive network equipment and unnecessary configura-
tion changes, which can lead to impaired quality of service. Though, high
miss-detection rate makes QPM system useless, as it fails to achieve the goal
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of fault detection.
– Timely identification of network failures. Many existing PM systems [20,

21, 22] have demonstrated good results in finding and compensating fail-
ures, but the data needed for problem identification has been collected over
tens or even thousands of hours of network operation. Such delays reduce
subscribers’ satisfaction and make perceived Quality of Experience (QoE)
smaller. This can lead to income reduction for operators.

– Capability to handle imbalanced performance data, i.e. disproportion in
number of normal measurements, if compared to measurements which in-
dicate malfunction, also contributes to complexity of fault identification. For
such data, anomaly detection methods should be used for QPM, to take into
consideration limitations created by the nature of the data, discussed in [23].

Methodology of research in this area itself is rather complicated. In order to val-
idate the proposed methods for the improvement of QPM, it is necessary to use
accurately collected or modeled network performance data and sophisticated net-
work scenarios. One of the most problematic parts is that particular type of fail-
ure should be present in the network. This would enable the development of PM
fault detection and diagnosis algorithms, based on realistic performance data. In
a real network such things are very hard to achieve for several reasons. First, op-
erators aim at a non-interrupted service for their users, and artificially induced
problems are not desired, even for future benefits. Secondly, such functions as
MDT are not yet broadly taken into use in real networks, as up to the moment
mainly Release 8 LTE networks are deployed. Moreover, for certain special kinds
of failures, like Random Access Channel (RACH) malfunction, performance mon-
itoring data from real networks are not available for public access. This makes
development of corresponding fault detection algorithms very complicated.

To overcome the problems discussed above and propose efficient QPM al-
gorithms and frameworks, their validation and evaluation is done with computer
modeling and simulations, prior to deployment in real networks, Figure 2. Link
and system level simulations of mobile communication systems like LTE, allow
for the collection of the necessary performance statistics and development of the
required detection, diagnosis and recovery methods. The key advantage of this
approach is that new features or effect of special network failures can be imple-
mented relatively easily. Probably, this is one of the reasons why simulations are
widely used for wireless technology development and standardization, e.g. in
3GPP. However, thorough validation and calibration of the developed simula-
tion tools should be done. This proves that the received results are reliable and
can be used in future networks.

1.3 Problem statement

In modern networks there are new challenges for QPM systems. Both traditional
and SON based PM approaches are not efficient enough to face the problems
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of growing heterogeneity and highly dynamic nature of the existing and future
networks. Explicit alarms can be used on key hardware elements, but not every-
where. Sometimes these kinds of notifications are not sent in time. In cases of
particular non-trivial failures it is difficult, or even impossible to prepare a pre-
defined set of rules, which would always enable a correct discrete decision about
the state of a faulty or normal network. The potential of collecting and analyz-
ing large performance measurement datasets from different network elements,
including user devices is not fully used. The goal of the dissertation is to ad-
dress the need in timely and accurate performance monitoring through usage of
advanced data mining and anomaly detection techniques. Thus, the following
problems have been considered:

1. How to enhance current performance monitoring and self-healing in cellular mo-
bile networks? In order to address this question a PM framework based on
knowledge mining is developed. This implies the application of different
data mining and anomaly detection techniques, at pre-processing, transfor-
mation, pattern recognition and post-processing phases. Knowledge min-
ing concepts, methods and particular algorithms can be found in Chapter
3. The developed framework and corresponding results are discussed in
Chapter 4.

2. How to detect various types of non-trivial performance malfunctions, such as sleep-
ing cells? The work described in this dissertation is devoted to the detection
of sleeping cell problems. This is a complex type of malfunction and it can
be caused by different failures on the network side. A more exact defini-
tion of sleeping cell problems can be found in Section 2.2. Particular fail-
ures studied in this thesis include: physical layer problem with hardware
equipment, and random access channel malfunction. The latter is more so-
phisticated and complex type of failure from a detection point of view. Ap-
proaches to detection of these failures are mainly described in Chapter 4.

3. How to enrich existing systems of performance monitoring with analysis of new
data types, such as periodical and event based user measurement reports? In at-
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tempt to answer this, we analyzed simple event-triggered and periodical
measurement MDT data. Special emphasis is put on the analysis of net-
work event sequences, as this information is proved to be useful for reveal-
ing complex network failures.

4. How to integrate performance monitoring based on anomaly detection methods and
cognitive recovery planning? This is discussed in Section 4.2, and is largely
based on results described in [PVI]. The developed demonstrator system en-
ables efficient cooperative usage of cognitive recovery analysis and anomaly
analysis based on data mining.

5. What future directions of knowledge mining application to advanced QPM in cel-
lular mobile networks should be studied? Advanced data mining techniques
are largely aimed at the analysis of big datasets, and for that reason flow of
data between network elements might be increased, what may cause over-
head on the corresponding connection links. Thus, advanced state of the art
QPM studies, future prospects and a cognitive self-healing architecture are
presented in the end of Chapter 4.

1.4 Outline of the dissertation

The rest of this dissertation is organized in the following way.
Chapter 2 is devoted to overview of the existing QPM systems. First the

flow of the QPM process is presented. Then classification of different QPM gener-
ations, based on the extent of introduced automation is discussed. After that dif-
ferent network failures and their possible root causes are elaborated and sleeping
cell problem is defined. The most common sources of performance monitoring
data are then presented. This includes concepts of both cell-level data collection,
and user-specific measurement data and reporting based on TRACE and MDT
functions. These data collection methods are discussed in detail starting from
architectural options to data gathering modes. Also the concept of mobile qual-
ity agents is introduced. Then description of the KPIs and statistical profiles for
performance monitoring is given. The key issues of traditional PM systems are
presented. Next the notion of automation and the SON concept are presented.
The role of self-optimization and self-healing in QPM process is discussed. Also
the place of these functionalities in 3GPP standardization is outlined. Thorough
attention is given to discussion of different MDT modes and use cases.

Chapter 3 describes the notion and the key steps of knowledge mining. This
chapter gives motivation for using knowledge mining in general and presents the
“curse of dimensionality”. Different types with examples from real mobile net-
works are outlined. Data mining and anomaly detection – standardization, trans-
formation, pattern recognition and post processing are thoroughly discussed.
Such methods as sliding window and z-score transformation, and dimension-
ality reduction by means of diffusion maps, Minor Component Analysis (MCA)
and Second ORder sTatistic of the Eigenvalues (SORTE) [24] techniques are pre-
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sented. Also algorithms for sequence-based data analysis with N-gram, classifi-
cation with nearest neighbors, K-means and FindCBLOF clustering are discussed.
Different detection quality evaluation techniques are presented, such as confu-
sion matrix, precision, recall, F-score and ROC curve.

Chapter 4 illustrates the application of advanced analysis methods based
on knowledge mining in QPM. The most recent research activities in this field
are reviewed, compared and classified. Analysis of performance data with an
enhanced statistical approach, Bayesian networks, neural networks, clustering,
classification techniques and ensemble methods are outlined. The author’s con-
tribution and the results of the original research in application of knowledge min-
ing for construction of efficient QPM system are discussed. The presented analy-
sis demonstrates how user reported MDT data can be processed with various
data mining and anomaly detection techniques for identification of sleeping cell
failures. Additionally, the strengths and weaknesses of knowledge mining for
QPM are outlined. The discussion section 4.3 gives prospects of QPM systems’
development and concluding remarks regarding the role of cognition in cellular
mobile networks.

Chapter 5 concludes the dissertation with a short summary of the current
situation and future needs in advanced QPM methods based on knowledge min-
ing, combined with self-organization and development of future mobile networks.

Appendix 1 presents the comparison of the advanced QPM methods for
MDT data. Description of the utilized simulation tools, and references to 3GPP
validation documents can be found in Appendix 2 of this dissertation.

1.5 Main contribution

Published articles are devoted to the analysis of MDT data with advanced perfor-
mance monitoring methods based on knowledge mining. The presented results
can be divided into two logical parts – analysis of numerical and sequential char-
acteristics of the collected performance data. Also there is a difference in the root
cause of the sleeping cell, which is the main detection object. In one group of
studies, a more simple case of hardware failure is considered. Another case an-
alyzes a random access channel failure - which represents a more complex type
of sleeping cell. Articles devoted to analysis of numerical characteristics of MDT
data for detection of Hardware (HW) failure are the following.

In publication [PIV], detection of a physical hardware antenna gain sleep-
ing cell is studied. Identification is done by means of data mining in event-
triggered MDT measurement reports. First, dimensionality reduction with dif-
fusion maps is applied. Then in the embedded diffusion space, iterative k-means
unsupervised clustering is done. This paper describes the initial work, which
demonstrates that analysis of high-dimensional MDT data with anomaly detec-
tion techniques can be used for identification of network failures. The author of
this thesis is the first author of the article and is responsible for proposing data
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mining clustering framework used for the detection of the failure. Hence, writing
the paper and the results analysis are the main author’s contributions.

In article [PV], the detected problem is cell outage due to physical mal-
function of signal amplification circuitry. The main difference to the analysis de-
scribed in all other papers ([PI], [PII], [PIII], [PIV], [PVI]) is that MDT reports,
which consist of various measured KPI values are both event based and peri-
odic. This significantly extends the MDT database. The first step of the analysis
is transformation - reduction of data dimensionality with diffusion maps. Clas-
sification with K-Nearest Neighbors (K-NN) algorithm has been done to three
classes: periodical, Handover (HO), or Radio Link Failure (RLF). Thus, the main
goal is to find samples which resemble RLFs and by that increase reliability of
anomaly detection and identification of the sleeping cell. Publication of [PV] has
been mainly done by Dr. Jussi Turkka. Author’s contribution to this publication
was partial data analysis and peer-review of the article at the writing stage.

In publication [PVI], cell outage compensation is done by means of fault de-
tection and cognitive iterative recovery planning and execution. Identification of
network failures is based on user measurement reports and combines anomaly
detection methods and statistical profiling. The recovery part relies on modified
case-based reasoning algorithms, which allows for the prioritizing of efficient
solutions and develop new ones if the systems behavior changes. The demon-
stration system presented in this publication is a result of collaborative work
of Magister Solutions Ltd. and Nokia Solutions and Networks during Celtic+
COMMUNE project. Definition of simulation assumptions and development of
anomaly analysis entity have been made by the author, as well as writing of the
paper. Results of this research have also been presented by the author at Celtic+
Event 2014 and COMMUNE final review meeting.

The articles discussed next are devoted to the analysis of sequential charac-
teristics of the user performance data and the modeled failure is random access
channel malfunction. Detection of this problem using the MDT reports is possible
in 3rd Generation (3G) and LTE, LTE-A networks. The necessity to do the timely
identification is caused by different hidden failures, which negatively affect the
networks quality. For instance, a situation when the user is handed over to a dif-
ferent RAT because of malfunction in the original RAT, would lead to a reduction
in the quality of service and increased consumption of network resources. Such
cases should be avoided.

Publication [PIII] introduces the knowledge mining detection framework
based on pre-processing, transformation, clustering and post-processing techni-
ques. With this framework detection of users with abnormal behavior is achieved.
The applied method for sequence-based analysis is N-gram, which makes it pos-
sible to identify the cell, which causes the anomalous user behavior. This proves
that the sequence-based approach is beneficial for detection of network failures,
as it is demonstrated in this paper. The author of this thesis proposed a novel
approach of sequence-based analysis for network QPM and participated in the
work of the research group responsible for data analysis. Also implementation
of the sleeping cell failure, configuration and run of the dynamic system level
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simulations have been done by the author.
In publication [PI] an approach for sleeping cell detection based on the

analysis of mobility related event sequences is further developed. The main
improvement in this study is that the duration of user calls, i.e. the number of
occurred mobility events, does not negatively affect the detection accuracy any-
more. This is achieved with the application of the sliding window approach.
N-gram analysis remains to be the core of the proposed advanced PM frame-
work. For actual anomaly detection a combination of transformation and K-
nearest neighbor anomaly score is used. Additionally, k-fold cross-validation,
and various post-processing techniques are used. Results of detection are com-
pared using both traditional (ROC, F-Score, etc.) and heuristic approaches. Also
validation tests are done to demonstrate that false alarms are not triggered. As
a result, the random access sleeping cell problem is timely and reliably detected.
Similarly to paper [PIII] the author has been configuring and running simula-
tions, and contributed to brainstorming for creation of the data analysis frame-
work. Writing of the paper has been started by the research group, but is mainly
done by the author.

Paper [PII] is based on the framework developed in article [PI] and is de-
voted to the detection of a random access channel sleeping cell problem. The re-
sults demonstrate that usage of 1-gram for analysis of mobility related sequences
of MDT events, also leads to sufficiently good results of sleeping cell detection, if
compared to the 2-gram approach. The result gives a slight increment in reduc-
tion of computational complexity, and potentially can be used for preliminary
detection of suspicious and problematic cells. The role of the author is limited
to peer review of this paper, though the presented results are derived using the
framework presented in [PI], and are partly based on the findings from [PIII].

Additionally, the author published a number of articles in international con-
ferences. These papers are devoted to QoS verification for MDT and optimization
of radio resource control procedures in LTE. Here is a list of original publications:

– Jani Puttonen, Fedor Chernogorov: The Effect of Discontinuous Reception
and RRC Release Timer Parameterization on Mobility, 79th Vehicular Tech-
nology Conference, 2014.

– Fedor Chernogorov, Jani Puttonen: User Satisfaction Classification for Mini-
mization of Drive Tests QoS Verification, 24th Annual IEEE International Sym-
posium on Personal Indoor and Mobile Radio Communications, 2013.

– Fedor Chernogorov, Timo Nihtilä: QoS Verification for Minimization of Drive
Tests in LTE Networks, 75th Vehicular Technology Conference), 2012.



2 QUALITY AND PERFORMANCE MANAGEMENT

IN CELLULAR MOBILE NETWORKS

In this chapter we present the phases of quality and performance management
in cellular mobile networks, starting from data collection methods and finishing
with recovery. The main focus is on traditional and Self-Organizing Network
(SON) based QPM methods, with a description of their main weaknesses and
strengths. The evolution path of QPM systems is presented. A description of the
most common failure types is given.

QPM is a process of controlling the mobile network operability, performance
and service quality through collection and analysis of the monitoring statistics,
with consecutive optimization or recovery. This definition summarizes the dis-
cussion on network management and performance analysis encountered in the
literature. Other authors use different terms to denote QPM, for instance: Oper-
ational Fault Detection (OFD) [20], Service Quality Management (SQM) [3], or
Network Management (NM) based on a combination of FM, PM, CM systems
(Fault Management, Performance Monitoring and Configuration Management
correspondingly), as it is discussed in [2]. Fault management is also sometimes
referred to as incident management. In our terminology, PM combines together
functionality of performance and fault management systems defined for SON [2].
Both data collection and data analysis are included in PM. Recovery execution
can be treated as configuration management in terms of SON. The flow of QPM
process is shown in Figure 3, partly based on [4]. Descriptions of each stage, give
an idea which procedures and processing is done, and mainly refer to traditional
or SON-based QPM systems. The first step of QPM is collection of performance
monitoring data from the network. Usually there are many types of performance
indicators collected from different network elements, as it is discussed in more
details in Sections 2.3. Because of that, the resulting performance dataset can
be large and multidimensional, especially when MDT functionality is enabled
(see Section 2.5.3). In order to elicit meaningful information from such dataset,
gathered data requires analysis. There might be different objectives for analyz-
ing the data, for instance: optimization of mobility performance, identification
of the loaded and unloaded regions for balancing and coverage improvement, or
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detection of failures and malfunctions. However, timely detection and diagnosis
of network failures (stages 2 and 3 of QPM process, shown in Figure 3) are espe-
cially important, as malfunctioning cells cause significant reduction in network
performance quality and lead to dissatisfaction of the subscribers. The last two
stages are devoted to recovery analysis, aimed at compensation and healing of
the occurred malfunctions.

2.1 Evolution of Quality and Performance Management systems

In order to classify the different approaches and methods of performance data
processing and network management, we describe QPM evolution, comprised of
5 generations, shown in Figure 4. This classification is proposed by the author
of this dissertation and has never been presented in any literature before. It is
partly based on [2]. The main differentiating factors between the generations are
the extent of automation introduced into one or several stages of QPM and the
amount of time required for the whole cycle - from data collection to recovery
actions. In order to make network QPM more autonomous, expert knowledge
and intelligent computing methods are employed. Here is the description of the
evolution path generation by generation:

Generation A: Traditional methods. In the traditional quality and performance
management systems representation of the network operational state is usu-
ally based on a collection of Performance Indicators (PIs), discussed in Sec-
tion 2.3. Detection is semi-automated, as aggregation of PI levels is used,
KPI behavior is judged on the basis of thresholds and statistical profiles (see
Section 2.4). Diagnosis and recovery are mostly manual and are based on
expert knowledge. Engineers responsible for these tasks have to observe a
large number of KPIs, to decide on the basis of validity intervals and prede-
fined thresholds, whether the network is in a normal state or not. Thus, in
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this QPM generation there is a large extent of human involvement.
Generation B: Self-healing. In the second generation, automation is introduced

mainly in recovery planning and the execution phases. Self-healing SON
concept is used to automate recovery through reconfiguration of radio equip-
ment. Detection and diagnosis functions have been slightly improved: in
addition to the analysis of KPIs from the first generation, alarm correlation
methods have been developed [25, 26, 27].

Generation C: Advanced performance monitoring. In the third generation, fault
detection and diagnosis has been enriched with advanced performance mon-
itoring techniques based on data mining, machine learning, anomaly detec-
tion and multivariate statistical analysis. Chapter 3 is devoted to the de-
scription of the concept of data mining and anomaly detection, and outlines
some of the popular methods. Advanced analysis is necessary to enable
faster and more accurate fault detection, and automated fault diagnosis.
State of the art QPM systems with advanced performance monitoring are
discussed and compared in Chapter 4. In Generation C, recovery planning
and execution are based on self-healing functionality, the same as in QPM
Generation B. However, a combination of self-healing and advanced PM is
not always used.

Generation D: Cognitive network recovery. Cognition, discussed in Section 4.2,
is introduced in the recovery planning phase. This allows for the develop-
ment and selection of more efficient solutions to network failures, by means
of learning positive and negative output of the previously taken corrective
actions. This means a network creates a knowledge base and uses “experi-
ence” to make further decisions.

Generation E: Cognitive data analysis. Cognition is introduced to fault detection
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and diagnosis, what makes possible automatic selection of data mining al-
gorithms and their parameters. E.g. for different data types, different anomaly
detection or classification techniques could be used. The recovery stage is
also fully cognitive.

It is important to emphasize that for the operator, network management practices
change from generation to generation, in particular the amount of manual work
is declining, what reduces the cost of QPM cycle. Thus, first generations require
manual configuration of data collection. Then technical personnel ought to con-
trol and react to suspicious changes at all stages of performance monitoring. With
the increase of automation and the introduction of cognitive techniques, an oper-
ator’s role more and more shifts towards development of performance policies,
quality targets and high-level economical goals. One aspect which remains to be
manual and inevitable is the provision of feedback to the QPM system regarding
correctness and quality of the taken decisions and suggested solutions.

2.2 Network Failures and Malfunctions

First, it is necessary to define some key terms related to improper network service.
Fault, failure, malfunction and breakdown are equivalent terms and they denote that
element or function in this condition is not capable to maintain its normal op-
eration. Degradation, refers to a reduction of network service quality, due to the
incapability to execute all operational functions. Obviously, degradation condi-
tions can be caused by mistakes in the configuration of network equipment or
failures, and recovery is responsible for handling both of them.

Network failures in cellular communication systems are very diverse, and
can be classified in several ways. One approach to grouping of faults is based on
their type, as is discussed in [2, 28]:

– hardware;
– software;
– functional, e.g. handover or link power control;
– overload condition;
– communication link or channel deterioration;
– inappropriate configuration.

Knowledge about the type of problem gives partial information about the root
cause. For instance, if the encountered failure is related to HW or Software (SW)
component, it explicitly denotes the problem. However, functional, overload or
channel failures might be caused by different reasons, and additional informa-
tion is needed to make the final diagnosis decision. Faults related to configura-
tion are related to mistakes in network planning or configuration updates. For
instance, there are known trade-offs in network configuration optimization, e.g.
in resource allocation (scheduling) [29], parameters related to user mobility or
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user battery saving functions (Discontinuous Reception (DRX))) [30]. As a result
for certain cells, the same configuration can be appropriate or erroneous. An ad-
ditional factor, which might make the existing configuration invalid, is a change
in the propagation environment, such as construction or demolition of highways,
stadiums or other major buildings. One more approach to malfunction typifi-
cation is based on the failure scope as a grouping factor. The affected entity
can be an individual network element, a cell, a site, e.g. with multiple cells, a
pair of cells, a domain, and finally, a whole network. This is more like problem
location classification, as it describes what, where and how many Network El-
ements (NEs) are affected. Information regarding root causes is not contained
in this classification. The next approach is based on the extent of degradation
caused by the failure, and naturally, it does not contain information regarding
possible root causes. Degradation can be partial and complete, which is referred
to as outage. There are three types of cell degradation, which describe the extent
of degradation and service availability (largely based on [31], [32]):

– Deteriorated - slightly reduced functionality and corresponding minimal neg-
ative effect on QoS. This term in the original classification is “degraded”,
but in our case degradation is a more generic term.

– Crippled - severe shortage in provided service, and noticeable reduction of
QoS level. However, to a certain extent, the original functionality is main-
tained.

– Catatonic - complete lack of service, which corresponds to cell outage.

One more, very important classification, is based on the awareness of the opera-
tor’s QPM system regarding the failure occurrence. As it is discussed in Section
2.3 some faults trigger explicit alarms, e.g. in case of a complete breakdown of
certain network elements. Some other malfunctions can be deduced from ob-
servation of KPIs, as the reported values are outside the realistic value range.
However, for some faults, values of individual KPIs remain nearly normal, and
no alarms are reported, but users partially or completely do not get the service.
This is called sleeping cell problem [20], [32], [33], [31], [34]. Due to the hidden na-
ture of sleeping cells there is a need for accurate and timely detection, diagnosis
and healing of such problems. Complexity in achievement of these goals follows
from the diversity of origins of sleeping cells. They can be caused by both hard-
ware, software failures and inappropriate configuration as well. For example,
Uplink (UL) or Downlink (DL) antenna gain can be incorrect, due to a fault in
the amplifier and that would lead to coverage related sleeping cell. Another type
of sleeping cell root causes is SW fault. For instance, malfunctions on Medium
Access Control (MAC) layer can impair some logical channels, crucial for cell op-
eration. There can be partial and total sleeping cells, due to SW problems [34].
Partial sleeping cells, can receive the connection request from the user, initiated
with random access procedure, but no connection setup message is responded.
Total sleeping cells do not even accept connection request message. Such situ-
ation can happen at RACH [30] malfunction, which can be caused by both SW
fault in base station, incorrect transmit power setting, congestion and misconfig-
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uration of e.g. random access response timer or back-off parameter [35]. Random
access is critical for operation of mobile networks, as it is used in the key pro-
cedures related to user connection. For instance in LTE the following situations
require random access [30]:

1. User Equipment (UE) changes it state from Radio Resource Control (RRC)
IDLE to RRC CONNECTED, e.g. when the initial UL access is established
or tracking area is updated.

2. UE in RRC CONNECTED state tries to hand over from its current serving
cell to a target cell.

3. Connection re-establishment procedure after RLF.
4. UE in RRC CONNECTED state, but not UL-synchronized.
5. Periodical positioning update of UE in RRC CONNECTED state.

It can be seen that if random access does not work properly in one of the first four
cases described above, this would result in connection breaks, the inability to es-
tablish connection or send/receive data. Moreover, in many cases malfunctioning
random access is hidden, as it cannot be revealed with the existing measurements
[13]. Thus, additional methods for detection of RACH problems are needed.

In general, one can see that origin and consequences of failures in mobile
networks are very diverse. Some of the failures are easy to detect, as they are
explicit, but some malfunctions are hidden, which would require a great deal
of effort to identify before these problems cause a substantial negative impact.
In this dissertation we consider detection of both HW breakdowns - problems
with transmit power and antenna gain of a cell, and SW errors, which lead to
connection issues due to a faulty random access channel. However, in order to
achieve accurate detection, it is necessary to collect the necessary performance
data. The next section is devoted to the description of the types and sources of
the performance data in mobile networks.

2.3 Data collection in traditional performance monitoring systems

Performance monitoring data, which can be collected in cellular mobile networks
include: alarms, counters and measurements, discussed in this section. Through
analysis of this data, network performance can be observed. A general term
which describes different kinds of monitoring data is Performance Indicator, de-
fined as an informative measure regarding the performance of network element,
function or process [3]. Here we discuss different types of PIs and outline their
role in the performance monitoring process. But first the sources, i.e. collection
points of PIs in the network are outlined.

2.3.1 Data sources

In traditional PM systems PIs can be collected from different sources and by
means of a variety of tools, such as drive tests, network interface tracing, sig-
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naling element counters, transport network statistics [36], mobile quality agents
and standardized TRACE functionality. The main idea of drive testing is to mea-
sure the network performance from the perspective of a user. To achieve this,
specialized radio measurement equipment, placed in a van, travels around the
network. The process of driving around the network and collecting various test
statistics gave its name to this method - “drive testing” [37]. Equipment used
in drive tests are measurement receivers and test engineering phones. The first
ones are responsible for capturing the Radio Frequency (RF) picture at the ob-
servation point, and provides accurate information regarding network coverage.
Instrumented test phones, provide more connectivity and mobility related mea-
surements. Also test phones are utilized to observe user throughput, packet de-
lay and other QoS metrics [38, 39]. Operators carry out drive test campaigns
after deployment of new base stations or cells, in case of construction of major
objects, like buildings or highways, periodically or due to customers’ complaints
[13]. Cumulative costs of drive testing is rather high, if we consider expenses
for the radio measurement equipment, working hours of qualified network engi-
neers, carrying out drive tests, and analyzing the collected data, and additional
expenditures, like the price of gasoline. Moreover, changing environment calls
for frequent testing.

Probing systems provide the view on networks performance in static points,
and in many cases are passive, unattended entities. The core idea of using probes
is to provide an independent view on network operation either in terms of RF
measurements or from the perspective of interface performance and traffic vol-
ume. The main disadvantage of probe systems is their high cost, what reduces
their usage. Signaling element counters are responsible for the collection of per-
formance information related to data. Transport network statistics is more related
to core network operation, backhaul, and interfaces between elements. E-UTRAN
NodeB (eNB) tracing gives a very detailed picture of signaling which terminates
at the considered eNB. It is an isolated view on one particular base station or cell,
and for that reason some additional analysis techniques are needed to grasp the
idea about overall network performance.

Standardized TRACE deserves more attention, as it lays the grounds for
MDT functions, discussed in Section 2.5.3. TRACE is implemented in all gen-
erations of digital cellular mobile networks, namely for GSM [40], UMTS and
Evolved Packet System (EPS) [41]. This functionality is capable of collecting de-
tailed information with respect to a particular subscriber, mobile terminal equip-
ment, service, ability to collect data about all active calls in a cell or group of cells
(cell traffic trace). There are two TRACE modes which are used to trace differ-
ent elements. Signaling-based mode is aimed at tracing specific subscription or
equipment, while management-based mode traces users in a particular area of
the network, i.e. in one or several cells [42]. These differences affect how acti-
vation and deactivation of trace functions is done in the network. Architectures
of signaling and management-based trace are presented in Figure 5. It is visi-
ble, that for tracing a particular user, an element manager has to first address
Home Location Register (HLR) or Home Subscriber Server (HSS), which provide
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eNB or Radio Network Controller (RNC) with appropriate configuration through
a corresponding core network element. For management-based trace it is not
necessary to retrieve information regarding a specific user or its equipment, and
configuration can be done directly from a trace element manager to the network
elements participating in traced data collection. Reporting of the gathered data
information can be done through the element manager to the TRACE Collection
Entity (TCE), or directly from the network element to TCE, depending on the ca-
pability of the network node. Data collected with trace is very diverse and illus-
trates the state of the user terminal at interfaces (e.g. Uu, Iur, Iub [43, 44]), of vari-
ous network elements, such as, Serving GPRS Support Node (SGSN), HSS, Packet
Gateway (PGW), Mobility Management Entity (MME), Serving Gateway (SGW),
to name a few. The data itself is an indication of a particular event, e.g. location
update, handover request, handover command, measurement report type, and
many more as discussed in [45]. In addition, it is possible to choose the “depth”
of the trace, by configuring it to have “Min”, “Med” or “Max” level of detail.

Thus, the amount of information which can be elicited by trace campaigns
is substantial. However there are no proposed, well established, and efficient
ways of analyzing these data sets with conventional methods. Nowadays more
attention in performance monitoring is given to processing of KPIs. This makes
TRACE functionality a good potential source of data for advanced PM analysis,
discussed further in Chapter 4.

Mobile or device quality agents are also widely used by network operators
for control of performance quality. This is an intermediate solution for systems
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where MDT is not yet available. Mobile Quality Agents (MQAs) can be treated
as proprietary implementation of MDT, where the core idea is collection of per-
formance measurement data from the end user equipment. The advantage of
device quality agents is that they support multi-RAT performance statistics col-
lection and most importantly, provide the user perspective of the service qual-
ity. The drawback of MQAs is that they are not standardized data source, such
as MDT, which is capable to provide unified performance information from the
whole network. It is highly unlikely that all of the users install MQA in their ter-
minal equipment, and because of that MDT is a preferable source of data with full
control from the core network side. However, advanced performance monitoring
methods, presented in Chapter 4 are also applicable for the data collected with
mobile quality agents.

2.3.2 Alarms

Alarms are PIs, produced by the network elements in cases of critical malfunc-
tions related to hardware or software. Usually alarms are equipment-dependent
and because of that are very diverse. Examples of alarms are modulation link
failures, high equipment temperature, malfunctioning base band processor, etc
[19]. Alarm is a type of fault management data, generated on the basis of config-
urable thresholds [3]. For further analysis alarms are sent to the network manage-
ment system, which decides on the service performance. In other words, network
alarms can be an indication of failure in a particular element, sent towards Oper-
ations, Administration, and Maintenance (OAM) system. Such notifications can
also be produced by violation of a threshold for particular KPI [2]. With respect
to usability of alarm information for QPM purposes, there are certain limitations.
First of all, alarms are isolated from other elements and network functions, and
because of that have a very limited scope. Hence, a broader picture of network
performance cannot be deduced from a single alarm. That in turn, can lead to
an incorrect interpretation of the existing network state, unnecessary actions, like
base station site visits, and as a result increased cost of network maintenance.
One more possible source of errors in rising alarms is related to KPI threshold
settings. As it is discussed in Section 2.4.2, it might be a complicated task to
derive a correct universal threshold, taking into account network dynamics and
heterogeneity.

2.3.3 Counters

The simplest and most common variant of counter is cumulative value [2, 3]. In
this case, counter is a simple natural value, which starts at 0 and is incremented
every time the counted event occurs. In mobile networks such events can be very
different, for instance the number of handovers or RLFs, data packet retrans-
missions, connection attempts, rejects, amount of transmitted/received data, etc
[46]. Collected counter values, which can be used to evaluate how operational are
different network functions state are called PIs. A list of various protocols’ coun-
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TABLE 1 Measurement triggering events in LTE.

Event
name

Intra-
Inter-
RAT

Event description

A1 Intra Serving cell becomes better than the absolute threshold
A2 Intra Serving cell becomes worse than the absolute threshold
A3 Intra Neighbour cell becomes an offset better than the serving cell
A4 Intra Neighbour cell becomes better than the absolute threshold
A5 Intra Serving cell becomes worse than one absolute threshold and

the neighbor cell becomes better than another absolute thresh-
old

A6 Intra Neighbor becomes offset better than the secondary cell
B1 Inter Neighbor cell becomes better than the absolute threshold
B2 Inter Serving cell becomes worse than one absolute threshold and

the neighbor cell becomes better than another absolute thresh-
old.

ters and corresponding configurations for different technologies, such as GSM,
UMTS, along with related definitions can be found in a family of 3GPP specifica-
tions [47, 48, 49, 50, 51, 52, 53].

2.3.4 Measurements

Radio-related measurements in mobile networks can be divided according to the
measuring element: either a base station or a user terminal. Measurements taken
by a base station can be common, i.e. related to a whole cell, or dedicated to
a specific connection [54]. For instance, in Universal Terrestrial Radio Access
Network (UTRAN) the following common measurements are taken: received
total wideband power, transmit carrier power, preambles of Physical Random
Access Channel (PRACH), and in Evolved Universal Terrestrial Radio Access
Network (E-UTRAN) those are received interference power, DL reference signal
transmission power, thermal noise power, average SINR, list of detected pream-
bles, UL Channel State Indicator (CSI), [55, 56]. Dedicated measurements include
timing advance, angle of UL signal arrival, Signal to Interference Ratio (SIR), SIR
error, transmitted code power in UTRAN. User terminal measurements are Uni-
versal Terrestrial Radio Access (UTRA) Common Pilot Channel (CPICH) Ec/N0,
UTRA Frequency Division Duplexing (FDD) CPICH Received Signal Code Power
(RSCP), Received Signal Strength Indicator (RSSI) in both GSM and UTRA, in
E-UTRAN Reference Signal Received Power (RSRP), Reference Signal Received
Quality (RSRQ), SINR in form of Channel Quality Indicator (CQI) levels, event
Identifications (IDs) [56]. Measurement triggering events define when a particu-
lar measurement will be reported to a network. Users periodically make the nec-
essary measurements of the serving cell, and or certain neighbor cells and when
the triggering event conditions are met, the report is sent to the base station. A
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FIGURE 6 Radio link failure procedure in LTE.

list of triggering of events in LTE networks and corresponding descriptions is
presented in Table 1. These events, pre-configured in the UE by the network
[30], are used for mobility and can partly reveal coverage issues. It is important
to mention that signal strength measurements for event triggering can be based
on either RSRP (RSCP in UTRAN) or RSRQ, but common practice is to use RSRP.
Other types of report, existent in the network, and directly related to channel con-
ditions is Radio Link Failure (RLF). This event is triggered in case of SINR level
is under the specified threshold (this point is called physical layer problem) for
the duration of a configured timer [57]. The overall procedure of triggering RLF
is shown in Figure 6 [58, 59, 60]. A user goes into idle mode if, after a specified
timer connection is not re-established. Obviously some periodic measurements
are also reported, such as e.g. CQI, used for general Radio Resource Manage-
ment (RRM). Configuration of measurement collection, with respect to its type,
time and frequency of reporting is obligatory and at the same time a complicated
task. Standardized classification and approach to configuration of radio measure-
ments can be found in [61] for UTRAN and [57] for E-UTRAN.

2.4 Traditional data analysis methods for performance monitoring

This section describes conventional ways of running data analysis in performance
monitoring. The most popular approaches are aggregation of PIs, derivation of
new KPIs, selection of thresholds, and analysis of statistical distributions and
profiles of KPIs. Also Key Quality Indicator (KQI) are used to evaluate network
QoS. In addition, we outline the advantages and disadvantages of the existing
traditional methods of data analysis in PM.

2.4.1 Key Performance Indicators

Aggregation of PIs implies representation of their most important characteristics,
within a particular scope, also called dimension. The most representative PM
data dimensions are shown in Figure 7 (partly based on [3]). Performance indi-
cators can be any data value discussed in Section 2.3. Network element implies
a cell, a user terminal, a group of cells, etc. Time is PI aggregation interval. The
fourth dimension is some network resource, which can be physical, e.g. carrier
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FIGURE 7 Key performance indicator aggregation dimensions.

frequency, channel or scrambling code, or logical, such as a call, call type, trans-
port channel, transmission direction, and so on. Thus, PM data can represent
specific PI, say throughput, for a particular element - a cell, and describe a speci-
fied period of time, e.g. 15 minutes, and for a particular carrier frequency. Thus,
using the four described dimensions, one should control the performance of ele-
ments, groups of elements and the network as a whole. In order to achieve this,
it is necessary to select the most representative PIs, if necessary convert them,
and choose the most informative setup on observation dimensions. Some of PIs
can be generalized to represent network performance in a broader scope, e.g.
longer time scale or over a large group of elements. Such an approach to data
representation is usually calculated according to a predefined formula and called
Key Performance Indicator (KPI). According to the general definition, KPI is a
measurement and a quantitative measure of the most important performance pa-
rameters of operation in the monitored system [62].

KPIs are broadly used in traditional network quality and performance man-
agement. From a statistical point of view, KPI can be a representation of multiple
PIs samples with one statistical value, such as mean, median, mode, deviation,
maximum or minimum [63]. Additionally, various percentiles [64] of the PM data
statistical distribution are used for representation, for instance 5th and 95th per-
centiles are extremely popular, and even a whole section is devoted to usage of
the 95th percentile in [18]. Selection of an appropriate statistical metric purely
depends on the nature of the PI, and network elements. I.e. representations of
PI which give most for understanding of a networks performance should be cho-
sen. An important characteristic of KPIs is that they are more network, or even
cell oriented, i.e. aimed at representation of a networks operational state, and not
related to any particular service. Hence, from KPIs it is not obvious what QoS
level is achieved, and in that way they are different from KQIs. In general Key
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Quality Indicator (KQI), is used to represent quality of provided network ser-
vice. According to definitions in International Telecommunication Union (ITU)
standards, quality of service means the degree of user satisfaction with the pro-
vided service [65], and a degree of conformance between promised and provided
service [66]. Thus, KQIs mostly illustrate non-network related performance, e.g.
provision time, repair time and complaint resolution time [65], or represent a
broader view of a networks operation using high level aggregated values of KPIs
[2]. Such as the selection of thresholds and the creation of statistical profiles for
individual KPIs. For cellular mobile networks KPIs have to comply with the fol-
lowing requirements [67]:

– Accessibility of the network, connection and service - which are probabili-
ties to access request accepted, followed by connection establishment, and
the ability to obtain the necessary service through this connection, provided
by the network [65].

– Retainability - ability of the service provision or connection to be main-
tained, i.e. guaranty that the number of interruptions will be minor.

– Integrity - the property that data has not been altered in an unauthorized
manner [65].

– Availability - physical presence of the network, which is capable of provid-
ing the necessary service.

– Mobility - ability of users to receive service and maintain connection during
movement. In other words, it is a technical possibility to make handovers
between different cells without connection interruption.

Thus, the main goal of KPIs is to represent the technical aspects of the networks
performance, from the perspective of requirements listed above. KPIs are widely
accepted and for that reason some of them are included into the RAT standards.
Description of GSM and UMTS KPIs can be found in [62], while E-UTRAN LTE
KPIs are described in [68]. In addition, some of the KPIs are proprietary and
equipment dependent, or developed internally by the operators. A sample list
of the most common KPIs used to characterize network performance in terms of
the described requirements is shown in Table 2 [18, 43, 69, 36]. The natural ad-
vantage of KPIs is that network behavior is presented in a condensed manner,
as aggregation over the dimensions discussed earlier is done. The downside of
such an approach is that collection of information should be done for sufficiently
long periods of time to be statistically reliable. Another problem is that due to
aggregation, a large part of potentially meaningful data is left out. This raises
the question - are there different ways to process non-averaged performance data
and find network problems faster and more accurately? Chapter 4 outlines the
research activities and the latest results in the area of advanced performance mon-
itoring. However, as it can be seen from Table 2, the number of network KPIs is
large, hence they can be collected in the form of a multi-dimensional data array.
Traditional approaches, such as thresholds and statistical profiles are mostly ca-
pable of individual, rather than mutual analysis of KPIs. This also leaves space
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TABLE 2 Examples of network KPIs.

Bit Error Rate (BER) Frame Error Rate (FER)

Block Error Rate (BLER) Frequency Reuse Factor (FRF)

Drop Call Ratio (DCR)
Total base station transmission power

Radio signal strength measurement
(e.g. RSRP or RSSI)

Radio channel quality - SINR, CQI,
Chip energy over noise (Ec/N0), SIR

SIR error Cell load ratio: used vs available RBs
Active users ratio Number of connected users
Connection success ratio Call blocking ratio
Service specific radio bearer accessi-
bility

SIP success rate

Attach success/failure ratio and
setup time

Paging success/failure ratio and
setup time

UE context success/failure ratio and
setup time

Retainability rate [#drops/session
time]

UE context drop rate Variations in throughput during mo-
bility

Hybrid Adaptive Repeat and reQuest
(HARQ) failures

Number of HARQ retransmissions

RLC block acknowledges ratio Intra-/Inter-RAT handover suc-
cess/failure rate

off-peak/peak traffic times Handover success rate
Soft handover overhead, Number of RLFs
Accepted new calls ratio UL inter-cell interference
Jitter Latency
Dropped packets Cell throughput
Call throughput Session throughput

Call Setup Success Rate (CSSR) Call Completion Success Rate (CCSR)
Call set-up time Speech quality (Mean Opinion Score

(MOS) [70], Perceptual Evaluation of
Speech Quality (PESQ) [71])



41

KPI value 

Time 

(A) KPI level threshold violation 

Time  
threshold 

Upper threshold 

Lower threshold 

(B) Time threshold violation 

FIGURE 8 Key Performance Indicator (KPI) thresholds.

for enhancement of PM data analysis with advanced methods, which can do pro-
cessing of multidimensional arrays of PI and KPI values.

Thus, with KPIs it is possible to grasp an idea about the overall network per-
formance, but effective control of the networks operation is a tedious, expensive
and hardly achievable task. Nevertheless, the traditional method of KPI analysis
is widely used, as it has been developed side by side with the cellular network
technologies themselves. Therefore, it is necessary to describe how identification
and diagnosis of malfunctions is done on the basis of the observed values KPIs in
conventional PM systems. The two main methods of KPIs analysis are thresholds
and statistical profiles, discussed in the next section.

2.4.2 Thresholds and Profiles

The most intuitive approach to find a problem in the networks operation is to
monitor a set of KPIs and compare their values against a set of predefined thresh-
olds. If the new values are out of range, then an element, or another aggregation
level which reported these KPI values has malfunctioned. There are several dif-
ferent types of thresholds. As is shown in Figure 8 [20], a threshold can be set
to either an upper or lower KPI value, or both. In that case point “A” would be
a violation of a threshold set for KPI level. Another threshold type is when KPI
level is combined with the time scale. Thus, KPI values went under the lower
bound, but an alarm regarding threshold violation is triggered only at point “B”.
A logical question here is how to derive the threshold values which would result
in accurate detection of malfunction situations and would not lead to a high false
alarm rate? This is probably the most complicated task, due to high dynamism,
complexity and heterogeneity of mobile networks. Threshold values can become
obsolete because of the changes in the network structure, or may be unusable
during different periods of time, like seasons, or day and night times. However,
in an attempt to come up with some estimate of threshold values, a combination
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FIGURE 9 Selection of thresholds on the basis of statistical profile of SDCCH success
rate.

of a priori knowledge and statistical distributions of KPI is used. An example of
this approach for SDCCH success rate KPI is shown in Figure 9 [3]. In this figure
thresholds are derived for good, normal, bad and unacceptable KPI behaviour,
when looking from left to right. The major principle here is to gather KPI values
during normal operation state and create a distribution or probability density
function [72]. The next step is the comparison of the new KPI sample against the
created profiles and a decision whether the system is in its normal state or if there
is a problem and some corrective recovery actions should be made. The biggest
issue here is that KPIs are estimated separately from each other, and that the cre-
ation of profiles and threshold derivation requires substantial time, in the order
of days or most likely weeks. The last aspect is especially crucial when network
behavior changes. In such situations traditional PM data analysis systems are
very ineffective and error prone.

2.5 Self-organizing networks for Quality and Performance Man-
agement

In order to overcome the discussed drawbacks of the conventional QPM systems,
the concept of SON was developed. The overall idea of SON is to introduce au-
tomation into operational network management. The concept of autonomous
management, or autonomic computing has already been introduced in the early
2000-s and it implies that a computer system independently controls its opera-
tion through sensing its current state and updates the configuration if necessary
[73, 74]. Human operators do not have to manually control and update a net-
works configuration. Instead, high-level objectives have to be provided to the
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autonomic manager. Architecture of an autonomic element is shown in Figure 10
[74]. The flow of actions inside this element forms a closed loop, starting with
monitoring the current performance through a sensor, analysis of what is ob-
served, plan changes if necessary, and execute the plan to improve the network
operation. In the best case, collection of knowledge is done at all stages of the
management process, however this part is probably one of the most complicated
and requires consideration of a concrete system. In this early paradigm, the con-
cept of autonomy implied that each element of the network would possess an
autonomic structure. This goes with the fact that system-wide self-organization
can be reached through local individual interactions [75], just like in a flock of
birds or shoals of fish.

In relation to automation in mobile networks NGMN introduced a concept
of self-organizing networks, by releasing a set of requirements [5] and use cases
[6] in 2008. However, a self-organization concept, adapted form of the concept
of automation, described earlier, does not narrow down to a fully distributed
approach. In cellular mobile networks there are three architectural options of
self-organization [76, 77]:

– Centralized - where execution of SON algorithms is done in the central man-
agement entity, such as e.g. OAM in LTE. This option suggests execution of
SON algorithms either in the network manager, or on an element manager
level - slightly decentralized sub-option.

– Distributed - SON algorithms are run locally in corresponding network ele-
ments, for instance in eNBs.

– Hybrid - when a combination of the centralized and distributed SON man-
agement is used. This approach is probably the most flexible, versatile, but
more complicated than the other two.
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Mobile network operators are willing to retain control over self-management
functions and for that reason centralized and hybrid options are preferred. Net-
work managers can also look differently if compared to the one suggested for au-
tonomic computing. A mobile network manager is presented in Figure 11 [78]. As
it can be seen, operators’ policies are stored in a policy bank, and they are used to
govern monitoring and analysis functions. Network measurements and parame-
ter configurations are collected to the repository, which can be similar to TRACE
TCE, discussed in Section 2.3.1 or an MDT server, as it is further presented in Sec-
tion 2.5.3. Sub-agents called by Analyze&Plan entity are self-organizing functions.

In general 3GPP defines three main SON functions: self-configuration, self-
optimization and self-healing [7]. Moreover, research area of coordination be-
tween different healing or optimization actions is rather popular, but is not stan-
dardized. Coordination is needed to prevent networks from constant configura-
tion adjustments due to conflicting goals of different SON functions, e.g. if they
change the value of the same parameter in different directions, as is discussed in
[79, 4, 80, 81, 82].

Self-configuration is designed for automatic involvement of a newly de-
ployed cell into operation within an existing network, and a selection of appropri-
ate radio network parameters [10, 83]. In other words, this functionality is respon-
sible for plug-and-play of new elements in the network, such as, e.g. base stations
and relays, creation of initial configuration parameter set, and self test. Among
the configuration functions, the most important are physical cell ID allocation and
automatic neighbor relations [58]. The necessity to carefully and thoughtfully al-
locate PCI is caused by the limited number of unique identifiers (only 504). If
neighboring cells would have the same Physical Cell Identitys (PCIs), there will
be collisions and normal network operation would be jeopardized. Automatic
Neighbor Relations (ANR) function is very labor intensive and is related to main-
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tenance of neighbor tables of each cell, used for handover procedures. Creation
of neighbor tables in the new networks and update of these tables upon instal-
lation of new base stations is a tedious task if carried out manually. In general,
self-configuration covers actions taken during network roll-out or initial cell de-
ployment, while QPM process is more related to monitoring of an existing and
operational network. Because of that our main scope is on the other two SON
functions: self-optimization and self-healing discussed in the next sections.

2.5.1 Self-optimization

Self-optimization is applied in several areas of network operation [10]: mobility
robustness - handover optimization; mobility load balancing - RACH optimiza-
tion; coverage and capacity optimization - inter-cell interference coordination, P0
(UL power control parameter [84]) optimization; energy saving [2]. This section
discusses some examples of SON functions, which illustrate the core idea of self-
optimization.

The main goals of Mobility Robustness Optimization (MRO) is to minimize
the number of call drops and RLFs, diminish the amount of unnecessary han-
dovers, and make idle mode mobility more reliable. There are different possible
problems related to mobility, such as too early handover, too late handover, handover
to wrong cell. All of these three types of problems lead to an increase in RLF rate.
The root causes of these problems can be inconsistent mobility parameters, inter-
ference, lack of coverage or coverage islands. Additionally, there are unnecessary
handovers, which can be divided into several groups: ping-pongs, i.e. a series
of handovers between two neighboring cells within a very short time interval.
Rapid handovers, also known as short stays, are similar to ping-pongs, but cell
changes happen on the way from one cell to another, with a short stay in some
intermediate cell. Thus, there is one unnecessary handover. One more type of
mobility problem is the handover to a lower priority layer, e.g. another frequency
or RAT, and the last type of unnecessary handover is when it happens right after
the connection has been established. Parameters used for MRO purposes are L1
averaging, L3 filter coefficient, Time to Trigger (TTT) and handover offset [85].
However, in order to apply configuration changes it is necessary to know exactly
which cells should be adjusted. This calls for root cause identification, and in
MRO specified by 3GPP, the main tools for this purpose are information on the
re-establishment request procedure, available since Release 8, and RLF reports,
RLF indication to a problematic cell and handover reports – all Release 9 features.
Moreover, RLF reporting extensions in Release 10, and MDT reporting (discussed
further in Section 2.5.3) can enrich the amount of information for MRO purposes.

Coverage and capacity optimization is another SON functionality aimed
at making mobile networks more flexible and responsive to the fluctuations in
the operational conditions. For instance, signal propagation and network load
can be affected by daily traffic variance, seasonal changes, and mistakes in radio
network planning due to construction or demolition of major objects. In order
to automatically control uninterrupted coverage and appropriate capacity level,
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several technological enablers, such as adaptive antennas, were needed. Remote
electrical tilt antennas, variable electrical tilt and active antenna systems can be
used to compensate coverage or capacity issues. Adjustment of antenna azimuth,
half-power beamwidth and antenna tilt, are parameters of adaptive antenna sys-
tems and their careful adjustment can give a different extent of positive impact on
the resulting coverage and capacity. Performance indicators which can be used to
judge efficiency of optimization solutions are channel conditions, the number of
mobility problems and cell throughput [86]. Another way to adjust the coverage
and capacity is reconfiguration of Base Station (BS) transmission power. Cover-
age and capacity optimization does not consider how the detection of problem-
atic regions is done. Instead, such SON functions as MRO and further discussed
MDT are responsible for that.

2.5.2 Self-healing

The main aim of self-healing is to maintain high levels of network service qual-
ity through automatic performance control and adjustment of appropriate con-
figuration parameters. This SON function consists of fault detection, diagnosis,
recovery action planning/selection and execution [9]. There are several differ-
ent use cases in self-healing: self-recovery of NE software, self-healing of board
faults and cell outage conditions. The latter use case, similarly to coverage and
capacity optimization functionality, is related to handling of coverage problems.
However, the scope of a self-healing case is broader, as it includes Cell Outage
Detection (COD), Cell Outage Compensation (COC), recovery and return from
compensation state. Self-healing of cell outage has been prioritized both by 3GPP
and the research community, e.g. in SOCRATES and COgnitive network Man-
ageMent under UNcErtainty (COMMUNE) projects. Thus, this case is discussed
further in this section as well.

The task of cell outage detection is very important, as it initiates a series of
recovery and compensation actions. When detection is inaccurate, a lot of un-
necessary expenses are caused. There are various ways to carry out COD, such
as alarm correlation, analysis of KPIs with methods discussed in Section 2.4, and
more advanced approaches presented in Chapter 4. In order to find out the in-
terrelation between alarms and their actual reasons, an alarm correlation method
is employed. This term refers to automatic identification of root causes behind
triggered alarms. There are several research activities devoted to the analysis of
alarm data [27, 25], even using data mining methods such as, e.g. neural networks
[26]. Thus, the ultimate goal of alarm correlation is to reduce the effort needed
to manually evaluate alarms, and by that reduce operational costs [2]. However,
this approach relies on the alarm base only, and does not take into considera-
tion KPIs, network measurements, or the history of the networks operation, e.g.
mobility events. Thus, alarm correlation should be extended with other types of
network data and analysis methods, to make PM and fault management more ef-
ficient. These goals match the motivation of the described studies and the scope
of this thesis.
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In COC uses a case where a problematic region with a malfunctioning cell is
covered with neighboring cells through the adjustment of appropriate param-
eters. Several research activities in this area have been carried out [12]. It is
demonstrated that using the antennas down tilt, power of reference signal and
P0 parameter [84] configuration, it is possible to achieve fairly good coverage
compensation. At the same time, efficiency of COC varies depending on the op-
erators’ priorities in the radio network planning. Coverage, capacity or traffic
load can be selected as the targets, as it is discussed more elaborately in [87, 88].

The next step of cell outage self-healing is recovery, i.e. restoration of the
fully-functional operational state of the network. In many cases it is achieved
through base station reset or roll-back to a previous eNB firmware version. If
the problem has been caused, e.g. by mistakes of cell configuration, or if the old
parameter set has become outdated, a new set of parameters is proposed by a
recovery planning entity and conveyed by recovery execution. In the worst case,
a site visit of maintenance personnel is needed. As a next step, a return from
compensation state is done through reconfiguration, taking into account the latest
network state.

2.5.3 Minimization of Drive Testing

In existing networks the majority of KPIs represents performance and quality of
service from the networks point of view, not from user perspective. Moreover,
in many cases aggregation of PIs is done per cell, or per group of cells over a
considerably long period of time, e.g. an hour or a day. This kind of generalized
representation does not allow the analysis of the performance and QoS in a de-
tailed manner, as a lot of information is left out. This contradicts the desire of
the operators to improve efficiency of QPM process and as a result, to identify
network malfunctions in a fast and accurate manner. Among other data sources
in the network (see Section 2.3.1), only drive testing approach provides perfor-
mance measurement information from a users perspective. However, drive test-
ing has several critical disadvantages. It is expensive to carry out regular and
detailed tests. Extensive verification of network performance implies both out-
door and indoor measurement campaigns. For common areas with open access,
like streets, it is relatively easy to do drive testing, while inside buildings it be-
comes nearly impossible. Due to these reasons, coverage and QoS maps of the
network are incomplete, therefore operators have only a limited view regarding
the networks performance. In order to overcome this problem, and automate per-
formance data collection, a study called Minimization of Drive Tests (MDT) has
been added to the family of 3GPP SON functions [13].

The core idea of MDT is to collect user-specific measurements and PIs, and
if possible, correlate them with a particular geographical location. The result-
ing database would identify and tackle various network problems. According to
3GPP specifications, MDT can be used to optimize coverage, e.g. by enabling the
creation of coverage maps, detection of areas where coverage is weak or unac-
ceptably low, i.e. coverage holes. Moreover, by measuring and reporting SINR
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and power headroom, MDT-capable users can help with the identification of ex-
cessive interference, overshoot coverage optimization of uplink coverage. Other
cases when MDT information can be applied, include optimization of user mo-
bility configuration, network capacity, parameterization of common channels and
verification of end-user quality [13].

MDT architecture is based on control plane, i.e. coordination of MDT cam-
paigns, initiated by OAM is done through Radio Access Network (RAN) nodes -
RNCs or eNBs [89]. There are two options how MDT can be carried out: signaling-
based, aimed at tracing a specific user, and management-based, which is targeted
for data collection campaigns in a particular geographical area with multiple
users [2]. Activation/deactivation and management procedures for both of these
methods rely on TRACE functionality, discussed in Section 2.3.1 and in full detail
in [41]. Reporting of MDT data can also be done in several different manners [90].
In connected mode it is called “immediate”, as a user terminal does not store any
data in the memory, but instead sends a corresponding measurement right away.
MDT reporting can be done with pre-configured periodicity or triggered by a cer-
tain event, such as e.g. A2 (see Section 2.3.1). In idle user state, terminal makes
“logged” MDT – logging of the appropriate measurements along with other re-
lated information. Upon establishment of a new connection, it informs the eNB
regarding the availability of the MDT log, and sends it if requested. There are
two sub-types of reporting modes, which are both designed for detection of net-
work failures. One is related to immediate MDT, and it is called RLF reporting
[91]. The idea is to create a separate report in case connection failure occurs.
There are two types of failures which can trigger such a report: RLF [58] (added
to 3GPP specifications in Release 9) and Handover Failure (HOF) [92] (added in
Release 10). Another type of MDT report, standardized by 3GPP in Release 11 is
RRC Connection Establishment Failure (RCEF). This report is aimed at the de-
tection of problems with network accessibility, i.e. if UE unsuccessfully attempts
to establish a data connection, this event would be logged along with some other
useful information [14]. The reporting mode is related to logged MDT.

Data collected by MDT functionality include time stamp (either provided
by UE or eNB), cell identification information, signal strength measurements
from serving and neighboring cells and best-effort location information. Signal
strength measurements in UTRAN are RSCP and Ec/N0, and in E-UTRAN they
are RSRP and RSRQ. Location identification methods vary a lot in their accu-
racy, applicability, impact on the UE, eNB core network system, response time,
and availability in particular 3GPP release. A perfect positioning method would
have the highest accuracy, and minimum negative impact on all involved entities,
e.g. in terms of battery consumption. Additionally, the response time for loca-
tion estimation should be as short as possible. In reality more accurate methods,
such as positioning with Assisted-Global Navigation Satellite System (A-GNSS),
have long response time and negatively impact the user [93]. In Release 8, a
method called CID (Cell ID) is present, which is basic, the least complicated and
the most inaccurate. In Release 9, several new methods have been added: En-
hanced Cell ID (E-CID), Observed Time Difference of Arrival (OTDOA), Angle of
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FIGURE 12 Network dominance map.

Arrival (AOA), A-GNSS, mentioned above Radio Frequency-fingerprinting and
Adaptive Enhanced Cell Identity (AECID). In Release 11, Uplink Time Difference
of Arrival (UTDOA) has been specified. Additionally, standards include a hy-
brid positioning method, which combines information from several algorithms
of location estimation.

Location information can help to create so called dominance maps. Such
maps show which particular eNB has the strongest pilot signal in each point of
the network, and as a result it would most likely be a serving cell in this area.
An example of a dominance map is shown in Figure 12, where cell IDs is marked
with both color scale and labels on a network map. Dominance maps are collected
with drive testing and MDT reporting, using the best available radio resource lo-
cation methods. Mapping of a particular cell ID to a location coordinate gives the
possibility for more accurate detection of problematic regions and identification
of malfunctioning cells.

In the research presented in this dissertation, management-based MDT with
immediate and RLF reporting functions are used for data collection. Mostly event-
triggered MDT data collection is used, but in [PV] and [PVI], a combination of both
event-based and periodic MDT data gathering approaches are employed. With re-
spect to location information, serving and target cell IDs together with dominance
maps are utilized.

2.6 Summary

This chapter is devoted to the overview of quality and performance management
in mobile networks. First the QPM cycle is outlined and classification of different
generations of QPM is presented. Then different types of network failures are
presented. The next step is discussion regarding the sources of the performance
information in the cellular networks, such as:
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– Drive tests
– Network interface tracing
– Probing systems
– Signaling element counters
– Transport network statistics
– Trace functionality
– Mobile quality agents
– Minimization of drive tests

The types of the collected information include alarms, counters and measure-
ments. An elaborated overview of the traditional methods of performance analy-
sis is given, which outlines KPIs, statistical profiling and threshold selection. In a
nutshell, the main disadvantages of traditional data analysis methods in PM are:

– Routine tasks involve large amount of “low-level” manual work. It means
that engineers have to separately monitor a lot of performance indicators.

– Usage of discrete thresholds for performance monitoring. It is hard to derive
those thresholds and handling instantaneous violations of the thresholds is
not straightforward.

– Hard to maintain thresholds up to date. Mistakes in threshold selection
increase false alarm rate.

– Profiles require normal dataset collected over sufficiently long periods of
time. Also datasets with no erroneous behavior might be required.

– Fault detection can take a long time.
– Mostly severe problems are noticed, partial degradations are most likely

missed.
– Mostly univariate, not multivariate [94].

The concluding part of this chapter is about automation of network functions
with self-organizing networks. Self-optimization and self-healing are discussed
in some details. Large attention is paid to MDT functionality and partly location
estimation methods.



3 KNOWLEDGE MINING

Knowledge Mining (KM) is a generic term, used to represent the sequence of
actions for discovery of useful information from databases. The necessity for
knowledge mining is caused by the existence of large multidimensional data sets
and a constant increase in the number of data sources. With the internet of things
[95, 96] the potential amount of data available for analysis is nearly infinite. For
instance, Cisco forecasts 24.3 Exabytes (1018 bytes or 1 million of terabytes) per
month of mobile data traffic by 2019 [97]. According to different estimates by
2020 there will be around 10 billion mobile connections in 2nd Generation (2G), 3rd

Generation (3G) and 4th Generation (4G) networks, with around 4.6 billion people
with LTE subscriptions [98]. The main purpose of knowledge mining is to elicit
the important data, find meaningful patterns inside it, and convert these patterns
to knowledge for improvement of the analyzed system or process. Terms data
mining and knowledge mining are frequently treated as synonyms. However,
many authors consider data mining as one of the steps inside the knowledge
mining process [99, 16, 100], shown in Figure 13. In this diagram, the source
of the data is a cellular mobile network with base stations, user terminals, etc.
However, any process or system which produces data can be a source. At the
step 1 the raw data is gathered into a data base. At the step 2, the target data,
called data set, is selected. Only those data samples which are relevant for future
processing are taken. Rows of the data set are called samples, data instances, or
valued. For instance, if the user CQI and RSRP measurements are collected to
a dataset, each user measurement report will represent one sample. Columns of
the data are called features, attributes, variables. In the above example, features
are user ID, CQI and RSRP. Thus, a 3 dimensional dataset is constructed with
these features. The step 3 of knowledge mining is data mining which includes 3
internal sub-steps: pre-processing, transformation and pattern recognition. Data
mining is a broad term, and naturally there are many definitions, but here is one
of the most popular [99]:

Data mining is the analysis of (often large) observational data sets to find unsuspected relation-
ships and to summarize the data in novel ways that are both understandable and useful.
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“Relationships” and “summaries” from this definition are frequently called pat-
terns or models. Thus, data mining can be seen as a set of all processing actions
needed to convert the selected target data into meaningful patterns. The initial
step of data mining (step 3.1) is pre-processing which is responsible for cleaning,
filtering, handling of missing data [101, 102], normalization, scaling and stan-
dardization of the input data [16]. After that, at step 3.2 transformation of the
pre-processed data is made. Usually the reason to carry out data transforma-
tion is to reduce the number of dimensions in the analyzed data, for reduction
of computational complexity and representation of the data in a more beneficial
and meaningful scope, e.g. space where interrelations are more obvious. Step 3.3
- pattern recognition, is the heart of data mining, as at this stage various learning
algorithms of e.g. clustering, classification, regression, or decision trees are ap-
plied [94]. Information about identified patterns should be then converted into
knowledge, i.e. from the presentation in terms of data mining to the actual ap-
plication domain. In many cases interpretation (step 4) is done with the help of
visual tools, such as distributions, bar plots, pie charts, graphs, etc. This allows
for knowledge creation which is further used to improve the operation of the an-
alyzed system. Another way to apply knowledge is to adjust the processing steps
of the data mining itself. In Figure 13 this is step 5 and is called “Feedback”.

In the following sections of this chapter we discuss different parts of data
mining according to the process shown in Figure 13. Data mining itself and its
sub-class – anomaly detection are defined. Particular algorithms and different
data types are presented. Outline of evaluation metrics for pattern recognition al-
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gorithms is made. It is also important to emphasize that the goal is not to describe
all available methods and algorithms, instead we concentrate on the techniques
applied in our research.

3.1 Data mining and anomaly detection

As it is discussed above, the main goal of data mining is to find meaningful pat-
terns in the data. This is done with consequent application of pre-processing,
transformation and pattern recognition algorithms. However, in case the goal
of the analysis is to find suspicious data patterns, this process is called anomaly
detection [17]. Thus, anomaly detection can be treated as a special case of data
mining. Patterns which do not conform with normal behavior in the data are
called anomalies or outliers [17]. In the context of anomaly detection these two
terms are used most commonly and sometimes interchangeably. Other synonyms
are discordant observations, exceptions, aberrations, surprises, peculiarities, or
contaminants depending on the application domain. In many cases the mass of
normal samples is much larger than the number of anomalies. When such dispro-
portion is encountered, the data is called “imbalanced” and additional consider-
ations should be made for successful anomaly detection [23]. The key aspect of
any anomaly detection technique is the nature of the input data, which defines
what kind of pre-processing and transformation methods (if any at all) should
be applied. Origin and the type of data also impacts on the selection of pattern
recognition and representation algorithms. The next section introduces the most
common data types in the context of data mining and presents how performance
monitoring indicators from cellular mobile networks correspond to these types.

3.1.1 Data Types in Anomaly Detection

Hereby we present a classification of data types from the perspective of anomaly
detection and data mining.

Numerical data - can be discrete or continuous, but for this data it is possi-
ble to calculate the distance between points, apply similarity measures and use
statistical analysis methods. The most common example in cellular networks are
measurements, such as pilot signal strength, SINR, throughput, call blocking ra-
tio, etc.

Categorical or nominal data is generalization of the binary variable, which can
take more than two states. Examples can be the states of some device: ACTIVE,
PASSIVE, OFF, or as in weather forecasting: sunny, overcast, and rainy. No re-
lation can be implied among the values of the variable – neither ordering, nor
distance measurements are available. This kind of data can also be represented
with integer numbers. Such integers are used just for data handling and do not
represent any specific ordering. It certainly does not make sense to add the values
together, multiply them, or even compare their size. Only equality or inequality
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can be checked [103, 104]. Independent data samples, which are called point data,
are the most common type of data analyzed in anomaly detection. For instance,
reports of measured pilot power strength from different UEs or different cells
belong to this type.

Sequence data - instances are linearly ordered, for example, time-series data.
Naturally temporal data also belongs to the sequence data. A good example of se-
quence data is a sequence of ACK-NACK messages in TCP transmissions. In case
there is a sequential relationship in the categorical data such similarity measures
as Hamming distance can also be applied [105].

Spatial data - each data instance is related to its neighboring instances, for
example, relations between adjacent cells in the network or vehicular traffic data.

Textual data - is usually contained in a document or collection of documents,
which contain for instance records or plain text. It is one of the most complicated
types of data for analysis, as it is unstructured and hence, cannot be analyzed
with mathematical methods without pre-processing. There is a whole separate
area of text mining [106, 107], but it is out of the scope of this dissertation.

It is very important to know the type of data which should be handled by
a performance monitoring system, as it defines the choice of algorithms selected
for anomaly detection, both at pre-processing, transformation and pattern recog-
nition steps.

3.1.2 Data Types in Mobile Networks

In Section 2.3 we discussed different kinds of performance monitoring statistics
and their possible origins. We also gave some examples of each data type from the
world of communication technologies. However, here we make a more thorough
typification for the most common kinds of mobile network monitoring data. Ta-
ble 3 presents correspondence of different QPM statistics to particular data types.

3.2 Data pre-processing

Collected network monitoring data should be prepared for further analysis with
data mining anomaly detection algorithms. This pre-processing should be done
so that the noise is filtered out, missing values are handled and similar value
ranges are derived. Also construction of new features and data standardization,
normalization is done at this stage. Pre-processing is a very important step of data
mining and anomaly detection. For instance, if input data is not properly pre-
pared, the output result of anomaly detection cannot be good (so called “garbage
in, garbage out” rule of thumb). On the other hand it is not beneficial to alter the
dataset too much before the main analysis (e.g. pattern detection) as meaningful
data can be lost, making anomaly detection less accurate.

For data filtering it is assumed that all unnecessary, irrelevant data fields,
such as particular samples or features are excluded from the target analysis data
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TABLE 3 Types of performance monitoring variables from perspective of data mining.

Monitoring data Data type Description/Example
Measurement Numerical (Continu-

ous)
Pilot signal strength (e.g. RSRP),
SINR, user throughput, cell
throughput, call blocking ratio,
etc.

Counter Numerical (Discrete) Number of HOFs, RLFs, etc.
Alarm type Categorical Board fault, Power cabling fault,

Amplifier fault
MDT event Categorical (nomi-

nal), Sequential
HOF report (e.g. message type
1), RLF report (e.g. message
type 2)

UE ID Categorical UE1, UE2, etc.
Serving or target
cell ID

Categorical, spatial
Cell Radio Network Temporary
Identifier (C-RNTI), PCI

UE location coor-
dinates

Numerical, spatial Geo-positioning coordinates:
latitude, longitude, altitude

Coordinates of
signal strength
measurement in
the network

Numerical, spatial Measurement location attached
to MDT report

set. Filtering is also one of the ways for handling missing data, but depending
on the nature of the data, a large portion of meaningful information could be
lost. Scaling, standardization and normalization implies bringing data variables
to the same scale. This is done to avoid the masking of information in low-scale
variables, by other large-scale attributes. For instance z-score method converts a
variable so that it has zero-mean, unit variance [108]. As is shown in (1), new
value of ith element of the variable X = {x1, x2, . . . xn} , is standardized by sub-
tracting μ - the mean of X, and dividing the result by σ - standard deviation.

x̃i =
xi − μ

σ
(1)

Other popular normalization methods are max-min or range, max, mean, sum
and log, which are selected depending on the nature of the data and the needs of
further processing [16, 108].

Construction of new attributes is another area of data pre-processing [109].
For instance, when analyzing data about apartments in the real estate business
we have two variables: overall size of the apartment and size of non-living area,
e.g. a balcony. An apartment might both have large overall and non-living areas.
This would mean that the effective living area ratio between overall size of the
apartment and non-living area would represent the “quality” of this apartment as
high. But if the overall area is relatively small, while the balcony is huge, relative
“quality” of such an apartment can be treated as low. That is why using a new
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attribute - “effective living area ratio” can reveal more information regarding the
relations within the analyzed data, and can be used to extend the target data set.

In a similar way a density measurement can be used to enrich the data,
as it represents the extent of isolation of a particular point from the rest of the
data [33, 110]. In order to calculate the density of a data point it is necessary
to first define the radius of the proximity region, which is used to construct a
n-dimensional sphere around the analyzed data point. Naturally, this radius is
normalized according to the scale of each dimension. Value ηm corresponds to
the number of points enclosed by the sphere around mth point. By normalizing
this value with the sum of all ηi ≥ 0, i = 1, M, where M is the total number of
points in the manifold we get the resulting density of mth point.

dm =
ηm

∑M
i=1|ηi|

, (2)

Density is a non-negative value and it never goes over 1, i.e. has a property:
0 ≤ dm ≤ 1. Thus, for points which are located in a “crowded” region, the den-
sity value will be high, while for sparse regions there will be very small density
values. Depending on the application area and the nature of the original data ei-
ther high or low density can be considered as a sign of abnormal behavior. In this
thesis, the density measure has been applied in the embedded space constructed
by means of transformation and dimensionality reduction with diffusion maps,
discussed further in Section 3.3.1.

3.3 Transformation techniques

Transformation of the data implies conversion to a new space, where representa-
tion is more beneficial and meaningful. There is a large number of data transfor-
mation methods [111, 112], in this thesis, the main scope is on the sliding window
technique and N-gram analysis. These algorithms are not related to dimension-
ality reduction, discussed further in Section 3.3.1.

The Sliding window approach is applied when it is necessary to increase the
size of the data set, preserving the interrelations within the data. This is especially
beneficial if we have only one variable and a lot of samples, or the other way
round, when the number of variables is large, but there are a few samples. Thus,
sliding window can be applied to both numerical, categorical and sequential data
[113, 114, 115]. Consider that there is a relatively long sequence of events. Sliding
window transformation is done so that we take every m samples with step n.
Here m is the sliding window size and n is sliding window step. An illustration
of the application of this method is show in Figure 14. In case the window size is
larger than the step - it overlaps the sliding window, and if the step is the same or
larger than the window size - it is non-overlapping. Yet another strong side of the
sliding window method is that if entries of different samples in the original data
set have a non-equal length, after processing all samples have the same length
equal to the window size m.
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FIGURE 14 Sliding window transformation.

TABLE 4 Example of N-gram analysis per character, N = 2.

Analyzed word pe er rf fo or rm ma me an nc ce
performance 1 1 1 1 1 1 1 0 1 1 1
performer 1 2 1 1 1 1 0 1 0 0 0

N-gram analysis is widely applied in the area of sequential data processing.
For instance, this method has been utilized for natural language processing and
text analysis applications such as speech recognition, parsing, language recogni-
tion and spelling [116, 117, 118, 119, 120]. In addition, N-gram has been applied
to the analysis of the whole-genome protein sequences [121] and for computer
virus and zero-day attack detection [122, 123]. N-gram is a sub-sequence of N
overlapping items or units from a given original sequence. The items can be
characters, letters, words or anything else. In general, the recipe is to define a
unit in the data, and then take all possible sequences of N units. Therefore, N-
gram provides a new way of representation of data by decomposing the original
data into small pieces. This new representation is stored in a feature vector. The
feature vector contains values or frequencies of how often each particular N-gram
sub-sequence occurred in the original data.

Here is an example of N-gram analysis application for two words: ‘perfor-
mance’ and ‘performer’, N = 2, and a single unit is considered to be a character,
not a word. The resulting frequency matrix after N-gram processing will be as it
is shown in Table 4. Thus, the number of possible 2-grams is equal to the number
of combinations with repetitions [124]. For instance, consider the English alpha-
bet, there will be 262 = 676 2-grams, while for simple ASCII characters it will be
1282 = 16384. In sequence data mining N-gram analysis is one of the fundamen-
tal and at the same time popular methods [125].
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3.3.1 Dimensionality reduction

In case of after transformation, the resulting number of data dimensions is lower
than in the original data set, it is called dimensionality reduction. The main goals
of dimensionality reduction are more of a beneficial representation of the data in
the new space, and a decrease of computational complexity for further process-
ing. The latter is related to the “curse of dimensionality”.

3.3.1.1 Curse of dimensionality

The necessity to reduce the number of attributes is caused by problems with high
computational complexity and usage of common similarity measures encoun-
tered when dimensionality of the analyzed data is high. This is referred to as
the curse of dimensionality, which more formally can be defined as follows: with
a linear increase in the number of dimensions, the size of the data needed for an
equally accurate representation in the new space grows exponentially [126, 127].
In other words it is an exponential increase of computational complexity with the
addition of new dimensions to the data. Let us consider one example which il-
lustrates this phenomenon. Taking as an assumption that a tennis court has only
one space dimension, and the ball could take one of 25 positions along the line
of this dimension, knowledge about only 25 volley options would have been suf-
ficient for the return hit. But if we consider the movement of the ball on a 2D
court, already 625 (252) volley options would have been needed (roughly assum-
ing the tennis court is square), and for a 3D imaginary court, a player should have
mastered 15625 (253) volley options, in order to be able to return the ball. This ex-
ample shows not only that tennis is a technically sophisticated game, but also
that a linear increase of dimensionality requires exponential growth of process-
ing technique complexity. Moreover, some methods such as similarity measures,
as e.g. Euclidean distance, or nearest neighbor procedure, become unusable in
high dimensional space [128, 129]. One of the accepted ways to overcome the
curse of dimensionality in data mining is to apply dimentionality reduction meth-
ods [16, 130]. There is a large variety of such algorithms which can be logically
separated into two main groups: linear and non-linear.

3.3.1.2 Principal and Minor Component Analyses

One of the most popular linear dimensionality reduction algorithms is PCA [131].
The main idea of this method is the creation of a low-dimensional embedding of
the original data, preserving as much variance as possible. This is achieved with
linear transformation to a set of uncorrelated variables - principal components.
The property of the principal components is that in several of them, the most
variance of all original variables is contained. The illustration of data transforma-
tion with PCA is presented in Figure 15.

The formal and elaborate derivation of components is given in [131]. In a
nutshell, eigenvectors corresponding to the highest eigenvalues are referred to as
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FIGURE 15 Sample data before and after transformation with PCA.

principal components. If X is the initial data matrix given, its covariance matrix
is Σ. It is shown [99] that the first principal component is the first eigenvector of
the covariance matrix Σ, and it projects the largest variance of the original matrix
X. The second principal component corresponds to the second eigenvector and
projects the second largest amount of variance. A common way to calculate the
basis of orthogonal eigenvectors is to solve Singular Value Decomposition (SVD)
for covariance matrix Σ. PCA can be used in the preparation of the data for
further analysis, helps to tackle the “curse of dimensionality”, or allows one to
avoid overfitting, or simplify the interpretation of the data. Among the main ad-
vantages of PCA is that no configuration parameters are needed to carry out the
processing and that despite its simplicity, PCA demonstrates very good results in
a large number of datasets even compared to non-linear methods [130, 132, 133].
However, applicability of PCA is limited by the following factors [134, 135]:

– Inherent linearity, i.e. we assume that the observed dataset can be repre-
sented as a linear combination of some basis.

– Directions with the most variance do not necessarily possess the best fea-
tures for representation.

MCA is another method of dimensionality reduction, aimed at the selection of
new representation of the initial data matrix X. This method is largely based on
PCA. Similarly, MCA extracts components of the covariance matrix of the initial
dataset. However, MCA algorithm utilizes minor components, which corresponds
to the smallest eigenvalues λ of covariance matrix Σ of the original data X. Thus,
MCA proposes a new coordinate system where the base vectors project the most
stable directions in the original data, i.e. preserve the lowest variances. Same as
PCA, MCA basis is orthogonal. The example utilization of both MCA and PCA
can be found in [136].

3.3.1.3 Diffusion Maps

In some cases the key aspects of the data are not related to the variance within
the data, or even more commonly are non-linear. Then PCA or MCA cannot
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be efficiently used for reliable representation of the data in a low dimensional
space [137]. Such datasets require more sophisticated - non-linear dimensionality
reduction methods. One example also used in our study is the diffusion maps al-
gorithm [138], which demonstrated its efficiency in a wide range of applications
such as network security, traffic analysis, machinery stability analysis [139], mo-
bile network performance monitoring and medicine [113, 123, 132, 133, 139, 140,
141, 142].

Diffusion Maps (DM) is a non-linear dimensionality reduction method based
on geometric structures in datasets [138]. Derivation of the embedded space is
done using a weighted probability graph constructed with random walk [143].
Consider a dataset X = {x1 . . . , xn} ∈ RM, where n is the number of data points,
M is the dimensionality, and μ is a distribution of points on X. The original
dataset goes through the following processing steps to be converted into a new
low-dimensional embedded space [138, 123, 144].

Step 1. Construct a symmetric complete graph G = (V, E) on X, where vertexes
(V) are data points and edges (E) are all possible connections between
points.

Step 2. In order to define weights in E, a kernel is selected. For instance, if x and
y are the considered vertexes, the corresponding kernel would be:

Wε � w(x, y) (3)

Weight corresponds to the edge between x and y, and defines the affinity
between these points. The Kernel function has two properties: it is symmet-
ric: w(x, y) = w(y, x), and positive: w(x, y) � 0. Depending on the task,
different weight functions should be selected. For example, Euclidean dis-
tance is a good choice for numeric datasets, while Hamming distance is a
better choice for categorical data. In the studies presented in papers [PIV]
and [PV] we employed the Gaussian kernel with Euclidian distance:

Wε = e−
‖xi−xj‖2

ε , (4)

where ε > 0 is a metaparameter of the DM algorithm discussed further in
more details.

Step 3. By means of a random walk on X a Markov probability matrix P is con-
structed. This is done with normalized graph Laplacian, presented in (5),
[145].

p(x, y) =
w(x, y)

d(x)
, (5)

where d(x) is the degree of node x:

d(x) =
∫

X
w(x, y)dμ(y), (6)

and μ is a distribution of points on X.
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Here p(x, y) is a probability of random walk, starting from point x to
come to point y in one step, as far as p(x) � 0 and

∫
X p(x, y)d(μ) = 1.

Therefore, the Markov matrix of transition probabilities P for one transition
step is obtained. This matrix is also known as the stochastic matrix [146].
According to the properties of the Markov matrices, the probability of tran-
sition between any two points of the dataset in t time steps is matrix Pt. It is
shown in [147] that if the graph is connected, then for t = +∞ this Markov
chain has a unique stationary distribution φ0:

φ0(y) =
d(y)

∑l∈X d(z)
. (7)

Step 4. After construction of random walk on the data graph, eigenvalues {λl}
and corresponding right and left eigenvectors ψl and φl of Markov matrix
Pt are computed. This is also called eigen decomposition.

pt(x, y) = ∑
l�0

λt
lψl(x)φl(y), (8)

Usually this is done by means of SVD algorithm. One valuable property
of the eigenvectors is that they are orthogonal to each other. Thus, the first
m largest eigenvalues and corresponding eigenvectors are used to form the
basis of the new Euclidean space:

Ψt(x) �

⎛
⎜⎜⎝

λt
1ψ1(x)

λt
2ψ2(x)

. . .
λt

mψm(x)

⎞
⎟⎟⎠ (9)

Step 5. Hence, to represent the original data points in the new space, using the
derived basis, it is necessary to find a connection between the spectral prop-
erties of the Markov matrix and geometry of the dataset X. For that purpose
the notion of diffusion distance is introduced.

D2
t (x, z) = ∑

y∈X

(p(y, t|x)− p(y, t|z))2

φ0
, (10)

where Dt(x, z) is a diffusion distance between points x and z at time t. Ex-
pression p(y, t|x) is the conditional probability of random walk started in x
would come to y after t time steps. In [138] it is shown that the diffusion
distances can be computed using eigen decomposition of stochastic matrix
P.

D2
t (x, z) = ∑

l�1
λ2t

l (ψl(x)− ψl(z))2. (11)

Thus, eigenvectors can be used for the calculation of diffusion distances.
This fact is utilized for the location of data points in the embedded space, i.e.
defines applicability of diffusion maps for dimensionality reduction [138]:



62

The diffusion map Ψt : X → Y, embeds the data from space M into the Euclidean space
Y = Rm in which the distance is equal to the diffusion distance with relative accuracy
O(t, m).

‖Ψt(x)− Ψt(y)‖ = Dt(x, y) + O(t, m), (12)

One of the most important properties of diffusion distance is that it defines con-
nectivity in the high-dimensional data space. Practically it means that, Dt(x, y)
is small in case if the large number of short edges connects x and y, what cor-
responds to a large transition probability between these two data points in both
directions. For that reason, if the distances of the group of points in the same
region of the manifold are small, this area is likely to be a cluster. Another valu-
able property of diffusion distance Dt(x, y), is that it is very noise-robust, due to
summation over all the paths of the length t, connecting x and y.

Parameter ε, is used to define kernel function in (4), is used to achieved a
more accurate representation of the data in the embedded space by means of a
smaller number of dimensions. More precisely, proper selection of parameter ε

helps to achieve fast decay of eigenvalues {λl} from (8). Discussion about meth-
ods for selection of the optimal value of parameter ε can be found in [139, 148].

3.4 Pattern recognition approaches

In this section a classification of learning algorithms used for pattern recognition
is discussed. Additionally, some particular examples of learning methods is given
with a brief overview of the principles of their operation.

3.4.1 Types of learning in pattern recognition

Pre-processing and transformation, described in the previous sections, are aimed
at the preparation of the data for pattern recognition. Before this step data is a
collection of points with potentially existing inlaid structures. Pattern recogni-
tion, which can be called the heart of data mining, is supposed to identify these
structures. In order to achieve this, it is necessary to learn the data and its prop-
erties. Learning itself is the process of construction of a mathematical model for
knowledge elicitation on the basis of the available data. The ultimate goal of the
learning process is to build such an algorithm which would minimize the error
of pattern recognition when identifying interrelations within the analyzed data.
There are two important terms in relation to learning: training and testing data.
Training set denotes the data used for the creation of the mathematical model.
Dataset on which this model is applied is called the testing set, which labels are
never known and should be found. There are different classes of problems and
corresponding types of learning, defined by the availability of the training data
itself and labels in it [94, 103, 104].

Supervised learning implies that there is a fully labeled training data available.
Thus, analysis of the testing data is made after a pattern recognition model
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is crafted on the basis of the training set. Usually these techniques are called
classification [16], as there are predefined known classes to which data sam-
ples can belong. This approach means learning by example. There is a
large variety of classification principles, such as K-NN, Support Vector Ma-
chine (SVM), decision trees, neural networks, regression, rule-based classi-
fiers, probabilistic Bayesian classification, etc. [103]. The nearest neighbor
algorithm is explained in further detail in Section 3.4.2.1.

Unsupervised learning – no dataset with available labels, i.e. training data does
not exist. However, in some cases training data without labels is also em-
ployed. The most common application of unsupervised learning is cluster-
ing problem - grouping of similar objects to the same cluster and dissimilar
objects to a different cluster, or marked as outlier without any cluster as-
signed. This depends on the selected algorithm. In a more general case, the
number of clusters is not known and interrelations within the data should
be derived automatically. In contrast to classification, this approach is based
on learning by observation. Clustering algorithms can be divided into sev-
eral groups based on the principle of their operation. Partitioning methods
use mostly distance similarity measures to assign a data point to a particular
cluster. One of the most popular algorithms in this group is k-means, de-
scribed in Section 3.4.2.2. The next type of clustering algorithms is based on
the notion of density within the dataset and areas which are denser and con-
sidered to belong to one cluster. Density-based spatial clustering of applica-
tions with noise (DBSCAN) and Ordering points to identify the clustering
structure (OPTICS) are common examples of density-based clustering. The
hierarchical principle is based on the division of the available data to hierar-
chical structures either by merging small clusters to larger ones (agglomera-
tive approach, e.g. AGglomerative NESting (AGNES) method), or by sepa-
rating larger clusters into a set of smaller ones (divisive approach, e.g. DIvi-
sive ANAlysis (DIANA)). Model-based clustering attempts to find a math-
ematical representation of the data. A popular example of a model-based
approach is Kohonen’s Self-Organizing Maps (SOM) algorithm which con-
structs an artificial neural network. Grid-based methods represent the data
in a quantized grid space with multiple cells, and clustering itself is made
within this grid. Such algorithms as STatistical INformation Grid (STING)
and CLustering In QUEst (CLIQUE) represent this approach.

Semi-supervised learning : training data is partly labeled. As can be understood
from the name, semi-supervised learning is in between the supervised and
unsupervised approaches. These types of algorithms, for instance can cor-
rect clustering and make it more efficient [149]. This type of learning finds
its application in the natural language and text process.

Reinforcement learning , or a “learning with a critic” implies that feedback on the
correctness of the tentative label assigned to a data point is provided [94].
For instance, consider an image recognition task. If a submarine is classified
as a car, in supervised learning the feedback would be “this is not a car, it
is a submarine”, but in reinforcement learning similar feedback would be
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“this is not a car”. I.e. only simple binary feedback can be used for further
improvement of a classification algorithm.

3.4.2 Examples of pattern recognition algorithms

In this section a description of the selected classification and clustering algorithms
used for anomaly detection is presented.

3.4.2.1 Nearest neighbor algorithms

The principle of the nearest neighbor algorithm [150] is rather simple. It is based
on the calculation of the distances between every point in the dataset and a prede-
fined number of neighbors, which is given as a parameter to this algorithm. The
assumption needed for the operation of this algorithm is that similarity measure
between points can be calculated. The most common option is Euclidean distance
[151], which, however, is not the only possible choice [152, 153, 154]. Consider-
ing classification with discrete class labels, in order to assign a certain label to
a point in a testing set, K-NN algorithm examines the distances from this point
to k closest its neighbors from the training set. The assigned label of the consid-
ered testing point would be equal to the most popular label in the neighborhood.
In case of real-valued prediction, the predicted value of the testing point can be
equal to the average of the neighboring points from the training set.

Another class of problems where the nearest neighbor algorithm is applied
is anomaly detection. Let us consider the algorithm named K-NN anomaly score.
It is assumed that there are no labels in the training set, and the algorithm can
be treated as unsupervised. In general, there are two distance-based approaches
concerning the implementation of this algorithm; an anomaly score assigned to
each point is either the sum of distances to k nearest neighbors [155] or distance
to kth neighbor [156]. Points having the largest anomaly scores are referred to
as outliers. Usually, data points which have anomaly scores larger than certain
percentile in the overall anomaly score distribution are marked as outliers.

There is a density-based Local Oulier Factor (LOF) nearest neighbor algo-
rithm [157] – points which belong to more dense regions are considered as nor-
mal, and sparsely placed points are marked as anomalies. Also there are varia-
tions of LOF aimed at the improvement of the baseline algorithm [158, 159, 160].

It is the same for the majority of data mining algorithms, the nearest neigh-
bor method also requires configuration parameters: distance measure and the
number of nearest neighbors. It is a very important task to set parameters prop-
erly, as the resulting performance is heavily dependent on correct configuration.
The most common distance measure is Euclidean, and the number of nearest
neighbors is a square root of the number of samples in the input data. However,
empirical testing is still needed to find the correct configuration.
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3.4.2.2 K-means clustering

K-means is a classical distance-based clustering algorithm [94, 103, 161, 162, 163,
164, 165]. Input parameter k denotes the number of clusters to which data must be
separated. It is an iterative algorithm based on the calculation of cluster centroids.
The algorithm itself works in the following way:

1. Randomly selects k data points as cluster centroids;
2. Points with minimum Euclidean distance to centroids are allocated to a cor-

responding cluster;
3. Calculates the new mean values of the coordinates in each updated cluster

to get the new centroids of clusters;
4. Repeat steps 2 and 3 until centroids are stabilized - mean values in the clus-

ters do not change;
5. Clustering labels are found.

The known issue of this algorithm is that processing may have different cluster-
ing results at every run of the algorithm. This happens due to random initializa-
tion of the algorithm. In case the clusters are well separated, the actual clusters
would not change, may be only cluster IDs. However if the data is not fully
separable, there will most likely be different solutions depending on where the
algorithm started the calculation of the centroids. In order to overcome this issue
in [PII] a cluster separation measure based on the Davies-Bouldin index [166] has
been used to select the best clustering solution of k-means algorithm.

3.4.2.3 FindCBLOF algorithm

FindCBLOF is a density-based clustering algorithm [167]. In addition to cluster-
ing, this algorithm marks the possible outlier points. In other words the algo-
rithm has an embedded notion of anomaly. The first processing step is clustering
with a “Squeezer” clustering algorithm [167, 168, 169]. After that the clusters are
marked as small or large using the input parameters α and β. CBLOF score is
calculated for each point in the analyzed dataset:

– If point t belongs to a large cluster,
CBLOF = cluster_size × distance(t, cluster).

– If point t belongs to a small cluster,
CBLOF = cluster_size × distance(t, closest_large_cluster).

Anomaly detection is done using a percentile of CBLOF score distribution and
specified as an input parameter of the algorithm.

3.4.3 Post-processing methods

Most commonly post-processing methods serve for interpretation of the results
of pattern recognition in a meaningful and most convenient way [99, 170]. Vi-
sualization is widely used, e.g. distributions, bar-plots, Q-Q plots, and various
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FIGURE 16 Confusion matrix and corresponding example.

histograms. For the purpose of QPM very commonly cell-wise histograms are
employed. An example of such a visualization method is a sleeping cell his-
togram, which indicates the cumulative level of abnormality of every particular
cell in the analyzed network region.

3.5 Metrics for evaluation of pattern recognition

In order to evaluate the quality of the classification algorithm, there is a set of
commonly applied metrics. Consider that an algorithm of classification of tumors
is malignant and benign has been prepared using the training dataset, and it is
necessary to evaluate its performance. The following terms are used to further
define efficiency of evaluation metrics. True positive (TP)- correct prediction of
malignant tumor (disease is present and found by the test). False positive (FP)
- incorrect prediction of malignant cell (disease is not present, but predicted to
exist) - Type I error, or “false alarm”. True negative (TN) - correct prediction of
benign tumor (disease is not present, and predicted that there is no disease). False
negative (FN) - incorrect prediction of benign tumor (disease is present, but not
predicted by the test) - Type II error, or “miss-detection”.

Taking into account the definitions given above it is possible to define the
actual metrics which characterize classification quality.

Accuracy, [%] = 100% ∗ TP + TN
TP + FP + TN + FN

(13)

Accuracy denotes how many points have been correctly recognized in the overall
data set. This is a very commonly used metric, but the problem is that accuracy



67

can be applied only if the analyzed data is balanced. In case of imbalanced data,
i.e. when the size of one class is significantly larger than the other one, the cost
of the error is much higher [23]. For instance, referring back to the tumor clas-
sification for cancer diagnostics, if there are 1000 considered cases - data points,
and only 5 of those truly belong to the anomalous class, i.e. have malignant tu-
mors on the X-ray, magnetic resonance or microscope image. In this case in order
to achieve 99.5% accuracy it is necessary to mark all images as benign. Natu-
rally this is not desired behavior of the classifier and a false alarm might be more
tolerable than miss detection. Thus, accuracy is not suitable for evaluation of
classification for imbalanced data [171, 172, 15, 173].

In order to overcome this issue some precision (14) and recall (15) have been
introduced. Precision is a measure of prediction exactness, i.e. the fraction of cor-
rectly predicted positives within the overall number of the predicted positives.
Hence precision goes down if the amount of false-positives or false alarms in-
creases. Recall is also known as sensitivity - a measure of completeness, and indi-
cates the portion of the truly anomalous samples classified as anomalous.

Precision =
TP

TP + FP
, (14)

Recall =
TP

TP + FN
= TPrate. (15)

Consider a situation where two classifiers are compared against each other using
precision and recall. Naturally, the one which has both of these metrics closer to 1
is better. However, in case one classifier precision is larger, and for another recall
is larger, it is hard to say which classifier performs better. There is a combined
metric called F-score (or Fβscore) [16], aimed to represent the algorithm classifica-
tion quality with one value [174, 175].

Fβscore =
(1 + β)2 · Precision · Recall

β2 · Precision + Recall
(16)

Most commonly β = 1. This coefficient is a non-negative real number and it
is used to emphasize either precision or recall. For instance, if β = 0.5, this is
F0.5score, which weights precision two times higher than recall. Also, the other
way round, if β = 2, the recall is twice as important than precision in the re-
sulting F2score. Thus, F-score is a flexible one-number measure for evaluation of
classification efficiency.

The metrics discussed above give a numerical representation of classifica-
tion efficiency. A method called ROC curve is a visual tool for performance com-
parison of several algorithms [16]. ROC curve is created in a space formed by
a two-dimensional plane TruePositiverate − FalsePositiverate. TPrate is effectively
the same as recall, defined earlier in (15). FPrate is shown as follows.

FPrate =
FP

FP + TN
. (17)
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Thus, one classification outcome gives one point in the TPrate − FPrate plane. Get-
ting pairs of [TruePositiverate, FalsePositiverate] for different portions of a testing
set, it is possible to draw a curve in the ROC space. Consider that there are 4
algorithms, and the task is to compare their performance, Figure 17 shows cor-
responding ROC curves. According to this graph, algorithm D has the highest
performance among others, while algorithm A is the closest to a random pre-
diction, which is marked as R. Any algorithm which has ROC curve under line
R demonstrates very poor performance. A numeric way to compare algorithms
using ROC curves is to calculate corresponding Area under Curve (AUC) val-
ues [176]. The perfect classifier would have AUC = 1. Anyway, AUC values
should be used together with the ROC curve graphs as in individual regions of
ROC space algorithm with high AUC value can perform worse than an algorithm
with lower AUC value. In order to evaluate classification performance with con-
ventional metrics discussed above, it is necessary to have a confusion matrix, i.e.
knowledge about actual positive (abnormal) and negative (normal) data points.
Having this information calculation of precision, recall, etc. becomes possible. In
a situation when original labels are not known it is possible to employ a heuristic
approach. It should be based on the knowledge about the application area and
ideal expected solution. Then it is possible to calculate the distance between the
clustering or classification solution and this expected ideal case. An example of
this approach is given in more detail in Section 4.2.

3.6 Summary

In this chapter an introduction to the knowledge mining process is given. Defini-
tions of data mining and anomaly detection are presented. The description starts
from an overview of the most common data types and their properties. Data
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can be numerical, categorical, sequential, spacial, textual. Then, pre-processing,
transformation and pattern recognition - the main steps of data mining, are dis-
cussed. Classification of the algorithms at each step is presented. In pre-processing
these are:

1. Standardization, normalization - e.g. z-score method;
2. Feature construction, e.g. density calculation.

In transformation most attention is paid to the sliding window and N-gram analy-
sis methods. Additionally, examples of both linear, e.g. PCA and MCA, and
non-linear, such as diffusion maps, dimensionality reduction algorithms are de-
scribed.

Next a typology of pattern recognition methods is presented, where clas-
sification and clustering take most of the attention. The principles of such algo-
rithms as k-means clustering and nearest neighbor classifier are used as examples
for each pattern recognition category. FindCBLOF algorithm is described, to give
an example of an algorithm aimed for both clustering and anomaly detection.

Last, but not the least, various quality measures of data mining are dis-
cussed, including accuracy, precision, recall, F-score, ROC curve, as well as a
more application specific heuristic approach. In the next chapter an overview of
studies where knowledge mining methods are applied in the field of quality and
performance monitoring in cellular mobile networks is made.



4 ADVANCED FAULT DETECTION, DIAGNOSIS

AND HEALING IN MOBILE NETWORKS

The traditional QPM systems have been described in Chapter 2, and the concepts
of knowledge and data mining were presented in Chapter 3. The goal of this
chapter is to present how knowledge mining techniques are applied to the QPM
systems. Thus, it begins with an overview of the state of the art in the current
research in this area, discussed in Section 4.1. Results related to the application
of anomaly detection based on user-specific MDT reports in QPM systems are
presented in Section 4.2. Section 4.3 is devoted to the discussion of the main
results of this dissertation, strengths, weaknesses and future prospects of QPM
systems in cellular mobile networks.

4.1 Knowledge mining for quality and performance management:
State of the art

To make a structured overview of the existing research activities devoted to ad-
vanced mobile network QPM, we identify the dimensions which can be used to
characterize and compare the analyzed studies. These properties are the follow-
ing:

– Type of the network malfunction – which failure situation is studied. The range
of possible problems is rather broad, including hardware, software and con-
figuration errors, as it is discussed in Section 2.2.

– Origin of the data and validation environment – real or simulated network, em-
pirical or theoretical model.

– Data collection time – the amount of time needed for collection of a sufficient
amount of data to carry out performance analysis, e.g. anomaly detection.

– Analysis target - can be either detection, diagnosis or healing. Very com-
monly a combination of detection and diagnosis is done, but only a few
studies investigate the whole QPM cycle.
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– Level of analysis and collection entity – can be related to one network element,
e.g. a BS or a cell - a distributed approach. Data can be gathered from a
tracking area with performance reports from tens or hundreds of cells - this
is a centralized level. If analysis is made on several levels - it is a hybrid
approach. UE-specific analysis can be classified as a separate level, when a
user reported measurements or events are processed.

– Type of statistics – RAN level (e.g. signaling, measurements, network events,
call blocking and success ratios), core network level, or TCP/IP level (traffic
load, volume, delays, which are higher level statistics). This also includes
information about the type of data from a knowledge mining perspective -
categorical, numerical, sequential, etc. as is discussed in Section 3.1.

– Periodicity of the reported data – periodic, e.g. cell-level PI measurements,
event-based, i.e. triggered by some predefined condition. User reports can
be both event-triggered and periodic.

– Data resolution – how frequently monitored statistics are collected, e.g. mil-
liseconds, seconds, hours, days. For instance, in traditional QPM systems
collection samples could come more sparsely, while such methods as TRACE
and MDT, discussed in Chapter 2, enable more frequent data collection.

– Applied knowledge mining algorithms – the type data mining or anomaly de-
tection, presented in Chapter 3. The choice of the algorithm(-s) is defined
by the type of the input performance data.

– Availability of the training data and labels – allows for the construction of a
more reliable and accurate advanced QPM system. Labeled training data
is difficult and expensive to get, as it is tedious and mostly a manual task.
That is why availability of an unlabeled training set is more probable. In
many cases an unlabeled training set contains only problem-free data from
a normal network operation period.

Thus, the latest studies in the area of advanced QPM are compared in tabulated
form, along the dimensions described above. A more traditional PM approach
which relies on statistical means of analysis is presented in [11]. Detection of mal-
functions is based on the usage of correlation coefficient between traffic loads of
neighboring base stations. This approach is univariate - only cell load is consid-
ered as an input feature. The sought malfunctions are fast or slow in degradation
in one of the cells. A big advantage of this study is that the performance data is
collected from a real 3G network. The downside is that there is a necessity for a
relatively long collection of cell load statistics and manual threshold setting for a
correlation level. Moreover, the underlying assumption in degradation detection
is that the cells are linearly correlated with each other. The latter is especially crit-
ical, as according to the authors correlation of only 5 % of neighboring cell pairs
has been higher than 0.7, and for 86 % of cells correlation is under 0.5. Yet another
issue is that degradation is modeled as a reduction of the number of users in one
cell. However, there are real life scenarios which can lead to a shortage in activity
of the users, e.g. end of the business day, and such behavior is absolutely normal.
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A complete fault detection and diagnosis system is proposed in [21]. The
analyzed KPIs include CQI, call drop ratio, HO timing advance and hardware
alarms. During the training phase, cell specific statistical distributions of each
KPI are created using normal faultless data. Detection with testing data is done
through assessment of a cumulative deviation of KPIs from the normal profiles.
A diagnosis system is a knowledge base which should be manually filled by an
expert, so that it is able to match particular anomalous combination of KPI values
and failure root cause. The possible reasons for abnormal behavior distinguished
by the diagnosis system are: “user at cell edge”, “high shadowing”, “transmis-
sion power degradation” and “faulty hardware”. Among the strong sides of the
described fault detection and diagnosis approach is that KPIs are analyzed jointly.
Moreover, the processed data is user specific, and even though the analysis op-
erates with distributions, individual values are still much more of an accurate
approach if compared to traditional systems. The problem of the diagnosis part
is that it cannot operate without a manually created base of failure cases. A sig-
nificant drawback of the proposed approach is that a long time is needed to train
the system and build statistically reliable KPI profiles. Even more problematic
might be the creation of comparable profiles for failure situations. Thus, the de-
scribed system of detection and diagnosis is an improvement against traditional
PM systems, but it still has serious issues, which might become obstacles on the
way to applying it to real networks.

The study presented in [22] is a continuation of the research done in [21].
It exploits the same idea of KPI profiling, but diagnosis part is significantly im-
proved. KPI profiles themselves are built using averaged values of KPIs over a
relatively small number of samples if compared to the overall number of samples
in the dataset. Faultless data is used to train the detection system. Testing is car-
ried out online, i.e. sliding window of the last n samples is input to the anomaly
detection system. The output of the detection is a set of KPI specific abnormality
levels per cell, in the range [0, 1], where 0 is no deviation from normal behavior,
and 1 denotes the strongest abnormal behavior. One of the issues in the detection
system is that even though it is claimed to derive KPI thresholds automatically,
it still contains some calibration constant which significantly impacts the result-
ing abnormality level. Diagnosis system can be filled by an expert, similarly to
the previous study. In addition, and this is the improvement, the new diagno-
sis targets (failure cases) can be proposed by the system, and under guidance of
the expert extend the diagnosis base. Using the abnormality level of each KPI
provided by the detection part, the diagnosis calculates the likelihood that a par-
ticular combination of KPIs indicates this or that failure case. The target with
the largest likelihood value is considered to be the diagnosed failure or normal
case (target zero denotes no failure). Thus, the proposed system is guided by the
operator, and with time it can be effective in detection and diagnosis of failures,
however it still requires substantial training time (in the range of several days to
weeks). Because of that in case of normal behavior change there is a large proba-
bility of false alarms. Moreover, the operator has to manually identify all normal
profiles of the network operation, which is a tedious and time-consuming task.
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The study presented in [177] is aimed to address the problem of manual
selection of normal network state periods in [22]. Having historical data, the pro-
posed profile learning system is able to identify all normal modes of operation.
The operator still has to input the periods of faultless network operation, but
without explicit specification of behavioral profiles. In order to measure the dis-
tance between statistical distribution of cell KPI profiles a Kolmogorov-Smirnov
two-sample test is used [184, 185]. The ultimate goal of profile learner based on
the Kolmogorov-Smirnov test is to measure the distance between statistical dis-
tribution of cell KPI profiles and derive a minimal set of such profiles. A fault
detector then identifies combinations of KPIs from normal behavior and then di-
agnosis entity classifies the problem using the same logic, as it is presented in
[22]. The evaluation of the method is done with the PM data from a real 3G net-
work, with observation from a number of successful packet and circuit switched
calls over 180 days. The developed system is capable of identifying significant
falls in the number of successful packet-switched calls, and distinguish that the
increase of this KPI is not an anomaly. Similarly to previously discussed studies
training period took significant amount of time - about 4 days of statistics from
faultless operation. The detection and diagnosis part was able to identify errors
only about 100 hours after the failure actually occurred. The obvious benefits of
the proposed system are the ability to automatically distinguish between differ-
ent patterns of normal behavior and carry out the diagnosis through classifica-
tion of faulty cases. However, the time scale for training and then fault detec-
tion/diagnosis is too large if the goal of the QPM system is to secure the end-user
from poor QoS and QoE.

Another study employs a time series analysis, with classification of KPI be-
havior to normal and abnormal [178, 179]. This is a supervised anomaly detection
approach with manually labeled training dataset. In this study several univari-
ate and multivariate methods were applied to a large database of real measure-
ments collected over 4 months of network operation are exercised. Altogether
12 KPIs related to both application-specific statistics, e.g. UL & DL data volume
and throughput, and call control parameters such as call drop and setup success
rates. Analysis is done per cell. Trained classification methods are ranked accord-
ing to their performance. The process of algorithm training required statistics
from nearly 2 months of network operation. Poorly performing methods are re-
moved from the ensemble after some time. The advantages are the usage of real
data, carefully compared classification performance, and employment of a large
number of diverse anomaly detection techniques. Application of ensemble for
prioritization of the most efficient classifiers is very beneficial. Moreover the de-
veloped system is ready to be joined with a healing process – if the configuration
changes, the ensemble triggers the creation of a new model. Computational com-
plexity and detection delay of the algorithms are also evaluated in the ensemble
[179]. Some discussion regarding deployment of the proposed system, and cor-
responding demonstrator system described in [180]. The drawbacks of the pro-
posed ensemble approach include the need for manually prepared labeled data,
and the necessity to collect data over a significant amount of time - in the order



75

of several months for reliable detection. It might also be challenging to come up
with exact weights of the ensemble system, and requires an intelligent algorithm
for selection of weights and penalty scores.

Another framework for detection and diagnosis of network failures, anoma-
lies and degradations is presented in [181]. Analysis is first performed in a cen-
tralized manner using a massive dataset, comprised of hourly statistics from 4000
cells, monitored for about 2.5 months. The number of analyzed KPIs is 11 and
they include drop call and setup success rates, UL and DL throughput and data
volume, handover success rate, and cell availability information. Topic model-
ing [186] is applied to categorized groups of cells according to their KPI values
to several clusters. In order to detect abnormally behaving groups of cells and
distinguish them from normal, a Hierarchical Dirichlet Process (HDP) algorithm
[187, 188] is used. Using centroids of KPIs calculated for abnormal clusters, a
simple classifier based on anomaly score thresholds is applied to mark the con-
sidered cluster as either GOOD, BAD, VERY GOOD, VERY BAD or RELATIVELY
BAD. Diagnosis is done using Markov Logic Networks (MLN) algorithm [189]
which is capable of creating a probabilistic knowledge base even with noisy or
incomplete input data. In this study the authors managed to create a complete
system for network quality and performance management based on data mining
and anomaly detection algorithms. To achieve this, a considerably large dataset
is used – collection time was over 2 months of network operation. One of the
most critical questions is scalability in the time domain of the presented detec-
tion and diagnosis framework. For instance, if the number of samples is much
smaller, will the system still be able to identify normal and abnormal clusters of
cells? What is the minimal set of cells needed for convergence in the geographical
scope? The answers to these questions define practical value and applicability of
the system presented in [181].

A continuation study [182] goes into more detail about the contents of nor-
mal and anomalous clusters of cells with similar KPI states. Another goal of this
study is to demonstrate how incremental learning [190] can be used for the analy-
sis of ever-increasing network performance datasets. This is an initial attempt to
address changes in network behavior reflected in KPIs through periodic updates
of detection and diagnosis algorithms’ parameters. A corresponding demonstra-
tion system based on the framework proposed in [181] is outlined in [183]. Com-
parison of the advanced QPM studies discussed earlier in this section is presented
in Table 5.
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A different approach for the detection of problematic or sleeping cells is
presented in [31]. In order to identify errors in network operation a visibility
graph based on neighbor cell list reports is constructed. Vertices are cells and
edges are relations between neighbors. Temporal changes in this graph are used
to construct a vector of 7 numerical features. For detection of malicious behav-
ior, a decision tree and linear discriminant classifiers are applied [94]. The results
demonstrate that the problem in the base station high frequency equipment can
be successfully detected with the proposed advanced PM methods. Also the im-
pact of cell load on the detection quality is studied – with more than 4 users per
cell, the achieved detection accuracy is 100 %. However, the downside of the
proposed approach is a high false alarm rate, which complicates practical usage
of this detection system. Though, this is most likely related to the classification
algorithms, rather than the data representation approach based on the neighbor
cell relations information.

There is also a pool of studies where Bayesian networks are used for detec-
tion and diagnosis of operational failures in mobile networks [192],[198], [199],
[200],[193], [201],[194], [195], [202], [203]. The authors concentrate mainly on au-
tomatic diagnosis using cell level statistics, such as Blocked Call Rate (BCR), DCR,
DCR during HO, throughput, frequency of active set updates, RRC establishment
fail rate, HO fails, average number of radio links per cell, relocation failures dur-
ing inter-RAT HOs, number of inter-RAT HO attempts, failure to add cell to ac-
tive set and RSSI. Network failures and faults are considered as conditions which
trigger the diagnosis process. Root cause analysis is done through observation
of the symptoms – KPIs. To achieve this a network monitoring database of root
cause probabilities P(c) and conditional probabilities of symptoms P(S|c) is cre-
ated. Here S represents all possible symptoms, and c represent all root causes.
Having these probabilities, it is possible to go the other way round and calculate
the actual probability of the root cause ci, given the symptoms E = S1 . . . SM,
applying the Bayesian rule:

P(ci|E) =
P(ci) · ∏M

j=1 P(Sj|ci)

∑K
n=1 P(cn) · ∏M

j=1 P(Sj|cn)
, (18)

Available types of Bayesian networks, such as simple (naïve) Bayesian net-
works and independence of casual influence, which can be used for diagnosis
of network failures are discussed in [200, 201]. One of the biggest challenges of
this approach is related to the estimation of probabilities P(c) and P(S|c). There
are two different approaches to solve this problem, called model construction are:
knowledge-based and data-based. The first one implies that expert knowledge
is used to create the probability database. I.e. during their daily work, network
monitoring engineers have to add every resolved failure as a root cause and then
describe the probabilities of the corresponding symptoms (KPI values). Using
the knowledge-based approach, taking into account inaccuracies of the experts’
estimates and non-uniform network structure and behavior has been shown that
the probability of correct root cause diagnosis is around 60 % [194]. Data-based
approach does not need involvement of experts, but requires training data for
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elicitation of the root cause and symptom probabilities. Accuracy of this model
construction approach is very much dependent upon the size of the training set
and can vary from 45 % to nearly 80 %. Yet another challenge is how to repre-
sent the different symptoms. Most of the KPIs are continuous variables, however
the Bayesian network approach requires an estimation of probabilities for differ-
ent KPI states. Both continuous [199] and discrete KPIs [195] have been used for
parameterization of the probability database. The strong side of model construc-
tion on the basis of continuous symptoms is that diagnosis accuracy can be close
to 90 %, something which is never reached by models based on discrete symp-
toms [193]. However, on the other hand, usages of continuous KPIs as symptoms
demonstrated that the resulting diagnosis quality is heavily affected by inaccu-
racies in model parameters [199]. Moreover, for data-driven model construction
with small training sets diagnosis accuracy drops to 40 %, which is worse than
random [193]. Because of that, usage of discrete KPIs as symptoms is more pop-
ular. Approaches to derivation of discrete symptom values is discussed in [195].

The advantage of the discussed approach for automatic performance mon-
itoring is that Bayesian networks are suitable for probabilistic representation of
different states and their relations to the symptoms, which are illustrating these
states. Among the challenges are the selection of model parameters, discretiza-
tion of symptoms, unstable performance and overall diagnosis accuracy around
80 %, which is not so high. Additionally, construction of the model itself is a
tedious and time consuming task.

Neural networks have also been applied in quality and performance mon-
itoring automation [197, 204, 205, 206]. For instance in [197], a SOM algorithm,
which is a type of artificial neural network method has been employed for the
detection of UL quality problems. Simulated data from 3G network and real ge-
ographical areas are used as a scenario. The 3 main KPIs from all cells measured
over time, are input to the SOM algorithm and the resulting points are clustered
with the k-means algorithm, discussed in Section 3.4.2. As a result it is possible
to identify the isolated cells, i.e. the ones which have noticeably different behav-
ior, and to see what the range of KPI values are. Thus, the proposed technique
can be used to visualize the behavior of different cells and potentially identify
problematic cells or network regions.

In some of the studies non-linear dimensionality reduction techniques, like
diffusion maps have been used. For instance, in [191] user specific call traces, i.e.
sequences of network events are considered. TRACE functionality, discussed in
Section 2.3, is enabled for 8 minutes in a real 3G network, and provides a dataset
of about 42 thousand samples from 335 cells. This is an impressive amount if
compared to the previously discussed studies, taking into account the collection
speed. To carry out the detection of abnormal base stations, input features are
converted from categorical to numeric format. Then dimensionality of the dataset
is reduced with diffusion maps, and on the basis of the point densities in the new
embedded space the anomaly detection is done. A simple statistical threshold is
used to distinguish between normally and abnormally behaving cells. Despite
simplicity, the cells marked as anomalous, truly demonstrate malicious behavior.
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The fault diagnosis is done manually, on the basis of expert knowledge in perfor-
mance monitoring.

More extensive utilization of non-linear transformation techniques for ad-
vanced PM is presented in [114]. Real network data collected over 4 weeks of
monitoring time included such statistics as the number of active users, UL/DL
data, percentage of idle time, throughput, DL SINR, UL power back-off. First
standardization of the input data is done. The next step is dimensionality re-
duction with the diffusion map algorithm. This is needed because there are 25
input PIs. Several methods for clustering and classification are applied to detect
network anomalies. It is worth noting, that the authors analyzed data both in
distributed (one cell at a time) and centralized (all cells at once) manner. Also
analysis of the data during the day and night are presented.

4.2 Advanced performance monitoring with MDT data

Most of the studies discussed above are concentrated on the analysis of cell level
KPIs. The common problem of this approach is that the collection of a sufficient
amount of performance monitoring data takes a substantial amount of time, e.g.
weeks or months. The gathered dataset should be statistically reliable and large
enough for detection of problematic network regions. This section is devoted
to the presentation of results of the studies in advanced performance monitor-
ing based on user level statistics. Also it is shown how enhanced fault detection
methods can be applied in the future self-healing mobile networks.

Network functions used for collection of subscriber measurement data are
TRACE and MDT, discussed in Section 2.3. TRACE exists since 3G UMTS net-
works, and is aimed at gathering periodic or event-triggered user specific mea-
surement statistics. MDT is a successor of TRACE added in LTE and later releases
of UMTS networks. It extends the capabilities of TRACE with more accurate loca-
tion information and PM oriented user reports and events. The general purpose
of MDT is an improvement of the network performance through an enhanced
collection of user statistics on experienced QoS, radio conditions and partly sig-
naling. There is a possibility to flexibly collect data from specific geographic ar-
eas, or particular users or groups of users. Data gathering can be done either
periodically, or on the basis of certain pre-defined network events. The resulting
MDT performance log can reach thousands of samples from just a few minutes of
data collection. This leaves a lot of space for the application of knowledge min-
ing techniques for fault detection, diagnosis and healing. The structure of studies
devoted to analysis and anomaly detection in MDT logs, which form the basis of
this dissertation, is presented in Figure 18.
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FIGURE 18 Structure of research activities for advanced quality and performance man-
agement with MDT data.
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FIGURE 19 Sleeping cell detection in diffusion maps embedded space and k-means
clustering from [PIV].

4.2.1 Sleeping cell detection based on numerical MDT data

The initial study, described in [PIV], is devoted to the analysis of event-triggered
MDT reports in LTE network by means of diffusion maps transformation and k-
means clustering techniques. The analyzed data includes serving and neighbor-
ing cell RSRPs and SINR, reported at the moment of certain pre-defined MDT
event. Altogether 9 PI variables are measured and hence the input data set has 9
dimensions. The role of the diffusion maps transformation is two-fold: the num-
ber of dimensions is reduced from 9 to 6, and the data is presented in the new
space in a more meaningful way. The resulting data manifold in the embedded
space is used for calculation of point densities and corresponding separation to
normal and abnormal clusters with the k-means algorithm. The cloud of data
points along with the clustering result in the embedded space, along 3 selected
dimensions, is shown in Figure 19a. In order to achieve reliability in the clus-
tering decision, k-means is run multiple times and the best result, in terms of
Davies-Bouldin separation measure, is used. The sleeping cell histogram, shown
in Figure 19b, demonstrates that an artificially induced hardware failure in cell
8 can be successfully detected with the proposed algorithm, as it has the high-
est anomaly score. Also the instances of anomalous behavior are observed in the
neighbors of eNB 8: cells 9 and 16. More results on this study can be found in [33].
The drawback to this approach is that a false alarm rate in the worst case rises up
to almost 15 %, which is rather high. In an attempt to improve the sleeping cell
detection quality, numerical analysis of periodic MDT reports is done in addition
to the event triggered.

In [PV], similarly to [PIV], a hardware failure is introduced in one of the net-
work cells. MDT campaign is enabled for the whole LTE network areas with 57
cells, both event-triggered and periodic reports are collected from the users. The
same type of PIs are considered with the addition of Power Headroom (PHR)
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FIGURE 20 Classification results of periodic and event triggered MDT reports from
[PV].

measurements. Data standardization is done with z-score and transformation
with diffusion maps. However, in the low dimensional space K-NN classification
is applied instead of clustering. To make use of K-NN, a training set is labeled into
three classes: periodic report, HO-triggered report and RLF report. The result of
labeling to RLF class per cell is shown in Figure 20a. The trained K-NN classifier
divides the testing set into 3 classes, correspondingly. In case of a certain cell in
the testing set has an excessive amount of periodic MDT reports labeled as RLFs,
this cell is identified as anomalous. The results of the testing data classification
is shown in Figure 20b. A cell with ID 8 has a much larger number of period-
ical MDT reports if compared to its neighbors, or its own behavior in the error
free training case. Hence, it can be concluded that cell 8 contains a failure. The
advantage of this method is that the necessary amount of periodic MDT reports
for fault detection can be collected very quickly - within several minutes. Com-
pared to the results presented in [PIV], periodical measurements add statistical
reliability to detection of the sleeping cell.

In another study, presented in [PVI], the goal was to build a complete self-
healing system with fault detection based on knowledge mining and a cognitive
healing part. Detection of failures is based on K-NN anomaly score algorithm ap-
plied to user-level MDT reports collected from the overall network. The next step
of anomaly detection is done cell-wise, and the resulting per-KPI abnormality
score is produced. Cognition is implemented by means of case-based reasoning
algorithm, which consists of the retrieve, revise and retain functions [207]. The de-
sired behavior is that the system selects the solution for the detected failure and
learns from the output and how effective it was. The most efficient solutions are
then prioritized, while mistaken ones are penalized. To achieve this, first the re-
trieve process is called responsible for the selection of the appropriate solution
depending on the input anomaly report. The second step is revise process, which
is used to verify the effect of the selected healing action. The last step, which con-
cludes the cognitive learning process, is the retain process. It extends the case base
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FIGURE 21 Results of FindCBLOF clustering in the embedded space after 2-gram and
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with a confirmed solution - efficient for solving problem case defined by the input
anomaly report. Thus, if next time a similar anomaly report appears, the solution
will already be known. More details on the applied case based on the reasoning
algorithm can be found in [207]. Application of the described QPM approach
leads to the reduction of the number of RLFs by 15 %, and improvement of RSRP
level in the area of the coverage hole, as it is discussed in [PVI]. A detailed com-
parison of the studies [PIV], [PV] and [PVI] devoted to the detection of hardware
failures on the basis of numerical MDT data can be found in Appendix 1, Table 8.
The studies discussed above concentrate on the analysis of numerical characteris-
tics of MDT data, and require 6 to 10 reported measurements. MDT functionality
available in LTE networks and the latest releases of UMTS makes it possible to
collect these measurements, but in other networks like GSM, WCDMA or early
releases of HSPA not all of them are available, if any. In order to create a more
flexible and reliable fault detection system the research direction is switched from
processing of numerical data to analysis of sequences of network events. In the
studies discussed below, N-gram analysis of the MDT data is done, but the core
idea can be extended to fault detection in both TRACE and control message logs.

4.2.2 Sequence-based analysis of MDT data for sleeping cell detection

The first attempt to analyze the series of events which comprise calls of individual
users is presented in [PIII]. The heart of fault detection is the N-gram analysis de-
scribed in Chapter 3. Using N = 2, the MDT event sequences are transformed
from sequential to the numerical format. There is a trade-off between compu-
tational complexity and detection performance when selecting the number of
grams N . The tests have shown that N = 2 keeps the number of dimensions
in the new feature space relatively low, and at the same time the output allows
for successful identification of the problematic cell. After conversion of the event
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FIGURE 22 Sleeping cell detection based on anomalous 2-gram: “Handover
COMMAND–A2 RSRP Enter”.

sequences to a numeric format the data is transformed with PCA and analyzed
with FindCBLOF clustering algorithm. The resulting separation to normal and
abnormal points is shown in Figure 21.

Using information about anomalous user calls it is possible to identify the
most suspicious 2-grams and create sleeping cell histograms for each of them.
Locations of the anomalous 2-grams are shown on the network map in Figure
22a, and corresponding sleeping cell histogram is depicted in Figure 22b. The
introduced sleeping cell failures is a random access channel failure in one of the
cells. In [PIII] failure occurred in cell 28, so the detection was supposed to identify
that cell as problematic. From the sleeping cell histogram it is visible that cell 28
indeed has the highest anomaly score, as well as its neighboring cells 24, 27, 29,
39, 41 and 44. Thus, the achieved detection accuracy is very high.

As it is mentioned above, sleeping cell detection in [PIII] is based on the
analysis of individual calls. But calls are variable in duration and in case of very
long calls users are able to visit a number of cells, what introduces noise and
results in degradation of detection accuracy. This is especially crucial for fast
moving users, which are able to reside in tens of cells in a few minutes. To over-
come the negative influence of the user behavior in detection quality, the next
study has been carried out. In [PI] the original calls have been pre-processed us-
ing the sliding window approach. This results in higher detection reliability and
makes it independent from the user velocity and call duration. While the core
of the fault detection remained the same - N-gram analysis (N = 2) for process-
ing of MDT event sequences, corresponding changes were needed in transfor-
mation and anomaly detection methods. PCA is substituted with MCA, and a
selection of the number of components for embedded space is done using SORTE
method. For anomaly detection K-NN anomaly score algorithm is applied in-
stead of FindCBLOF clustering. The results demonstrate that the applied process
is capable of representing the data in such a form that anomalous points are fully
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(c) Sleeping cell detection histogram for Dom-
inance Cell 2-Gram Symmetry Deviation
post-processing method.
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(d) Sleeping cell detection histogram for Target
Cell Sub-Calls post-processing method.

FIGURE 23 Quality of sleeping cell detection in [PI].

separable from the normal points, as it can be seen from Figure 23a and from the
ROC curve in Figure 23b. It is still necessary to mention that the developed post-
processing methods are not able to fully avoid a false alarm rate. These methods
employ different kinds of information about anomalous sub-calls or 2-grams for
mapping to a particular base station. The result is a sleeping cell detection his-
togram, such as the ones shown in Figures 23c and 23d. An additional method,
used to improve the detection quality in post-processing is called amplification,
and it takes into account the mutual abnormality impact of neighboring cells. The
presented sleeping cell histograms contain both original and amplified cases.

The continuation study, fully based on the framework developed in [PI]
investigates the possibility to use 1-gram analysis instead of 2-gram. Target cell
deviation post-processing method is applied. The results demonstrate that in the
best case the detection quality 2-gram analysis is only slightly higher than for 1-
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(c) Anomaly scores in 1-gram analysis.
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(d) Anomaly scores in 2-gram analysis.

FIGURE 24 Detection results and performance from [PII].

gram, as it can be seen from sleeping cell histogram and ROC curves in Figure 24.
However, the anomaly scores demonstrate that 2-gram analysis (see Figure 24d)
provides much clearer separation of the normal and abnormal points, than the
1-gram analysis (see Figure 24c). The reason for the similar performance is that
the 95th anomaly score percentile rule for separation to normal and abnormal
classes is not perfect, and can be improved with a more intelligent approach.
Comparison of studies devoted to sleeping cell detection based on analysis of
sequences of MDT events is presented in Appendix 1, Table 7.

4.3 Discussion

Advanced QPM systems vary greatly in approach which they use to monitor and
manage network performance. Some analyze the whole network using cell-level
statistics, some go to the user level and look into the performance of specific cells.
In certain QPM studies, performance statistics are gathered over months with
sample resolution of hours, while in others there are only minutes of measure-
ments, but with granularity of milliseconds. Thus, the different extent of cen-
tralization/distribution, statistics collection frequency and type serve the same
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purpose - detection and diagnosis of problematic situations in network opera-
tion.

Even though there are diverse approaches, the lion’s share of research ac-
tivities build the advanced performance monitoring systems on the basis of the
cell level statistics. In contrast, the performance monitoring system, developed
within the research described in this dissertation, is based on the user data. The
following two key concepts form the foundation of the proposed advanced PM
system. First, it is the innovative idea of processing user specific MDT reports
with knowledge mining techniques, which has never been done before. Second,
it is a new fault detection approach of analyzing user event sequences instead
of separate samples of numerical measurements. Development and evaluation
of the PM framework, based on these two concepts, demonstrates that different
types of network malfunctions are accurately and timely detected. Moreover, the
selected validation environment, which is a simulated LTE network, included the
modeling of non-trivial failures, also known as sleeping cells. At first, the efficacy
of anomaly detection for fault identification is demonstrated in a less complicated
case – hardware failure in one of the networks base stations. Analyzed features
have numeric format, and the data is collected with periodic and event-triggered
MDT functionality. Next, the detection framework was built for a more sophis-
ticated MAC layer failure – malfunction of a random access channel. An impor-
tant characteristic of this logical fault is that no coverage holes are introduced
in the network, and hence regular channel quality measurements do not reveal
the problem. To address this complication the developed framework employs
sequential knowledge mining analysis of MDT data. The amount of the statistics
necessary for the detection is very limited – only instances of network events,
but the measurements themselves are not needed. Notable effort has been done
for the achievement of correct mapping of the detected problem with a particu-
lar base station or cell. Various post-processing methods have been developed
to achieve this, and the results are presented as sleeping cell histograms and heat
maps. The detection quality is measured with conventional and heuristic metrics,
which demonstrate that the constructed system can be extremely efficient for de-
tection of non-trivial sleeping cell problems. Moreover, the concept of advanced
performance monitoring is shown to be applicable in self-healing networks. A
self-healing system, enhanced with knowledge mining techniques, can benefit
from the automatic malfunction detection and diagnosis, and iteratively recon-
figure cellular network parameters according to the identified problems.

4.3.1 Pros and Cons of Anomaly Detection in Performance Monitoring

One of the key advantages of knowledge mining applied to network quality
and performance management is the ability to process large, high-dimensional
datasets in an automated or semi-automated manner. It is especially important
that mutual – multivariate analysis of performance metrics can be done. This
differs from the traditional PM systems, where PIs are mostly analyzed indepen-
dently from each other. In many cases a combination of acceptable deviations in
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several KPIs, and unnoticed by a traditional PM system, actually indicates the
existence of a problem. Advanced performance monitoring based on knowledge
mining can achieve higher accuracy because less or no aggregation of PI values is
needed. As it has been shown in Section 2.3 there are 3 dimensions of averaging,
and as a result of it, a tremendous amount of potentially useful data is left out
from the analysis. The benefit of data aggregation is the burden of transferring
this information to the analysis unit is significantly reduced, but the resulting ac-
curacy of fault detection and diagnosis is compromised. Another, and possibly
the main cause, is that manual processing of the aggregated KPIs is much sim-
pler. Averaging in time domain has a negative side effect – fault detection takes
much longer, as the collection of a reliable statistics base is slow. To build a long
term profile of network behavior using averaged KPIs, weeks or even months
are required. In contrast, the ability to handle massive datasets by data mining
algorithms enables faster identification of network problems as they appear. This
time is needed to create the profile of normal behavior. However, in case unsu-
pervised anomaly detection is used, even short term data with sufficiently high
granularity might be enough to carry out accurate fault detection with data min-
ing techniques.

Among the complications of advanced QPM systems is that careful selection
and configuration of algorithms should be done, taking into account the nature of
the data and types of problems which are solved. However, the same is required
for the correct operation of traditional PM systems. The main difference is that
for knowledge mining algorithms there is no need to define all possible cases
of problems in advance. On the other hand, in a properly built advanced PM
system the necessity to derive thresholds or build profiles for individual KPIs is
eliminated. Instead parameters of anomaly detection algorithms should be care-
fully selected and tuned. In some cases it is a challenging task to find proper
parameters, and this adds complexity of building and maintaining the QPM sys-
tem based on knowledge mining. This also might be seen as a disadvantage, as
operators are willing to have simple solutions for complex problems. However,
complexity of the cellular mobile networks would inevitably grow, especially tak-
ing into account the trend towards 5G, and this will push the usage of intelligent
QPM techniques in such networks. One of the largest challenges in the devel-
opment of a reliable advanced PM system is the need for addressing network
behavior changes. Mobile networks are highly dynamic and normal behavior
may drift or even drastically change. Knowledge mining systems should be built
so that they distinguish these changes and avoid excessive false alarm rates.

4.3.2 Architecture of future cognitive QPM systems

Advanced QPM aimed at future mobile networks should be able to combine the
ideas developed during research and practical work in the field of performance
monitoring. In that respect, a certain extent of distribution together with power
of centralization should be used. Data should be gathered from both cells and
individual users to result in a superior detection and diagnosis quality. Timely
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and accurate identification of failures would allow for the compensation and
healing actions to minimize the negative impact on the user QoS and QoE. Em-
ployment of the cognitive technologies can enable self-healing systems to han-
dle the unexpected network behavior, taking into account heterogeneity of the
future wireless communication networks. As a quintessence of ideas gathered
during the carried out research and analyzing sources of literature, it is possible
to foresee that in the future, mobile networks QPM systems will possess all of the
qualities discussed above. Architecture of such networks may be as it is shown
in Figure 25. The most important architectural elements of this system are moni-
tored network(-s), distributed PM manager, assigned to a corresponding network
or region in the network, and centralized quality and performance management
system. Each network can belong to a different technology, such as e.g. LTE,
WiFi, LTE-A or any future network. Users and cells inside this network carry
out performance measurements and reports which are analyzed by preliminary
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advanced PM, which resides in the distributed PM manager. This initial anomaly
detection algorithm may have very aggressive settings and does not require a
low false alarm rate. Also computational complexity of the preliminary analysis
should not be high. Its main goal is to find the suspicious network regions and
transfer a notification to the centralized QPM unit. In turn, the centralized unit is
responsible for running a more thorough analysis of the networks performance,
and can even involve cloud computations to achieve a high quality of fault de-
tection and diagnosis. Ensemble of knowledge mining methods can be applied.
Additionally, a centralized QPM unit can trigger TRACE, MQA or MDT mea-
surement campaigns to achieve the desired fault detection in a short time. This
is where the results of the research presented in this dissertation can be applied.
After the problem is found and understood, the self-healing process is triggered.
As far as possible, the central unit should also manage other self-organizing net-
work functions, a coordination with self-healing solutions should be achieved
relatively easily. Again, the power of cloud computations can be employed for
coordination and solution development.

4.4 Summary

This chapter presents an overview of quality and performance management meth-
ods based on knowledge mining. First, an extensive review of the most notable
research activities is made. A structural comparison of different studies, along
the key aspects of PM, is presented. The analysis of cell-level statistics in both
centralized and distributed manner forms the foundation of the advanced QPM
methods. Next, research devoted to the processing of user level MDT statistics is
discussed. The presented results are the core of this dissertation. A description
of the analysis for both numerical and sequential features for the identification of
complex network failures is given. The employed methods include normalization
and standardization techniques, various transformation methods, clustering and
classification approaches, along with different post-processing and quality evalu-
ation methods. A combination of advanced PM and cognitive self-healing is out-
lined. The concluding part is devoted to a discussion about the main dissertation
results, strengths and weaknesses of applying knowledge mining algorithms to
quality and performance management in mobile networks. Possible architecture
of future cellular networks is also presented.



5 CONCLUSION

During the past decade standardization work and practical deployment are boom-
ing in the world of wireless communications. Cellular mobile networks are con-
verging with time to a unified system with many integrated radio access tech-
nologies. Within some of the advanced systems, cells of different sizes, on differ-
ent layers, shape heterogeneous environment with myriads of nodes and active
units. Thus, it is hard to foresee the scale of the future networks. Neverthe-
less, both current and future mobile systems have to be managed, and the pro-
vided QoS should be guaranteed to meet the demands of the users. Some positive
changes have happened in the area of network quality and performance manage-
ment with the introduction of self-organizing networks concept. SON automates
some of the most important functions to reduce and keep at an appropriate level
the expenses of the mobile network operators. However, self-healing SON func-
tion is least developed if compared to self-configuration and self-optimization.
Automation of fault detection and diagnosis still requires substantial improve-
ment. Taking into account that in the future 5G networks quality requirements
are much stricter than in any of the previously developed systems, it is obvious
that self-healing should also be enhanced to guarantee adequate robustness of
mobile networks.

Study of minimization of drive tests and corresponding standardization ac-
tivities enabled the collection of large and detailed performance datasets, filled
with user level measurement statistics. A series of studies is done to make use of
capabilities of knowledge mining in analyzing large data and employ them for
enhancement of quality and performance management systems in mobile net-
works. There are two main directions in this research: analysis of the numerical
properties of user measurement logs, and consideration of the sequential features
with respect to MDT data. Different evaluation setups are studied, however the
important assumption for development of the fault detection system, is that non-
trivial network malfunctions, such as a sleeping cell problem, are considered.
The largest potential in practical application of the proposed performance mon-
itoring method is related to the analysis of sequential properties of user reports.
Even though the evaluation is done on the basis of MDT data, the presented ap-
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proach is extendable to analysis of TRACE and mobile quality agents statistics as
well. This is possible because sequence-based PM requires a very limited amount
of user-related quality data, which is similar in TRACE, MDT and MQA. Thus,
network performance data processing based on knowledge mining enables main-
tenance of high service quality by addressing the complexity of mobile networks
and dynamism of the changes in radio environment and user behavior. Integra-
tion of the advanced performance monitoring system with cognitive automatic
recovery can lead to the creation of an intelligent QPM, capable of identifying
malfunctions quickly, apply corrective actions, and by that, substantially improve
the user quality of experience.

Future work in relation to advanced performance monitoring based on knowl-
edge mining should be related to the integration of these systems to the real net-
works. Creation of a flexible setup, capable of addressing network changes even
without a given notion of normal behavior, and reduced false alarm rate, should
be the targets.
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YHTEENVETO (FINNISH SUMMARY)

Tässä väitöskirjassa, jonka nimi on Edistynyt suorituskyvynvalvontajärjestelmä
itsekorjaantuville mobiileille soluverkoille, kehitetään ja vahvistetaan järjestelmä,
jolla voidaan valvoa nykyisten ja tulevien mobiilien soluverkkojen suorituskykyä.
Väitöskirjassa käytetään tiedonlouhinnan tekniikoita MDT-toiminnallisuudella
kerättyjen käyttäjäkohtaisten mittausraporttien analysointiin. Yhä kasvavat laatu-
vaatimukset, mobiiliverkkojen laajeneminen ja niiden monimuotoistuminen vaa-
tivat yhä tehokkaampia automatisoituja suorituskyvyn valvontakeinoja. Nykyään
verkon toimintaa hallitaan enimmäkseen käsin ja hallinta perustuu koostettuihin
suorituskyvyn mittareihin. Neljännen sukupolven itseorganisoituvat verkot tar-
joavat mahdollisuuden useimpien verkon toimintojen automatisoinnille, mutta
käyttäjien raportoimien mittausten analysoinnin mahdollisuus on jäänyt vähälle
huomiolle.

Tässä tutkielmassa kehitetty edistynyt suorituskyvynvalvontajärjestelmä ot-
taa huomioon käyttäjien mittausraporttien numeeriset ja jaksolliset ominaisu-
udet virhetilanteita tunnistettaessa. Tutkielmassa keskitytään passiivisten solujen
analysoitiin sekä fyysisellä että siirtokerroksella. Verkon ongelma-alueet tunnis-
tetaan käyttämällä täyden kierron tiedonlouhintaa. Tiedot esikäsitellään tilastol-
lisella normalisoinnilla ja liukuvan ikkunan menetelmillä, lineaarisilla ja epälin-
eaarisilla muunnoksilla, sekä ulottuvuuksien vähentämisellä. Jatkokäsittelyssä
käytetään kokoavia ja luokittelevia menetelmiä. Lisäksi väitöskirjassa ehdote-
taan ja käytetään useita jälkikäsittelyn ja tunnistuksen arviointimenetelmiä. Näin
muodostunut valvontajärjestelmä on kykenevä nopeaan ja tarkkaan epätriviaalien
verkon virhekäyttäytymisien tunnistamiseen ja sopii tuleville mobiiliverkoille,
myös yhdistettynä oppiviin itsekorjaantuviin verkkoihin.
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TABLE 7 Comparison of advanced QPM studies, devoted to detection of sleeping cell
failures with analysis of sequential characteristics of MDT reports.

Article [PIII] [PII] [PI]
Malfunction RACH sleeping

cell
RACH sleeping
cell

RACH sleeping
cell

Scenario &

Environment

57 cells, LTE sys-
tem level dynamic
simulations, non
wrap-around

21 cells, LTE sys-
tem level dynamic
simulations, wrap-
around

21 cells, LTE sys-
tem level dynamic
simulations, wrap-
around

Analysis target Detection Detection Detection
Analysis level User level User level User level

Collected PM data Event triggered
MDT reports

Event triggered
MDT reports

Event triggered
MDT reports

Collection time

and frequency

142 s 142 s 572 s ≈ 10 minutes

Knowledge min-

ing algorithm(-s)

A = Detection;

B = Diagnosis;

C = Healing

A: 2-gram analy-
sis, PCA trans-
form, FindCBLOF,
post processing

A: Sliding window
pre-processing, 2-
gram analysis,
MCA transform,
K-NN anomaly
scoring, enhanced
post-processing

A: Sliding window
pre-processing, 1-
gram vs. 2-gram
analysis, MCA
transform, K-NN
anomaly scor-
ing, enhanced
post-processing

Training data Normal training
data

Normal training
data

Normal training
data

Num. of features 1 1 1
KM architecture Centralized Centralized Centralized
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TABLE 8 Comparison of advanced QPM studies, devoted to detection of sleeping cell
failures with analysis of numerical characteristics of MDT reports.

Article [PIV] [PV] [PVI]
Malfunction HW failure -

antenna gain
malfunction

HW failure -
antenna gain
malfunction

HW failure -
TxP circuitry
malfunction

Scenario &

Environment

27 macro cells,
LTE system level
dynamic sim-
ulations, non
wrap-around

57 macro cells,
LTE system level
dynamic sim-
ulations, non
wrap-around

57 macro cells,
LTE system level
dynamic sim-
ulations, non
wrap-around

Analysis target Detection Detection Detection
Analysis level User level User level User and cell lev-

els
Collected PM data MDT event-

triggered reports:
RSRP, RSRQ, CQI

MDT event-
triggered and
periodic reports:
RSRP, RSRQ,
PHR, CQI

MDT event-
triggered and
periodic reports:
RSRP, RSRQ,
SINR

Collection time

and frequency

100 s 142 s 100 s

Knowledge min-

ing algorithm(-s)

A = Detection;

B = Diagnosis;

C = Healing

A: Transformation
with diffusion
maps, k-means
clustering

A: Transformation
with diffusion
maps, K-NN
classification

A: K-NN anomaly
score, cell-specific
statistical profiling

Training data Normal training
data

Normal training
data

Normal training
data

Num. of features 9 10 6
KM architecture Centralized Centralized Hybrid



APPENDIX 2 SYSTEM LEVEL SIMULATIONS FOR QUALITY
AND PERFORMANCE MANAGEMENT
RESEARCH

Computer simulations are widely used for the development and optimization of
new algorithms in cellular mobile networks. Modeling of QPM is not an excep-
tion, and many of SON studies in 3GPP are based on simulations. Depending on
the scope, simulators can be divided into two major groups: link level and system
level [208, 209]. The first type implies modeling of one or several communication
links between a user terminal and base station, with detailed implementation
of the generated electromagnetic waves and properties of the propagation chan-
nel. System level simulations are mostly used for performance evaluation of the
whole network. Usual practice is to input the link level results into the system
level simulations.

From the perspective of user mobility, system level simulators can be di-
vided into three main groups: static, quasi-static and dynamic as it is discussed
in [210, 211]. Static simulations model non-moving users and for that reason are
mostly aimed at the evaluation of link budget, coverage estimation, etc. Quasi-
static simulations imply no mobility, but the users have traffic models and exist
in a time domain. Dynamic system level simulations are closer than others to the
real life networks, due to the existence of moving users. Additionally, more re-
alistic propagation conditions are considered, as such effects as time dependent
slow and fast fading are taken into account. Usually there is also a broad range
of propagation models, radio resource management mechanisms, mobility and
network control signaling is taken into account. Thus, dynamic simulators are
the most complex, if compared to other simulator types, and provide the most
accurate results regarding network performance. However, due to high compu-
tational complexity, dynamic simulations may last very long and the simulated
network operation time is usually in extent of minutes. Thus, consideration of
the long term effects in the network calls for either simplification in modeling of
the simulator, or utilization of demo systems or emulators, partly based on real
equipment.

To gather the necessary performance monitoring data for the research ac-
tivities discussed in this dissertation, two LTE dynamic system level simulators
have been used: FREAC and Network Simulator 3 (ns-3) [212]. FREAC is a pro-
prietary step-based simulator, which models E-UTRAN system with a resolution
of 1 Orthogonal Frequency-Division Multiplexing (OFDM) symbol in the time
domain. Both uplink and downlink directions can be simulated with this sim-
ulator. Mapping of the link level SINR to the system level is done according to
the framework presented in [213]. Thus, the appropriate modulation and cod-
ing schemes can be selected to guarantee the correct block error rate. FREAC
implements a large variety of radio resource management algorithms, schedul-
ing, link adaptation, HARQ, different mobility and traffic models. The most im-
portant measurements, such as RSRP, RSRQ, RSSI and CQI are modeled. More
information regarding assumptions for implementation of these measurements
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FIGURE 26 Models in LENA module of ns-3.

and FREAC in general can be found in [110]. One of the key features in FREAC
for QPM research presented in this thesis is MDT. A measurement log collected
from dynamic simulations, can be filled with both event-triggered and periodic
reports. Moreover, RRC signaling during mobility and connection establishment
procedures are modeled and the corresponding messages, e.g. HO command and
complete, A2, A3, etc., can be gathered.

Results produced by FREAC are validated with several calibration cam-
paigns in 3GPP, where companies provide certain statistics for the agreed sce-
narios [214]. Throughput and spectral efficiency is verified using the results from
[214, 215, 216, 217, 218, 219, 220, 221, 222, 223, 224]. Comparative analysis of
FREAC and simulators from other companies can be found in [225, 226]. Mobil-
ity related performance of LTE networks evaluated with FREAC and calibrated
against results from simulators of other companies can be found in [227].

LTE model in system level simulator ns-3 is also used in this thesis, for col-
lection of user specific measurement statistics and the validation of the cognitive
self-healing function. So called LENA module of ns-3 implements both LTE and
enhanced packet core system of E-UTRAN, as it is show in Figure 26. User mo-
bility models, handover procedure and a user measurement log have been imple-
mented [228] to gather the necessary data for the advanced QPM research, carried
out with COMMUNE project.
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based on data mining approach to analysis of network event sequences. The con-
sidered environment is Long Term Evolution (LTE) of Universal Mobile Telecom-
munications System (UMTS) with sleeping cell caused by random access channel
failure. Sleeping cell problem means unavailability of network service without trig-
gered alarm. The proposed detection framework uses N-gram analysis for iden-
tification of abnormal behavior in sequences of network events. These events are
collected with Minimization of Drive Tests (MDT) functionality standardized in
LTE. Further processing applies dimensionality reduction, anomaly detection with
K-Nearest Neighbors (K-NN), cross-validation, post-processing techniques and ef-
ficiency evaluation. Different anomaly detection approaches proposed in this paper
are compared against each other with both classic data mining metrics, such as
F-score and Receiver Operating Characteristic (ROC) curves, and a newly pro-
posed heuristic approach. Achieved results demonstrate that the suggested method
can be used in modern performance monitoring systems for reliable, timely and
automatic detection of random access channel sleeping cells.
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Modern cellular mobile networks are becoming increasingly diverse and complex,
due to coexistence of multiple Radio Access Technologys (RATs), and their cor-
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responding releases. Additionally, small cells are actively deployed to complement
the macro layer coverage, and this trend will only grow. In the future this situation
is going to evolve towards even higher complexity, as in 5G networks there will
be much more end-user devices, served by different technologies, and connected
to cells of different types. New applications and user behavior patterns are daily
coming into play. In such environment network performance and robustness are be-
coming critical values for mobile operators. In order to achieve these goals, efficient
flow of Quality and Performance Management (QPM) [34], which is a sequence
of fault detection, diagnosis and healing, should be developed and applied in the
network in addition to other optimization functions.

Concept of Self-Organizing Network (SON) [52, 53] has been proposed to
automate and optimize the most tedious manual tasks in mobile networks, in-
cluding QPM. Automation is the key idea in SON and it has been proposed for
self-configuration, self-optimization and self-healing in LTE and UMTS networks
[27, 34, 60]. In traditional systems detection, diagnosis and recovery of network
failures is mostly manual task, and it is heavily based on pre-defined thresholds,
aggregation and averaging of large amounts of performance data – so called Key
Performance Indicators (KPIs). Self-healing [59], [31] automates the functions of
QPM process to improve reliability of network operation. Though, self-healing is
still among the least studied functions of SON at the moment, and the developed
solutions and use cases require improvement prior to application in the real net-
works. This is especially important for non-trivial network failures such as sleeping
cell problem [15, 14, 34]. This is a special term used to denote a breakdown, which
causes partial or complete degradation of network performance, and which is hard
to detect with conventional QPM within reasonable time. Thus, in the research and
standardization community automatic fault detection and diagnosis functions, en-
hanced with the most recent advancements in data analysis, are seen as the future
of self-healing. Thus, development of improved self-healing functions for detection
of sleeping cell problems, through application of anomaly detection techniques is
of high importance nowadays. This article presents a novel framework based on
N-gram analysis of MDT event sequences for detection of random access channel
sleeping cells.

The rest of this paper is organized as follows. Section 2 describes common prac-
tices of quality and performance management in mobile networks, including MDT
functionality, and advanced methods based on knowledge mining algorithms. Sec-
tion 3 defines the concept of sleeping cell and its possible root cause failures. In
Section 4 simulation environment, assumptions and random access channel prob-
lem are presented. Also Section 4 describes the generated and analyzed perfor-
mance MDT data. Section 5 concentrates on the suggested sleeping cell detection
knowledge mining framework. It includes overview of the applied anomaly detec-
tion methods: K-NN anomaly outlier scores, N-gram, minor component analyses,
post-processing and data mining performance evaluation techniques. Section 6 is
devoted to the actual research results. Data structures at different stages of analy-
sis are shown, and efficiency of different post-processing methods is compared. In
Section 7 the concluding remarks regarding the findings of the presented research
are given.
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2 Quality and Performance Management in Cellular Mobile Networks

Performance management in wireless networks includes three main components:
data collection, analysis and results interpretation. Data gathering can be done
either by aggregation of cell-level statistics - collection of KPIs, or collection of
detailed performance data with drive tests. The main weaknesses in analysis of
KPIs are that a lot of statistics is left out at the aggregation stage, due to averaging
over time, element and because fixed threshold values are applied. Even thought
drive test campaigns provide far more elaborate information regarding network
performance, they are expensive to carry out and do not cover overall area of
network operation. Root cause analysis is done manually in majority of cases,
and because of that there is a room for more intelligent approaches to detection
and diagnosis of network failures, e.g. with data mining and anomaly detection
techniques. This would provide possibility to automate performance monitoring
task furthermore.

2.1 Minimization of Drive Tests

Yet another way to improve network QPM is to collect a detailed performance
database. This is enabled with MDT functionality standardized in 3rd Generation
Partnership Programme (3GPP) [28]. MDT is designed for automatic collection
and reporting of user measurements, where possible complemented with location
information. Collected data is then reported to the serving cell, which in turn
sends it to MDT server [36]. Thus, large amount of network and user performance
is available for analysis. This is where the power of data mining and anomaly
detection can be applied.

Specification describes several use cases for MDT: improvement of network
coverage, capacity, mobility robustness and end user quality of service [34]. Ac-
cording to the standard, MDT measurements and reporting can be done both in
idle and connected Radio Resource Control (RRC) modes. In logged MDT, User
Equipment (UE) stores measurements in memory, and reporting is done at the
next transition from idle to connected state. In immediate MDT, measurements
are reported as soon as they are done through existing connection. In turn, there
are two measurement modes in immediate MDT: periodic and event-triggered [36].
Periodic measurements are very useful for initial network deployment coverage and
capacity verification as they provide detailed map of network performance, say in
terms of signal propagation or throughput. The main disadvantage of periodic
measurements is that they consume a lot of network and user resources. In con-
trast, event-triggered approach provides less information regarding the network
status, but can be very efficient for mobility robustness and resource savings. In
our study, immediate event-triggered MDT is used for collection of performance
database. Table 1 presents the list of network events which triggered MDT mea-
surements and reporting.

2.1.1 Location Estimation in MDT

One of the important features of MDT is collection of geo-location information
at the measurement time moments. Whenever UE location is provided in MDT
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Table 1 Network events triggering MDT measurements and reporting

PL PROBLEM - Physical Layer Problem [30].
RLF - Radio Link Failure [61].
RLF REESTAB. - Connection reestablishment after RLF.
A2 RSRP ENTER - RSRP goes under A2 enter threshold.
A2 RSRP LEAVE - RSRP goes over A2 leave threshold.
A2 RSRQ ENTER - RSRQ goes over A2 enter threshold.
A3 RSRP - A3 event, according to 3GPP specification.
HO COMMAND - handover command received [61].
HO COMPLETE - handover complete received [61].
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report there are several ways to associated it with particular cell, such as: serving
cell ID, dominance maps and a new approach based on target cell ID information.

Serving cell ID is available with MDT event-triggered report, even for early
releases of LTE. However, in case of coverage hole or problems with new connec-
tion establishment, this approach can lead to mistakes in UE location association,
because the faulty cell would never become serving in the worst case scenario.
This limits the usage of serving cell method for sleeping cell detection. To over-
come the problem presented above, a dominance maps method can be used. This
is a map, which demonstrates the E-UTRAN NodeB (eNB)1 with dominating,
i.e. strongest radio signal in each point of the network, see Fig. 1. Creation of
dominance map requires information about path loss and slow fading. The main
advantage of dominance maps is that mapping of cell ID to location coordinate
of UE MDT measurement is very precise, and this results in higher accuracy of
sleeping cell detection. The downside dominance maps approach is that it requires
a lot of detailed input measurement information. Though, MDT functionality is
one of the ways to create such maps fast and relatively simple. Additionally, more
accurate user location information is going to be available with deployment of
newer releases of mobile networks [23].

The last method for cell ID and UE report location association uses target cell
ID feature. The main advantage of this approach is that it does not require serving

1 Evolved Universal Terrestrial Radio Access Network (E-UTRAN)
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cell ID, user geo-positioning location or knowledge about network dominance areas.
This eases the requirements for MDT data collection in amount of details regarding
user location. The problem of mapping on the basis of target cell ID, is that it
might be useful for detection of only particular types of network problem, such as
random access Sleeping Cell (SC). Efficiency of this method for detection of other
malfunctions is subject for further verification.

The key aspects which should be taken into account when selecting a location
association method are accuracy and amount of information to create mapping
between cell and user location.

2.2 Advanced data analysis approaches in QPM

Studies in advanced data analysis for QPM can be divided to several groups. In
certain studies, the data reported by the users is used for the analysis. For in-
stance, in [50] authors suggest a method for detection of sleeping cells, caused by
transmitted signal strength problem, on the basis of neighbor cell list information.
Application of non-trivial pre- processing and different classification algorithms
allowed to achieve relatively good accuracy in detection of cell hardware faults.
However, the proposed anomaly detection system is prone to have relatively high
false rate. In [63] a method based on analysis of TRACE-based user data with dif-
fusion maps is presented. More extensive application of diffusion maps for network
performance monitoring can also be found in [44].

Even though, user level statistics is more detailed, still majority of studies
devoted to improvement of QPM rely on cell-level data. The first proposals of
sleeping cell detection automation using statistical methods of network monitor-
ing are presented in [14, 15]. Preparation of normal cell load profile and evaluation
of the deviation in observed cell behavior is suggested as a way for identification
of problematic cells. The idea of statistical approach has been further studied in
[55], [62], [54], where a profile-based system for fault detection and diagnosis is
proposed. Bayesian networks have also been applied for diagnosis and root cause
probability estimation, given certain KPIs [46, 4, 5, 6]. The complications here
are preparation of correct probability model and appropriate KPI threshold pa-
rameters. More advanced data mining methods are applied to analysis of cell-level
performance statistics, and novel ensemble methods of classification algorithms
is proposed [18, 21]. In [19, 20] application of classification and clustering meth-
ods for detection and diagnosis of strangely behaving network regions is presented.
Some studies also consider neural network algorithms for detection of malfunctions
[57, 48].

The largest drawback of processing cell level data is that collection of appro-
priate statistical base takes substantial amount of time, and can vary from days to
months. This increases reaction time in case of outages and does not completely
solve the problems of operators in optimization of their QPM. In order to over-
come weaknesses of analysis based on cell KPIs, our studies are concentrated at
the analysis of the user-level data, collected with immediate MDT functionality
[37, 42]. In the early works cell outage detection caused by signal strength prob-
lems (antenna gain failure) is studied [11, 12, 64]. This area matches the 3GPP use
case called “cell outage detection” [31]. Identification of the cell, in malfunction
condition is done by means of analysis of numerical properties of multidimensional
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dataset. Each data point represents either periodic or event-triggered user mea-
surement. Such methods as diffusion maps dimensionality reduction algorithm,
k-means clustering and k-nearest neighbor classification methods are applied.

To increase robustness of the proposed solutions in MDT data analysis and
make the developed detection system suitable for application in real networks,
a more sophisticated experimental setup is considered. Sleeping cell caused by
malfunction of random access channel, discussed in Section 3, does not produce
coverage holes from perspective of radio signal, but still makes service unavailable
to the subscribers. This problem is considered to be one of the most complex for
mobile network operators, as detection of such failures may take days or even
weeks, and negatively affects user experience [34]. To make fault detection frame-
work more flexible and independent from user behavior, such as variable mobility
and traffic variation, analysis of numerical characteristics of MDT data is substi-
tuted with processing of network event sequences with N-gram method. Network
events can include different mobility or signaling related nature, such as A2, A3 or
handover complete message [40]. Initial results in this area are presented in [13].

3 Sleeping Cell Problem

Sleeping cell is a special kind of cell service degradation. It means malfunction
resulting in network performance decrease, invisible for a network operator, but
affecting user Quality of Experience (QoE). On one hand, detection of sleeping
cell problem with traditional monitoring systems is complicated, as in many cases
KPI thresholds do not indicate the problem. On the other hand fault identification
can be very sluggish, as creation of cell behavior profile requires long time, as it
is discussed in the previous section. Regular, less sophisticated types of failures
usually produce cell level alarms to performance monitoring system of mobile
network operator. In contrast, for sleeping cells degradation occurs seamlessly and
no direct notification is given to the service provider.

In general, any cell can be called degraded in case if it is not 100% functional,
i.e. its services are suffering in terms of quality, what in turn affects user experience.
Classification of sleeping cells, depending on the extent of performance degradation
from the lightest, to the most severe [14],[16]: impared or deteriorated - smallest
negative impact on the provided service, crippled - characterized by a severely
decreased capacity, and catatonic - kind of outage which leads to complete absence
of service in the faulty area, such cell does not carry any traffic.

Degradation can be caused by malfunction of different hardware or software
components of the network. Depending on the failure type, different extent of
performance degradation can be induced. In this study the considered sleeping
cell problem is caused by Random Access Channel (RACH) failure. This kind
of problem can appear due to RACH misconfiguration, excessive load or soft-
ware/firmware problem at the eNB side [2], [65]. RACH malfunction leads to
inability of the affected cell to serve any new users, while earlier connected UEs
still get served, as pilot signals are transmitted. This problem can be classified to
crippled sleeping cell type, and with time it tends to become catatonic. In many
cases RACH problem becomes visible for the operator only after a long observa-
tion time or even due to user complains. For this reason, it is very important to
timely detect such cells and apply recovery actions.
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3.1 Random Access Sleeping Cell

Malfunction of RACH can lead to severe problems in network operation as it
is used for connection establishment in the beginning of a call, during handover
to another cell, connection re-establishment after handover failure or Radio Link
Failure (RLF) [61]. Malfunction of random access in cell with ID 1, is caused by
erroneous behavior of T304 timer [30], which expires before random access proce-
dure is finished. Thus, whenever UE tries to initiate random access to cell 1, this
attempt fails. Malfunction area covers around 5 % of the overall network (1 out of
total 21 cells).

4 Experimental Setup

4.1 Simulation environment

Experimental environment is dynamic system level simulator of LTE network,
designed according to 3GPP Releases 8, 9, 10 and partly 11. Throughput, spec-
tral efficiency and mobility-related behavior of this simulator is validated against
results from other simulators of several companies in 3GPP [1, 47, 45]. Step resolu-
tion of the simulator is one Orthogonal Frequency-Division Multiplexing (OFDM)
symbol. Methodology for mapping link level Signal to Interference plus Noise Ra-
tio (SINR) to the system level is presented in [8]. Simulation scenario is an im-
proved 3GPP macro case 1 [29] with wrap-around layout, 21 cells (7 base stations
with 3-sector antennas), and inter-site distance of 500 meters. Modeling of prop-
agation and radio link conditions includes slow and fast fading. Users are spread
randomly around the network, so that on average there are 15 dynamically mov-
ing UEs per cell. The main configuration parameters of the simulated network are
shown in Table 2.

4.2 Generated Performance Data

Generated performance data includes dominance map information and MDT log,
which contains the following fields:

– MDT triggering event ID. The list of possible events is presented in Table 1.
This is a categorical (nominal) and sequential data, i.e. sequences of events are
meaningful from data mining perspective;

– UE ID. This is also categorical data;
– UE location coordinates [m]. It is numerical, spatial data;
– Serving and target cell ID – spatial, categorical data.

It is important to know the type of the analyzed data to construct efficient knowl-
edge mining framework [10, 35].

Simulations done for this study cover three types of network behavior: “nor-
mal” – network operation without random access sleeping cell; “problematic” –
network with RACH failure in cell 1; “reference” – no sleeping cell, but different
slow and fast fading maps, i.e. if compared to “normal” case, propagation-wise it
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Table 2 General Simulation Configuration Parameters

Parameter Value Parameter Value

Cellular layout Macro 21 Wrap-
around

Number of cells 21

UEs per cell 17 Inter-Site Distance 500 m

Link direction Downlink RRC IDLE mode Disabled

User distribution
in the network

Uniform Maximum BS TX
power

46 dBm

Initial cell selection
criterion

Strongest RSRP
value

Handover margin
(A3 margin)

3 dB

Handover time to
trigger

256 ms Hybrid Adap-
tive Repeat and
reQuest (HARQ)

Enabled

Slow fading stan-
dard deviation

8 dB Slow fading resolu-
tion

5 m

Simulation length 572 s ( 9.5 min) Simulation resolu-
tion

1 time step = 71.43
μs

Network syn-
chronicity mode

Asynchronous Max number of
UEs/cell

20

UE velocity 30 km/h Call duration 90 s

Traffic model Constant Bit Rate
320 kbps

Normal and Refer-
ence cases

Simulation without
sleeping cell

Problematic case Simulation with
RACH problem in
cell 1

A2 RSRP Thresh-
old

-110 A2 RSRP Hystere-
sis

3

A2 RSRQ Thresh-
old

-10 A2 RSRQ Hystere-
sis

2

is a different network. The latter case is used for validation purposes. All three
of these cases have different mobility random seeds, i.e. call start locations and
UE traveling paths are not the same. Each of the cases are represented with 6
data chunks. The training and testing phases of sleeping cell detection are done
with pairs of MDT logs by means of K-fold approach [35]. For example, “normal”-
“problematic”, or “normal”-“reference” cases are considered. Thus, in total there
are 72 unique combinations of analyzed MDT log pairs, which is rather statistically
reliable data base.

5 Sleeping Cell Detection Framework

The core of the presented study is sleeping cell detection framework based on
knowledge mining, Fig. 2. Both training and testing phases are done in accordance
to the process of Knowledge Discovery in Databases (KDD), which includes the
following steps [25], [35]: data cleaning, integration from different sources, feature
selection and extraction, transformation, pattern recognition, pattern evaluation
and knowledge presentation. The constructed data analysis framework for sleep-
ing cell detection is semi-supervised, because unlabeled error-free data is used for
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Fig. 2 Sleeping Cell Detection Framework

training of the data mining algorithms. In testing phase problematic data is ana-
lyzed to detect abnormal behavior. Reference data is used for testing in order to
verify how much the designed framework is prone to make false alarms.

5.1 Feature Selection and Extraction

Feature selection and extraction is the first step of sleeping cell detection. At
this stage, input data is prepared for further analysis. Pre-processing is needed as
reported UEs MDT event sequences have variable lengths, depending on the user
call duration, velocity, traffic distribution and network layout.

5.1.1 Sliding Window Pre-processing

Sliding window approach [56] allows to divide calls to sub-calls of constant length,
and by that to unify input data. There are two parameters in sliding window
algorithm: window size m and step n. After transformation, one sequence of N

events (a call) is represented by several overlapping (in case if n < m) sequences
of equal sizes, except for the last sub-call, which is the remainder from N modulo
n.

In the presented results overlapping sliding window size is 15, and the step is
10 events. Such setup allows to maintain the context of the data after processing
[44]. The number of calls and sub-calls for all three data sets are shown in Table
3.
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Table 3 Number of calls and sub-calls in analyzed data

Amount / Dataset Normal Problem Reference

Calls (all) 2530 1940 2540
Sub-calls (all) 7230 7134 7201
Normal sub-calls 6869 5932 6821
Abnormal sub-calls 361 1202 380

Table 4 Example of N -gram analysis per character, N = 2.

Analyzed word pe er rf fo or rm ma me an nc ce
performance 1 1 1 1 1 1 1 0 1 1 1
performer 1 2 1 1 1 1 0 1 0 0 0

5.1.2 N-Gram Analysis

When input user-specific MDT log entries are standardized with sliding window
method, the data is transformed from sequential to numeric format. It is done
with N-gram analysis method, widely used e.g. for natural language processing
and text analysis applications such as speech recognition, parsing, spelling, etc.
[7, 51, 9, 33, 41]. In addition, N-gram is applied for whole-genome protein sequences
[26] and for computer virus detection [17, 24].

N-gram is a sub-sequence of N overlapping items or units from a given original
sequence. The items can be characters, letters, words or anything else. The idea
of the method is to count how many times each sub-sequence occurs. This is the
transformation from sequential to numerical space.

Here is an example of N -gram analysis application for two words: ‘performance’
and ‘performer’, N = 2, and a single unit is a character. The resulting frequency
matrix after N -gram processing is shown in Table 4.

5.2 Dimensionality Reduction with Minor Component Analysis

Dimensionality reduction is applied to convert high- dimensional data to a smaller
set of derived variables. In the presented study Minor Component Analysis (MCA)
method is applied [49]. This algorithm has been selected on the basis of compar-
ison with other dimensionality reduction methods such as Principal Component
Analysis (PCA) [43] and diffusion maps [22]. MCA extracts components of covari-
ance matrix of the input data set and uses minor components (eigenvectors with
the smallest eigenvalues of covariance matrix). 6 minor components are used as a
basis of the embedded space. This number is defined by means of Second ORder
sTatistic of the Eigenvalues (SORTE) method [38, 39].

5.3 Pattern Recognition: K-NN Anomaly Score Outlier Detection

In order to extract abnormal instances from the testing dataset K-NN anomaly
outlier score algorithm is applied. In contrast with K-NN classification, method is
not supervised, but semi- supervised, as the training data does not contain any
abnormal labels. In general, there are two approaches concerning the implemen-
tation of this algorithm; anomaly score assigned to each point is either the sum
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Table 5 Parameters of algorithms in sleeping cell detection framework

Parameter Value
Number of chunks in K-fold method per dataset 6
Sliding window size 15
Sliding window step 10
N in N-gram algorithm 2
Number of nearest neighbors (k) in K-NN algorithm 35
Number of minor components 6

of distances to k nearest neighbors [3] or distance to k-th neighbor [58]. The first
method is employed in the presented sleeping cell detection framework, as it is
more statistically robust. Thus, the algorithm assigns an anomaly score to every
sample in the analyzed data based on the sum of distances to k nearest neighbors
in the embedded space. Euclidean metric is applied as similarity measure. Points
with the largest anomaly scores are called outliers. Separation to normal and ab-
normal classes is defined by threshold parameter T , equal to 95th percentile of
anomaly scores in the training data.

Configuration parameters of data analysis algorithms in the presented sleeping
cell detection framework are summarized in Table 5.

5.4 Pattern Evaluation

The main goal of pattern evaluation is conversion of output information from
K-NN anomaly score algorithm to knowledge about location of the network mal-
function, i.e. RACH sleeping cell. This is achieved with post-processing of the
anomalous data samples through analysis of their correspondence to particular
network elements, such as UEs and cells. 4 post-processing methods are developed
for this purpose. The essence of these methods, discussed throughout this section,
is reflected in their names. The first part describes which geo-location information
is used for mapping data samples to cells, e.g. dominance map information, tar-
get or serving cell ID. The second part denotes what is used as feature space for
post-processing. It can be either “sub-calls”, when rows of the dataset are used as
features or “2-gram”, when individual event pair combinations, i.e. columns of the
dataset are used as features. The last, third part of the method name describes
analysis considers the difference between training and testing data (“deviation”
keyword), or whether only information about testing set is used to build sleeping
cell detection histogram.

Output from the post-processing methods described above is a set of values -
sleeping cell scores, which correspond to each cell in the analyzed network. High
value of this score means higher abnormality, and hence probability of failure. To
achieve clearer indication of problematic cell presence, additional non-linear trans-
formation is applied. It is called amplification, as it allows to emphasize problem-
atic areas in the sleeping cell histogram. Sleeping cell score of each cell is divided
by the sum of SC scores of all non-neighboring cells. Sleeping cell scores, received
after post-processing and amplification are then normalized by the cumulative SC
score of all cells in the network. Normalization is necessary to get rid of dependency
on the size of the dataset, i.e. number of calls and users.
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5.5 Knowledge Interpretation and Presentation

The final step of the data analysis framework is visualization of the fault detection
results. It is done with construction of a sleeping cell detection histogram and
network heat map. However, sleeping cell histogram does not show how cells are
related to each other: are they neighbors or not, and which area of the network
is causing problems. Heat map method shows more anomalous network regions
with darker and larger spots, while normally operating regions are in light grey
color. The main benefit of network heat map is that mobile network topology and
neighbor relations between cells are illustrated.

5.5.1 Performance Evaluation

To apply data mining performance evaluation metrics labels of data points must
be known. Cell is labeled as abnormal if its SC score deviates more than 3σ (stan-
dard deviation of sleeping cell scores) from the mean SC of score in the network.
Mean value and standard deviation of the sleeping cell scores are calculated alto-
gether from 72 runs produced by K-fold method for “normal”-“problematic”, and
“normal”-“reference” dataset pairs. Availability of the labels and the outcomes of
different post-processing methods enables application of such data mining perfor-
mance metrics as accuracy, precision, recall, F-score, True Negative Rate (TNR)
and False Positive Rate (FPR) [32]. On the basis of these scores ROC curves are
plotted.

In addition to the conventional performance evaluation metrics described above,
a heuristic method is applied to complement the analysis. This approach measures
how far is the achieved performance from the a priori known ideal solution. Per-
formance of the sleeping cell detection algorithm can be described by a point in
the space “sleeping cell magnitude”-“cumulative standard deviation”. “Sleeping cell

magnitude” is the highest sleeping cell score, and a sum of all sleeping cell scores is
“cumulative standard deviation”. This plane contains two points of interest: in case
of malfunctioning network, the ideal sleeping cell detection algorithm would have
coordinate [0; 100]. In case of error-free network, the ideal performance is point
[0; 100/Ncells in the network]. Thus, the smaller the Euclidean distance between the
achieved and ideal sleeping cell histograms, the better the performance of the
sleeping cell detection algorithm.

6 Results of Sleeping Cell Detection

This section presents the results of sleeping cell detection for different post-processing
algorithms. In addition, the data at different stages of the detection process is
illustrated. Then performance metrics are used to compare effectiveness of the
developed SC identification algorithms.

6.1 Pre-processing and K-NN Anomaly Score Calculations

After pre-processing with sliding window and N-gram methods, and transforma-
tion with MCA, training MDT data is processed with K-NN anomaly score al-
gorithm. As it is discussed in section 5.3, the anomaly score threshold, used for
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Fig. 3 Normal dataset used for training of the sleeping cell detection framework

separation of data points to normal and abnormal classes, is selected to be 95th

percentile of outlier score in training data. Shape of normal training dataset in the
embedded space is shown in Fig. 3a, and sorted anomaly outlier scores are pre-
sented in Fig. 3b. It can be seen that data points are very compact in the embedded
space, and because of that there is no big difference in the anomaly score values.
The main goals of analyzing testing dataset are to find anomalies, detect sleeping
cell, and keep the false alarm rate as low as possible. At the testing phase either
problematic or reference data are analyzed. After the same pre-processing stages
as for training, the testing data is represented in the embedded space. When test-
ing data is problematic dataset some of the samples are significantly further away
from the main dense group of points, Fig. 4. These abnormal points are labeled as
outliers, and the corresponding anomaly scores for these samples are much higher,
as it can seen from Fig. 4b. On the other hand, some of the points with relatively
low anomaly score are above the abnormality threshold. This means that there
is still certain percentage of false alarms, i.e. some “good” points are treated as
“bad”. The extent of negative effect caused by false alarms is discussed further in
Section 6.4. Though, there is no opposite behavior referred to as “miss-detection”
- none of the anomalous points are treated as normal.

Validation of the data mining framework is done by using error-free reference
dataset as testing data. No real anomalies are present in the network behavior.
Reference testing data in the embedded space and corresponding anomaly outlier
scores are shown in Fig. 5. Only few points can be treated as outliers, and in
general the shapes of normal (Fig. 3a) and reference (Fig. 5a) datasets in the
embedded space are very similar. Anomaly outlier scores of the reference testing
data is low for all points, except 2 outliers.

6.2 Application of Post-Processing Methods for Sleeping Cell Detection

After training and testing phases certain sub-calls are marked as anomalies. The
next step is conversion of this information to knowledge about location of malfunc-
tioning cell or cells, and this is done through post-processing described in Section
5.4.
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Fig. 4 Problematic dataset used at the testing phase of the sleeping cell detection framework
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Fig. 5 Reference dataset used at the testing phase of the sleeping cell detection framework

6.2.1 Detection based on Dominance Cell Sub-Call Deviation

In our earlier study [13] post-processing based on dominance cells and call devia-
tion for sleeping cell detection is presented. One problem of using calls as samples
is that, in case if the duration of the analyzed user call is long, the corresponding
number of visited cells is large, especially for fast UEs. Hence, even if certain call
is classified as abnormal, it is very hard to say which cell has anomalous behav-
ior. To overcome this problem, analysis is done for sub-calls, derived with sliding
window method, see Section 5.1.1. Majority of sub-calls contain the same number
of network events, and the length of the analyzed sequence is short enough to
identify the exact cell, with problematic behavior. Deviation measures the differ-
ence between training and testing data, and it is used to sleeping cell detection
histogram, presented in Fig. 6a. From this figure, it can be seen that abnormal
sub-calls are encountered more frequently in the area of dominance of cell 1, which
has the highest deviation. One can see that there are 2 types of bars - colorful (in
this case blue) and grey. The second variant implies additional post-processing
step - amplification, described in Section 5.4. In addition to cell 1, its neighboring
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(d) Reference dataset heat map

Fig. 6 Results of sleeping cell detection for Dominance Cell Sub-Call Deviation method

cells 8, 9, 11 and 12 also have increased deviation values, as it can be seen from
the network heat map in Fig. 6c. Sleeping cell detection histogram and network
heat map for reference dataset used as testing are shown in Fig. 6b and 6d cor-
respondingly. Even though cells 6 and 17 have higher SC scores than other cells,
they are not marked as abnormal, because their abnormality does not reach mean
+ 3σ level.

6.2.2 Detection based on Dominance Cell 2-Gram Deviation

In this method problematic network regions are found through comparison of oc-
currence frequencies, normalized by the total number of users, in training and
testing datasets. In case there is a big increase or decrease, the cell associated
with these changes is marked as abnormal. From sleeping cell detection histogram
in Fig. 7a it can be that cell 1 has a clear difference in number of 2-gram oc-
currences in testing data, if compared to training data. This happens because
handovers toward this cell fail. Due to this fact 2-gram sequence with events re-
lated to handovers become imbalanced in testing data if compared to training
data. For instance, 2-grams like Handover (HO) Command - HO Complete and
HO Complete - A2 RSRP ENTER, become very rare. On the other hand, 2- gram
HO Command - A2 RSRP ENTER, which can be treated as indication of non-
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(c) Problematic dataset heat map
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(d) Reference dataset heat map

Fig. 7 Results of sleeping cell detection for Dominance Cell 2-Gram Deviation method

successful handovers, in opposite becomes very popular in testing data, while in
training data it does not exist at all. Among the neighbors of problematic cell
1, only cell 11 has slightly increased sleeping cell score. Testing sleeping cell de-
tection framework with reference data and post-processing with Dominance Cell
2-Gram Deviation method demonstrates lower false-alarm rate than Dominance
Cell Sub-Call Deviation, as it can be seen from Fig. 7b and 7d.

6.2.3 Detection based on Dominance Cell 2-Gram Symmetry Deviation

This post-processing method analyzes the symmetry imbalance of network event
2-grams. Information about the number of 2-grams directed to the cell, and from
the cell is extracted from the training set. The considered 2-grams consist of events
which sequentially occur in the dominance areas of 2 cells. It means that if in the
training data, the number of handovers from Cell A to Cell B, and from Cell B
to Cell A, is roughly the same, and in the testing set it is not, it can concluded
that symmetry of this particular 2-gram is skewed. Most common types of 2-
grams which are analyzed with this method are related to handovers, e.g. A3 - HO
COMMAND sequences.
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(b) Reference dataset sleeping cell detection
histogram
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(c) Problematic dataset heat map
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(d) Reference dataset heat map

Fig. 8 Results of sleeping cell detection for Dominance Cell 2-Gram Symmetry Deviation
method

From Fig. 8 it can be seen that Dominance Cell 2-Gram Symmetry Deviation
finds sleeping cell 1, while its neighboring cells 8, 9, 11 and 12 have suspiciously
high sleeping cell score, if compared to other cells in the network.

Comparison of symmetry analysis method with two previously described post-
processing approaches shows that this method is very efficient in detecting sleeping
cell and its neighbors. At the same time stability, i.e. false alarm rate, of this
method is also very good, as it can be seen from Fig. 8b.

6.2.4 Detection based on Target Cell Sub-Calls

As it is discussed in Section 5.4, deviation between training and testing data
is not calculated in this method. Extensive location information, like dominance
map information, is not required for sleeping cell detection with target cell sub-call
method. The sleeping cell detection histogram, presented in Fig. 9, is constructed
by counting all unique target cell IDs for each anomalous sub-call. It can be clearly
seen that cell 1 is successfully detected. Neighboring cells 8, 9, 11 and 12 also
contain indication of malfunction in this area, as it can be noticed from heat map,
shown in Fig. 9b. For this method, the SC score of cell 1 is slightly lower than for the
post-processing methods, based on dominance cell deviation. Another shortcoming
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(d) Reference dataset heat map

Fig. 9 Results of sleeping cell detection for Target Cell Sub-Calls method

is that target cell sub-call method is more prone to trigger false alarms. This can
be seen from the results when reference data is used as testing, Fig. 9b. Sleeping
cell score of cell 6 is reaching threshold of mean plus 2 standard deviations. For
cells 16 and 17 SC scores are also quite high, as it can also be noticed from Fig.
9d. On the other hand, target cell sub-call method is much simpler, and requires
significantly less information about user event occurrence location.

6.3 Combined Method of Sleeping Cell Detection

The idea of this method is to create a cumulative sleeping cell detection histogram
based on the results from all 4 post-processing methods described above. The
resulting amplified SC histogram is shown in Fig. 10. Cell 1 has sleeping cell score
well over μ + 3 ∗ σ threshold. Neighboring cells 8, 9, 11, 12 also have increased
sleeping cell scores comparing to other cells. Reference data used as testing also
demonstrates stability of the combined approach – no false alarms are triggered.
Though, it can be seen that usage of target cell sub-call method introduces some
noise. It is important to note that post-processing methods are applied with equal
weights. However, it is possible to emphasize more accurate method by increasing
its weight, and penalize the unreliable, by reducing its weight. Though, selection
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(a) Problematic dataset sleeping cell
detection histogram

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
0

10

20

30

40

50

60

Cell ID

S
le

ep
in

g 
C

el
l S

co
re

 

 

Visits deviation
Occurence deviation
Symmetry deviation
Target Cell
mean
mean + std
mean + 2 * std
mean + 3 * std

(b) Reference dataset sleeping cell
detection histogram
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Fig. 10 Results of sleeping cell detection for amplified combined method

of optimal weights is a matter of a separate study and is not discussed in this
article.

6.4 Comparison of Algorithms and Performance Evaluation

The post-processing methods discussed above have their own advantages and dis-
advantages. Traditional data mining metrics, discussed in Section 5.5.1, are applied
for quantitative comparison of sleeping cell detection methods, Fig. 11a. Ideal per-
formance is presented with the solid double black line, and corresponds to the
maximum area of the hexagon. Formally, according to the values of the met-
rics, Dominance Cell 2-gram Deviation and Dominance Cell Sub-call Deviation
methods, demonstrate better performance than other post-processing techniques.
However, high false positive rate for Dominance Cell 2-gram Symmetry Deviation
and Target Cell Sub-call methods does not necessarily mean that these methods
are worse. The reason is that neighboring cells of cell 1 exceed the 3σ thresh-
old. This happens because adjacent cells are not completely independent, and are
affected by malfunction in one of the neighbors. Thus, Dominance Cell 2-gram
Symmetry Deviation and Target Cell Sub-call methods can be treated as more
sensitive than the others. The observed behavior emphasizes that amplification
should be complemented by some other ways to to take network topology into
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Fig. 11 Performance measures for comparison of sleeping cell detection algorithms

account. However this is a subject for further study. ROC curve of of the designed
sleeping cell detection algorithm is presented in Fig. 11b. The proposed framework
is able to create such a projection of the MDT data, that in the new space normal
data and anomalous data points are fully separable and do not overlap. Hence,
the suggested data mining framework for sleeping cell detection is successful, and
for reduction of false alarm rate it is necessary to invent a better separation rule,
than 3σ deviation from mean SC score.
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Fig. 12 Heuristic performance comparison of algorithms

Another method for comparison of post-processing algorithms is a heuristic
approach described in Section 5.5.1. According to this method, more accurate
post-processing algorithm is the one, which has the smallest distance to the ideal
solution point for either problematic or error-free case. Cumulative distances for
different algorithms in non-amplified and amplified cases are presented in Fig.
12a and Fig. 12b correspondingly. It can be seen that Dominance Cell 2-Gram
Symmetry Deviation method has the smallest distance from the ideal detection
case. Thus, from perspective of the heuristic performance evaluation approach this
method outperforms other post-processing methods.

7 Conclusions

This article presents a novel sleeping cell detection framework based on knowledge
mining paradigm. MDT reports are used for the detection of a random access
channel malfunction in one of the network cells. Experimental setup implements
a simulated LTE network, used to generate a diverse statistics base with several
thousands of user calls and tens of thousands of MDT samples. Investigated type
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of sleeping cell problem is rather complex, and detection of this problem has never
been studied before.

The designed knowledge mining framework is semi-supervised and has central-
ized architecture from perspective of self-organizing networks. The heart of the
developed detection framework is the analysis of sequences with N-gram method in
the series of user event-triggered measurement MDT reports. Data pre-processing
with sliding window transformation method allows to make the statistics base
more reliable through standardization of the input event sequences. 2-gram analy-
sis is used to convert sequential data to numeric format in the new feature space.
To simplify analysis of the data in the new space, dimensionality reduction with
minor component analysis method is applied. K-NN anomaly score detection algo-
rithm is used to find the outliers in the data and using this information, anomalous
data points are converted with post-processing to the knowledge about location
of the problematic regions in the network. Comparison of different location map-
ping post-processing methods is done, additionally, so called amplification is used
to take into account neighbor relations between cells and network topology, for
improvement of sleeping cell detection performance.

Results demonstrate, that the suggested framework allows for efficient detec-
tion of the random access sleeping cell problem in the network. Evaluation shows
that post-processing method named Dominance Cell 2-Gram Symmetry Devia-
tion demonstrates the best combination of performance results. Amplification also
proves to be the very efficient approach for improvement of the detection quality.
Results of this work lay grounds and suggest exact methods for building advanced
performance monitoring systems in modern mobile networks. One of the possible
directions in this area is extensive usage of data mining techniques in general, and
anomaly detection in particular. New systems of network maintenance would allow
to address growing complexity and heterogeneity of modern mobile networks, and
especially 5th Generation (5G).

Future work in this field includes validation of the developed system in more
complex scenarios, detection of several or different types of malfunctions, and
substitution of semi-supervised approach with unsupervised. The ultimate goal is
to achieve accurate and timely detection of different sleeping cell types in highly
dynamic mobile network environments. Obviously, low level of false alarms must be
supported, and at the same time significant increase of computational complexity
should be avoided.
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