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ABSTRACT

The problem of quantum dynamics in open systems has gained attention in recent decades and not
the least due to the advances made in quantum transport in molecular systems. The main motivation
behind quantum transport and molecular electronics is the futuristic goal to be able at some point to
replace, or to complement, the silicon-based technology and to make the electronic devices faster. On a
fundamental level, one has to deal with time-dependent processes where electron-electron or electron-
phonon interactions are of great importance, and they can cause profound quantitative and qualitative
changes on the physical and dynamical properties of electronic systems compared to the non-interacting
case. Most of the studies of quantum transport have been focused on the steady-state description while
neglecting the short-time dynamics. However, the dynamical effects are of great importance since fast-
switching processes play a pivotal role in the operation of future devices. We studied the problem of
time-dependent electron transport through the Anderson impurity model by using many-body perturbation
theory (MBPT) together with Keldysh Green’s functions as well as with time-dependent density functional
theory (TDDFT). These methods were compared with numerically exact time-dependent density-matrix
renormalization group (tDMRG) method. We found that the many-body perturbation theory results beyond
Hartree-Fock approximation were in close agreement with tDMRG results. In addition we studied the
possibility of multistablity in the density and current of an interacting nanoscale junction as well as how to
reversibly switch between the multiple solutions in time domain.

An accurate theoretical treatment of electron correlation even in as simple model as an interacting
electron gas at metallic densities still continues to be a challenge; especially description of features in
the photoemission spectra due to electron correlations provides a theoretical challenge. The many-body
perturbation theory yields a systematic way to study electron-electron (electron-phonon) correlations
in various systems. One of the widely used approximations in MBPT is the GW approximation in
which the bare interaction line is replaced with screened interaction line in the first order exchange
diagram. The GW approximation gives good estimates for the band gap values close to experimental
ones but especially the self-consistent GW approximation has a number of deficiencies like washing out
of plasmon features and overestimation of bandwidths compared to experiment. One way to improve
GW calculations is to include vertex corrections. Unfortunately, the straightforward inclusion of vertex
corrections yields negative spectra in some frequency regions. We developed a diagrammatic approach to
construct self-energy approximations with positive spectral properties. Our approach consists of expressing
a self-energy of response diagram as a product of half-diagrams after which a minimal set of additional
diagrams is identified to construct a perfect square. We applied this method to study vertex corrections in
a homogeneous electron gas.

In addition we analyzed the diagrammatic content of photocurrent with density functional theory. The
expression for the photocurrent was obtained as an integral over the Kohn-Sham spectral function
renormalized by effective potentials that depend on the exchange correlation kernel of current density



functional theory. The expression for the photocurrent gives us the angular dependence of the photocurrent
but it does not provide a direct access to the kinetic energy distribution of the photoelectrons.

vi



AUTHOR’S ADDRESS ANNA-MAIJA UIMONEN

DEPARTMENT OF PHYSICS

UNIVERSITY OF JYVÄSKYLÄ

FINLAND

SUPERVISOR PROFESSOR ROBERT VAN LEEUWEN

DEPARTMENT OF PHYSICS

UNIVERSITY OF JYVÄSKYLÄ

FINLAND

REVIEWERS PROFESSOR FERDI ARYASETIAWAN

DEPARTMENT OF PHYSICS

UNIVERSITY OF LUND

SWEDEN

ASSOCIATE PROFESSOR ARI HARJU

DEPARTMENT OF APPLIED PHYSICS

AALTO UNIVERSITY SCHOOL OF SCIENCE

FINLAND

OPPONENT PROFESSOR REX GODBY

DEPARTMENT OF PHYSICS

UNIVERSITY OF YORK

UNITED KINGDOM





LIST OF PUBLICATIONS

I A.-M. Uimonen, E. Khosravi, A. Stan, G. Stefanucci, S. Kurth, R. van Leeuwen and E. K. U. Gross,
Comparative study of many-body perturbation theory and time-dependent density functional theory
in the out-of-equilibrium Anderson model, Physical Review B 84, 115103 (2011) [1]

II A.-M. Uimonen, E. Khosravi, G. Stefanucci, S. Kurth, R. van Leeuwen and E. K. U. Gross, Real-
time switching between multiple steady-states in quantum transport, Journal of Physics, Conference
Series 220, 012018 (2010) [2]

III E. Khosravi, A.-M. Uimonen, A. Stan, G. Stefanucci, S. Kurth, R. van Leeuwen and E. K. U. Gross,
Correlation effects in bistability at the nanoscale: steady state and beyond, Physical Review B 84,
075103 (2012) [3]

IV G. Stefanucci, Y. Pavlyukh, A.-M. Uimonen and R. van Leeuwen, Diagrammatic expansion for
positive spectral functions beyond GW: Application to vertex corrections in the electron gas, Physical
Review B 90, 115134 (2014) [4]

V A.-M. Uimonen, G. Stefanucci, Y. Pavlyukh and R. van Leeuwen, Diagrammatic expansion for
positive density-response spectra: Application to the electron gas, Physical Review B 91, 115104
(2015) [5]

VI S. Latini, E. Perfetto, A.-M. Uimonen, R. van Leeuwen and G. Stefanucci, Charge dynamics in
molecular junctions: Nonequilibrium Green’s Function approach made fast, Physical Review B 84,
075103 (2014) [6]

VII A.-M. Uimonen, G. Stefanucci and R. van Leeuwen, Ultra-nonlocality in density functional theory
for photo-emission spectroscopy, Journal of Physical Chemistry 84, 075103 (2014) [7]

Author has done the non-equilibrium Green’s function part of numerical calculations and some of
the implementations on publications I, II and III and the Kadanoff-Baym part of the calculations on
publication VI. Author has taken part on the theoretical development on publications IV, V and VII.





Contents

LIST OF ACRONYMS xv

LIST OF SYMBOLS xvii

1 INTRODUCTION 1

2 QUANTUM MANY-PARTICLE PROBLEM 9

2.1 Second Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Model Hamiltonians . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2.1 Pariser-Parr-Pople Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2.2 Quantum Transport Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . 18

Anderson Impurity Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3 NON-EQUILIBRIUM GREEN’S FUNCTION THEORY 23

3.1 Time-evolution and Statistical averages . . . . . . . . . . . . . . . . . . . . . . . . . . 24

Langreth Rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 One-Particle Green’s function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

Lehmann Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Non-equilibrium Spectral Function . . . . . . . . . . . . . . . . . . . . . . . . 35

3.3 Equation of Motion of the Green’s Function . . . . . . . . . . . . . . . . . . . . . . . . 36

3.4 Many-Particle Self-Energy Approximations . . . . . . . . . . . . . . . . . . . . . . . . 41

3.4.1 2nd Order Born Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.4.2 Hedin’s Equations, GW Approximation and Vertex Corrections . . . . . . . . . 44

G0W0 for homogeneous 3D electron gas . . . . . . . . . . . . . . . . . . . . . 50

3.4.3 T-matrix Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.5 Conserving Approximations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Charge Conservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.6 Density Response Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

xi



3.6.1 Bethe-Salpeter Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.7 Positive Semi-Definite Approximations . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Positive Semi-Definite Diagrammatic Expansion . . . . . . . . . . . . . . . . . 72

Connection between PSD property and Analytic Structure . . . . . . . . . . . . 74

Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4 DENSITY FUNCTIONAL THEORY 83

4.1 Time-Dependent Density-Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . 85

The exchange-correlation Kernel . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Sham-Schlüter Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

The Adiabatic Local Density Approximation . . . . . . . . . . . . . . . . . . . 89

4.2 Time-Dependent Current Density Functional Theory . . . . . . . . . . . . . . . . . . . 92

4.3 Glance into Photoemission Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5 NON-EQUILIBRIUM DYNAMICS OF OPEN QUANTUM SYSTEMS 101

5.1 Keldysh-Kadanoff-Baym Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

Dyson Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

Two-Time Propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.1.1 Generalized Kadanoff-Baym Ansatz . . . . . . . . . . . . . . . . . . . . . . . . 108

5.1.2 Embedded Kadanoff-Baym Equations . . . . . . . . . . . . . . . . . . . . . . . 113

5.1.3 Embedding of Semi-Infinite Leads . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.1.4 Embedded Time-Dependent Kohn-Sham Equations . . . . . . . . . . . . . . . . 116

5.1.5 Form of Embedding Self-Energy for Tight-Binding Semi-Infinite Lead . . . . . 116

5.1.6 Embedding of a Finite Region . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.2 Time-Dependent Meir-Wingreen Formula . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.3 Numerical Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

5.3.1 Comparison of different approximations for non-equilibrium dynamics . . . . . 129

5.3.2 Bistability and non-linear Phenomena . . . . . . . . . . . . . . . . . . . . . . . 134

6 CONCLUSIONS 145



Appendix 148

A BiCGSTAB and BiCGSTAB(l) Algorithms for Dyson Equation 151

A.0.3 BiCGSTAB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

A.0.4 BiCGSTAB(l) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

Bibliography 156

Publications 167





LIST OF ACRONYMS

ALDA Adiabatic local-density approximation
ARPES Angle resolved photoemission spectroscopy
BALDA Bethe-ansatz adiabatic-local density approximation
BO Born-Oppenheimer
BSE Bethe-Salpeter equation
CDFT Current-density-functional theory
DFT Density functional theory
EELS Electron energy loss spectroscopy
GKBA Generalized Kadanoff-Baym ansatz
GW GW approximation for the self-energy Σ(12) = iG(12)W(1+2)
G0W0 Simplified GW approximation, G andW are not solved to self-consistency.
GW0 Simplified GW approximation, G is calculated up to self-consistency

whileW is not.
HF Hartree-Fock (approximation)
HOMO Highest occupied molecular orbital
KBE (Keldysh-) Kadanoff-Baym Equations
KMS Kubo-Martin-Schwinger (conditions)
KS Kohn-Sham
LDA Local-density approximation
LUMO Lowest unoccupied molecular orbital
MBPT Many-Body perturbation theory
NDR Negative differential resistance
NEGF Non-equilibrium Green’s function
RPA Random-phase approximation
TDCDFT Time-dependent current-density functional theory
TDDFT Time-dependent density functional theory
TDHF Time-dependent Hartree-Fock
TDLDA Time-dependent local-density approximation
TDSE Time-dependent Schrödinger equation
VK Vignale-Kohn
xc Exchange-correlation
2B Second Born (approximation) for the self-energy.

xv





LIST OF SYMBOLS

Ψ Interacting many-particle ground state wave function
Φ Non-interacting many-particle ground state wave function
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1
INTRODUCTION

The role of electron-electron interaction is crucial in all of the physical systems ranging from solids and
electron gas, to atoms and molecules, and they play a pivotal role in all phenomena from ground-state
properties, like band gaps of semiconductors [8, 9], to the transport problem [10, 11, 12, 13, 14, 15, 16, 17],
and photoexcitation and photoionization processes [18, 19] as well as to magnetism and superconductivity.
The availability of ultra-short coherent light sources together with intense free-electron lasers providing
up to sub-femtosecond pulses has increased the interest towards fundamental questions about the behavior
of atoms, molecules and solids at the ultra-short time scales. The understanding of the many-body effects
in the excitation spectrum are of crucial in phenomena like single and double ionization and excitation
processes, in description of many-electron effects during photoionization and photoemission, formation
of correlations and the decay of initial correlations, quantum coherence effects, and the dynamics of
these systems, as interactions lead to qualitatively new excited states of the system like plasmons or the
auto-ionizing states in molecules. The major complication in all of these systems, but also the most
interesting to model, is the Coulomb interaction, which triggers on top of the single particle excitations, the
emergence of collective behavior such as plasmon excitations. The electron-electron interaction term also
crucially determines the so-called quasi-particle lifetime of electronic excitations. The one-particle and
collective excitations are experimentally accessible via absorption and photoemission spectra. However,
solving the Schrödinger equation directly for atoms with more than a few electrons is already beyond the
present day computational capabilities.

One of the methods of tackling the many-particle problem is many-body perturbation theory (MBPT) [20,
21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32] based on non-equilibrium Keldysh Green’s functions [33], in
which the properties of the many-particle system are obtained by expansion in powers of the interactions
via self-energy insertions. The self-energy describes the effect of an electron interacting with other
electrons in its neighborhood and this modified neighborhood acting back to the electron. Therefore,
the electron feels a different interaction from the surrounding particles compared to the situation when
its presence would have been neglected. The Green’s function plays an important role in the theory of
photoemission and in the theory of quantum transport since the photoemission spectrum and the spectral
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CHAPTER 1. INTRODUCTION

density together with the time-dependent one-particle observables can be directly obtained form it. Another
commonly used method is density functional theory (DFT) [34, 35, 36, 37, 38] with its time-dependent
variants: time-dependent density functional theory (TDDFT) [39, 40, 41, 42, 43, 44], and time-dependent
current density functional theory (TDCDFT) [39, 45, 46]. In density functional theory the main idea is to
describe the system in terms of the electronic density, which can be determined by solving an effective
one-particle problem.

We have used the MBPT method within non-equilibrium Keldysh Green’s function theory to study the
effect of electron correlations in non-equilibrium and equilibrium systems [1, 2, 3, 4, 5, 6]. The Keldysh
Green’s function method has the power to treat the Matsubara and zero-temperature formalisms as limiting
cases, and although it is usually applied for systems out of equilibrium, it provides a powerful framework
for calculating steady-state properties. Therefore, although the Keldysh Green’s function theory being a
non-equilibrium theory, it also provides a natural and powerful framework for theoretical development for
systems in equilibrium.

In non-equilibrium we have studied the problem of quantum transport [1, 2, 3, 6], where on a funda-
mental level one has to deal with time-dependent processes in an open system where different scattering
mechanisms such as electron-electron or electron-phonon interactions are of great importance. These
factors make the transport problem not only difficult, but also very rich in physical phenomena. We
have used the Kadanoff-Baym equations of motion together with the Keldysh Green’s function technique
to study a correlated device coupled to leads and exposed to time-dependent external fields. Since the
Green’s function propagator describes the propagation of added or removed particles from the system
the Keldysh Green’s function theory provides a natural theoretical framework to study such a problem.
Another very important feature of this formalism is the fact that, if the used self-energy approximation is
Φ-derivable [47, 48], then the calculated observables automatically satisfy the macroscopic conservation
laws of particle number, momentum or energy. This makes the Keldysh Green’s function formalism
an ideal tool for studying quantum transport. Another advantage is the possibility to systematically
improve, through a diagrammatic approach, the different approximations for the electron correlation term
used in describing these systems. Since in the MBPT formalism the perturbation theory is done in the
electron-electron interaction and not in the external field, we are able to describe the systems at fast time
scales and under strong fields.

In the first part of the transport project [1] we benchmarked the MBPT method with various self-energy
approximations and TDDFT with the adiabatic Bethe ansatz LDA (ABALDA) against the numerically
exact solution obtained with the time-dependent density matrix renormalization group method (tDMRG)
for a single interacting quantum dot connected to semi-infinite leads. We found that the MBPT method
with the second order born (2B) approximation produces the time-dependent current and densities most
accurately while the TDDFT approach with the ABALDA produces the time-dependent density accurately
but fails considerably to produce the correct current, usually overestimating the steady-state value of the
current. This problem was found to be linked with the overestimation of the density within the leads.
This suggests that one needs to take into account XC-potentials which are non-local and non-zero within
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the leads. In other words the improved functionals should be non-local in space and as pointed out by
Vignale [49].

In the second part of the transport project [2, 3] we studied the time-dependent fast-switching phenomena
in correlated quantum transport systems at the nanoscale. The possibility for a system to possess two (or
more) different final steady-state solutions for the current and density is called bistability (multi-stability).
This phenomenon manifests itself in the current/voltage (I/V) characteristics of the system, where two
different currents can be observed for a given voltage. Depending on how the voltage is switched
on the I/V characteristics show a hysteresis type behavior. At a mesoscopic level, the experimental
observation [50, 51] of a hysteresis loop in the I/V characteristic of double-barrier resonant tunneling
structures, prompted intense theoretical and experimental activity to gain a microscopic understanding
of bistability. We studied the problem within mean-field level of the MBPT framework in which case
we could solve the steady-state MBPT equation without going through the whole time propagation. We
found that the steady-state self-consistency equation for the density can possess more than one fixed-point
solution. Some of these fixed points can be shown to be stable and reachable by time-propagation. We
found that by increasing the electron-electron interaction strength U , the system posses a bifurcation
where one stable solution after a critical value Uc, bifurcates into two new symmetric stable solutions and
the original stable solution becomes unstable. We found also, that by superimposing an exponentially
decaying gate voltage over the bias voltage, we were able to switch between multiple steady states. For
the same parameters and the same kind of driving fields we included memory effects through MBPT
self-energies and calculated densities and currents from the solution of the Kadanoff-Baym equations.
This was done in the 2B and GW approximations for which a remarkable agreement with numerically
exact tDMRG results was found in related models [1]. In all cases bistability is destroyed and the results
are qualitatively different as compared to those at the Hartree-Fock and the ABALDA level. Since the
ABALDA contains correlations we conclude that the suppression of the bistability phenomenon should
not be attributed to the lack of static correlations but rather to the lack of memory effects. Our results
suggest that bistable regimes induced by the electron-electron interaction only, are unlikely to be found in
Hubbard or extended Hubbard model nano-junctions, and other degrees of freedom, like the molecular
vibrations or nuclear coordinates, must be taken into account.

At the equilibrium level we studied the role of vertex corrections beyond GW applied to the homogeneous
3D electron gas. In many-electron systems, like solids, the bare Coulomb interaction gets screened,
when an electron polarizes its surroundings with a cloud of virtual electron-hole pairs. The self-energy
approximation which describes the screening effects is called GW-approximation, in which G stands for
the so-called electron propagator, i.e., Green’s function andW for the effective interaction between the
electrons. In this method the self-energy Σ depends on the polarizability P , the screened interactionW ,
and on vertex function Γ, and the equations describing these objects should be solved self-consistently.
The most common way to apply the GW approximation is to calculate the self-energy (without the
vertex correction Γ) by taking the first iteration Green’s function to be G0. This leads to the so called
G0W0-approximation. The next step is to neglect again the vertex-function Γ and to calculate the Green’s
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CHAPTER 1. INTRODUCTION

function, G, self-consistently. This method has been successfully applied for the calculation of properties
of molecules and solids [8, 9, 52, 53, 54].

It is well known that for solids the GW approximation (usually not implemented self-consistently)
tends to give band gap values close to the experimental values [8, 9], thus improving over the density
functional calculations (which instead underestimate the values for the band gaps [55].) In spite of some
improvements over complementary theories, the self-consistent GW approximation is known to have a
number of deficiencies like the washing out of plasmon features, broadened bandwidths in the electron-
gas-like metals [56], and the washing out of Coulomb blockade side peaks in the Anderson Model [57].
For many decades the common argument has then been that the inclusion of vertex corrections would act
as a balancing force for the self-consistency, [58, 59, 60, 61] therefore, e.g., hampering the washing out of
plasmon satellites. Several people have worked on this issue on various levels, [62, 63, 64, 65, 66, 67, 68]
but the most interesting result from our point of view is that the straightforward inclusion of vertex
corrections beyond the GW level yields negative spectra in some frequency regions, as first noticed by
Minnhagen for the homogeneous electron gas [62]. This deficiency not only prohibits the usual probability
interpretation of the spectral function but also generates Green’s functions with wrong analytic properties.
In particular the latter feature prevents an iterative self-consistent solution of the Dyson equation since the
analytic properties deteriorate with every self-consistency cycle. This unpleasant situation is not limited to
the electron gas as it has also been observed in a study of vertex corrections in finite systems [69, 70]. To
tackle this problem we developed a diagrammatic method to construct positive spectral functions [4, 5].

To solve the longstanding problem of negative spectral functions within MBPT we developed a dia-
grammatic method to generate self-energy approximations beyond GW yielding positive spectral func-
tions [4, 5]. The method is based on the Keldysh formalism. We extract the lesser/greater components
(these components are needed to construct the spectral function) from a given self-energy, exact or ap-
proximate. Any lesser/greater self-energy or polarization diagram can be partitioned into two halves with
external time vertices on opposite branches of the Keldysh contour. We then factorize each partition into
half-diagrams by using the Lehmann representation of the Green’s function, [71, 72] where one half of the
partition consists of time-ordered quantities and the other half consists of anti-time-ordered quantities.
The partitioning can be seen as cutting the diagram in half along the lesser/greater Green’s function lines.
After partitioning a self-energy or polarization diagram we need to find the minimal set of half-diagrams
in order to write the approximation at hand as a perfect square of half-diagrams. The positivity of the
spectral function is guaranteed by the fact that the sum of the products of the half-diagrams is the sum of
perfect squares.

In its simplicity these cutting rules can be seen as drawing rules for diagrams, and as an extension of
the Feynman rules. First we need to draw the diagrams, assign a label to the internal vertices while
the external ones are kept fixed, we are able to extend any MBPT approximation to an approximation
generating positive semidefinite (PSD) spectral functions. Some important MBPT approximations, such
as the GW or T -matrix approximations, do not require any corrections. The straightforward inclusion of
vertex corrections beyond GW inevitably ruins the PSD property and, hence, additional diagrams must
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be included. Often, these additional diagrams are of higher order. For instance, the inclusion of the full
first-order vertex leads to diagrams of fourth order in the screened interaction. Our theory applies equally
well to diagrammatic expansions with non-interacting and with self-consistent Green’s functions.

By photoelectron spectroscopy we refer to all those techniques based on the application of the photoelectric
effect. With different variants of this technique it is possible to study the electronic structure of atoms
and molecules in a gas, and the electronic states of solids and surfaces. The photoemission may take
place as a single photon absorption process (standard photoemission) or as a result of absorption of two
photons, commonly referred as two-photon-photoemission (2PPE) [73]. The standard processes in the
two-photon-photoemission consist of shining electromagnetic radiation on a surface (pump) which excites
the photo-electron to a certain intermediate state on which an another (probe) photon excites the final
photoelectron [74].

Although photoemission spectroscopy is used with great success in a wide range of applications, the
underlying theory is not sufficient and satisfactory. In the one-particle picture everything is well established
in terms of the sudden approximation [74], three-step model [75] and Fermi’s golden rule. In the sudden
approximation the photoelectron spectrum is interpreted in terms of the one-electron spectral function,
which corresponds to a sudden removal of an electron. In the one electron semi-empirical three-step model,
introduced by Berglund and Spicer [75], the photoemission process is modeled to consist of three steps:
(1) optical absorption, (2) transport to the surface, and (3) the transmission to the surface. Both of these
models are well developed, but in order to describe realistic processes and the effect of electron-electron
interactions on the photocurrent we need to go to beyond the one particle model. A way to go beyond the
one particle picture is to relate the photocurrent to non-equilibrium Green’s functions [76, 77, 78].

In the case of single-photon-photoemission we analyzed the diagrammatic content of the photocurrent by
making a connection between the density functional expression within time-dependent current density
functional theory (TDCDFT) and the diagrammatic expansion of the photocurrent in order to get more
insight into the contributing electronic processes [7]. The expression for the photocurrent was obtained as
an integral over the Kohn-Sham spectral function renormalized by effective potentials that depend on the
exchange correlation kernel of current density functional theory. The expression for the photocurrent gives
us the angular dependence of the photocurrent but it does not provide a direct access to the kinetic energy
distribution of the photoelectrons. In order to obtain this information within TDCDFT we would need
to split the photocurrent into various kinetic energy distributions using an external exchange-correlation
field outside the sample which depends in a very non-local manner on the many-body states of the sample.
This procedure would lead to very nonlocal correlations between the exchange-correlation fields in the
sample and the detector. Therefore, although the density functional theory provides a relatively simple
way to calculate the observables of interest, it may lead to unwanted nonlocal effects, which are hard to
incorporate in practical calculations.

This thesis is organized as follows: in Chap. 2 we introduce the quantum many-particle problem together
with relevant models used later in the text. In Chap. 3 we discuss the general aspects of MBPT with special
attention to vertex corrections beyond GW and the construction of positive semi-definite self-energy
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approximations. In Chap. 4 we discuss the basis of the TDDFT and TDCDFT in order to obtain the
necessary background for the papers [1, 2, 3, 7]. In Chap. 5 we discuss how to model an open quantum
system together with MBPT and TDDFT and discuss about various types of embedding for finite and
infinite environments.
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2
QUANTUM MANY-PARTICLE PROBLEM

The physical world consists of interacting many-particle systems and therefore they appear in many
different fields from quantum chemistry and atomic physics to nuclear, solid state and low temperature
physics. In the context of quantum field theory, where the point of view is in the field instead of the
particle, the many-particle problem is one for which the eigenvalue of the number operator is large [79, 80].
This happens, obviously when considering a sample of solid material consisting of a number of particles
of the order of Avogadro constant (O(1023)cm−3). But also for atoms beyond Helium the complexity
of the problem increases exponentially with the number of particles. The difficulty of the many-particle
problem arises from the inter-particle potentials included in the many-particle Hamiltonian Ĥ , which we
need to treat in order to describe the ground state properties and time-dependent dynamics of interacting
quantum many-particle system accurately. The central equation in non-relativistic many-particle physics
is the time-dependent Schrödinger equation,

Ĥ({x}, {X}, t)Θ({x}, {X}, t) = i∂tΘ({x}, {X}, t) (2.1)

which determines the dynamics of our many-particle system together with its stationary part Ĥ({x}, {X})
× Θ({x}, {X}) = EΘ({x}, {X}). In the equation (2.1) Θ({x}, {X}, t) is the quantum mechanical
many-particle wave function giving us a complete non-relativistic description of the properties of the
quantum many-particle system. The number of particles in the system is denoted by N and {xi} =

{(ri, σi)} denotes the set of general space-spin coordinates for the i-th electron while {Xα} = {(Rα, sα)}
denotes the set of general space-spin coordinates for the α-th nucleus. Equation (2.1) is the fundamental
formula for describing single, and many-particle dynamics if the relativistic effects can be neglected.
Therefore, the fundamental problem of many-particle physics is the determination of the eigenstates and
their time-evolution under the Hamiltonian

Ĥ(t) = T̂n(X) + T̂e(x) + Ŵnn(X) + Ŵee(x) + Ŵen(X,x) + V̂ext(t) (2.2)

consisting of the nuclear kinetic energy T̂n(X), the kinetic energy of the electrons T̂e(x) as well as the
interactions between positive nuclei Ŵnn(X), negative electrons Ŵee(x) and the interaction between
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electrons and nuclei Ŵen(X,x). The last term in the Eq. (2.2) denotes the possible external perturbation
which drives our system out of equilibrium. The kinetic energy terms explicitly read as (where we drop
the spin index for notational simplicity)

T̂n(R) ≡ −
Nn∑

α=1

~2

2Mα
∇2
Rα

, T̂e(r) ≡ −
Ne∑

i=1

~2

2mi
∇2
i , (2.3)

where Mα is the mass of the α-th nucleus and the gradient is taken with respect to the coordinates Rα of
the α-th nucleus. The mass of the i-th electron is denoted by mi, while Ne is the number of electrons and
Nn is the number of nuclei. The nuclear-nuclear interaction Ŵnn and the electron-electron Ŵee interaction
respectively read

Ŵnn ≡
1

2

Nn∑

α 6=β

ZαZβ
|Rα −Rβ|

, Ŵee ≡
1

2

Ne∑

i 6=j

e2

|ri − rj |
, (2.4)

where Zα is the charge of the nucleus α and e is the charge of the electron. The last term in Eq. (2.2) Ŵen

denotes the potential energy term arising from the interaction between the nuclei and electrons

Ŵen ≡ −
Ne∑

i=1

Nn∑

α=1

eZα
|ri −Rα|

. (2.5)

The solution of the many-particle problem is then obtained by solving the equation (2.1) with some initial
condition Θ0({x}, {X}) = Θ({x}, {X}, t = 0), giving us the eigenstates and the time-evolution of the
many-particle states. Unfortunately this equation cannot be solved exactly even for Hydrogen atom in an
arbitrary field, which forces us to think various approximations. The first approximation usually done is
the Born-Oppenheimer approximation (BO) also know as the adiabatic approximation where the nuclear
and electronic degrees of freedom are separated. The BO approximation relies on the fact that the masses
of the bare nuclei are much larger than the masses of the electrons yielding the motion of the nuclei in low
temperatures to be much slower than the motion of the electrons. When the configuration of the nuclei
changes, the electrons can respond instantaneously and thus remain essentially in the electronic ground
state, i.e., there are no transitions between the electronic states from the changes of the nuclear coordinates
that is why the BO approximation is also know as the adiabatic approximation. Therefore, mainly the
electron dynamics is responsible for many properties and collective phenomena in crystalline solids, such
as magnetic properties, or whether the material is conducting or insulating. In conclusion, we can assume
that the positions of the nuclei can be treated as fixed in the electronic point of view, and when the ground
state of the electronic subsystem is solved the nuclear part of the Hamiltonian is contributing via static
electric potential.

In the BO approximation the full many-particle wave function Θ is assumed to factorable into a direct
product of an electronic state Ψ which depends parametrically on the nuclear coordinates {R} and a
nuclear state Υ as Θ = Ψ⊗Υ. This allows us to separate the Schrödinger equation (2.1) into two parts
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consisting of the electronic motion and of the kinetic energy of the nuclei

ĤΘ = ĤBOΨ⊗Υ + Ψ⊗ T̂nΥ (2.6)

where we defined the BO Hamiltonian is ĤBO as (in future we will drop the subscript BO)

ĤBO = Ĥ = Ĥe + Ŵen + Ŵnn + V̂ext (2.7)

where the electronic hamiltonian Ĥe = T̂e + Ŵee, i.e., it contains the electronic kinetic and interaction
terms. The eigenvalue Ei({R}) of the equation (2.7) is as a result a sum of the electronic kinetic energy
term and of the all potential energy terms. When neglecting the nuclear kinetic energy our many-particle
problem has reduced to solving the following equation

Ĥ({x}, {X}, t)Ψ({x}, {X}, t) = i∂tΨ({x}, {X}, t) (2.8)

with some initial condition Ψ0({x}, {X}) = Ψ({x}, {X}, t = 0). For non-interacting electrons we can
easily solve this equation by considering the Hamiltonian to be a sum of single-particle Hamiltonians
Ĥ =

∑
i ĥi. However, when several particles interact with each other, as well as with an external

environment, a separation of the Hamiltonian into a sum of single-particle Hamiltonians ĥi is prohibited.
Thus, the motion of the particle is dependent on the position of all the other particles causing the complexity
of the problem to increase very quickly. Hence, we need to find other ways to treat the many-particle
system, than directly solving for the Schrödinger equation. Most of the alternative formulations of the
many-particle problem are based on the second quantization, quantum field theory, and Green’s function
techniques or to the density functional techniques, which has been particularly successful in describing
ground state properties of atoms, molecules and solids, or to resort to some other approximations. But
before discussing them let us analyze the Hamiltonian of Eq. (2.8) in more detail. The electronic kinetic
energy term T̂e acts as a delocalizing force, while the electron-electron interaction term Ŵee acts as
localizing force, trying to keep the electrons apart from each other at fixed positions. An example of this
behavior is Wigner Crystallization in weakly interacting electron liquids [81]. The relative strength of
the kinetic energy term T̂e and the electron-electron interaction term Ŵee determines the true strength of
the electron-electron interaction, i.e., how correlated the system is. Usually the interaction term Ŵee is
assumed to be weak so that it can be treated perturbatively, like in many-body perturbation theory. At the
opposite side is the strongly correlated regime where the kinetic energy terms are weak compared to the
electron-electron interaction, and we need to resort other kind of approaches like the method of strictly
correlated electrons [82, 83].

In this thesis we focus on the regime of weakly or moderately correlated electronic systems and try to
approximate the Coulomb interaction terms in various different ways. The oldest approximation to treat
the electron-electron interaction term has been to exclude all the complicated inter-particle effects and
consider the particles moving independently in a potential created by the charge distributions of all the
other N − 1 electrons, i.e., in an interaction mimicking mean field described by the Hartree potential

11



CHAPTER 2. QUANTUM MANY-PARTICLE PROBLEM

v H(r) = e2
∫ n(r′)
|r−r′|dr

′. The Hartree approximation is largely based on the property that Coulomb
interaction has a long range and therefore the position of a single electron does not greatly alter the
potential at a given point. In this thesis we discuss only about those systems for which the antisymmetry
of the wave function with respect to interchange of particles has dominating influence on the properties of
the system, i.e., systems consisting of fermions. In the case of the Hartree approximation the Schrödinger
equation splits into a product of N electron wave functions

Ψ(x1,x2, ...,xN ) = ψ1(x1)ψ2(x2)...ψN (xN ) (2.9)

and therefore the Hartree approximation does not incorporate the antisymmetric nature of the true solution.
The only requirement of the Hartree approximation is that no more than two particles can be in each
electronic state. To include the Pauli exclusion principle in the approximation we need to take into account
the antisymmetric nature of the total wave function which now becomes a Slater determinant

Ψ(x1,x2, ...,xN ) =
1√
N !

(−1)PP [ψP (1)(x1)ψP (2)(x2)...ψP (N)(xN )] (2.10)

where P is the permutation operator which permutes the particle labels. The Hartree-Fock equations and
consequently the ground state energy of the Hartree-Fock approximation can be obtained by applying
the variational principle to the wave function Ψ giving a set of equations for each single-particle wave
function ψi(xi). The Hartree-Fock equations read as (neglecting the nuclear terms)

(
ĥ(r) + v H(r)

)
ψi(r) +

∫
dr′vex(r, r′)ψi(r′) = εiψi(r) (2.11)

where ĥ is the one-body part of the Hamiltonian and εi is the single-particle Hartree-Fock energy
corresponding to the orbital i. In addition to the Hartree potential we have a nonlocal exchange potential
due to the antisymmetric nature of the wave function vex(r, r′) = e2

|r−r′|
∑

j ψj(r)ψ∗j (r
′).

The Pauli exclusion principle between electrons is usually more important than the correlations due to
mutual repulsion between electrons. But, this is only a first order approximation, and the correlations
between the electrons must be taken into account to explain some of the more detailed properties of the
many-particle system. This approximation, in which the wave function of the system is approximated by
an antisymmetrized product of one-particle wave functions is know as the independent particle model. The
Pauli principle reduces the probability to find an electron in the vicinity of another electron with same spin.
This effect is called the exchange repulsion and is totally independent of the effect of electron-electron
interactions and is completely due to effect of fermionic spin statistics. A correlated electronic system is
defined to be a system with non-vanishing pair correlation function between the ↑ and ↓ electrons, but the
electron-electron interaction effects will also change the pair correlation function between the electrons of
same spin species. For the situations when the pair correlation function for the electrons of the same spin
as well as for the electrons of opposite spin is comparable in size, the system is termed strongly correlated.
Another way to define electron correlations is via the average of a product of quantities 〈AB〉 which
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usually differers from the product of averages of individual quantities 〈A〉〈B〉, i.e., 〈AB〉 6= 〈A〉〈B〉. The
correlations are effects that go beyond factorable approximations.

2.1 SECOND QUANTIZATION

In order to go beyond the Hartree-Fock approximation and to incorporate correlation effects into our
description of the many-particle system, the methods of quantum field theory become particularly handy,
allowing us to focus on the matrix elements of the quantities of interests, thus avoiding the need to deal
directly with the many-particle wave function. The concept of second quantization greatly simplifies
the discussion of many identical particles by reformulating the original Schrödinger equation. One of
the advantages of second quantization is that it incorporates the (Bose) Fermi statistics automatically,
in contrast with the more cumbersome approach of using symmetrized and anti-symmetrized products
of single-particle wave functions. In addition, together with statistical mechanics and grand canonical
ensemble, the second quantization provides a powerful tool to treat systems with variable number of
particles, a situation, very frequent, in non-equilibrium phenomena. Let us consider N non-relativistic
particles given by the square integrable wave function Ψ(x1, ...,xN ). A collection of all the many-particle
states forms a Hilbert space

HN = L2(R3N × ZN2 ) =

{
Ψ(x1, ..,xN );

∫
dx1....dxN |Ψ(x1, ..,xN )|2 <∞

}
(2.12)

where L2(R3N × ZN2 ) denotes the space of square integrable functions over the the space-spin variable
x = (r, σ), (

∫
dx =

∑
σ

∫
dr), in Euclidean three dimensional space. In second quantization the wave

functions are replaced with the creation and annihilation field operators, which are mappings between the
many-particle Hilbert spaces of different particle numbers. The creation operator ψ̂†(x) creates a particle
in our case a fermion at position-spin point x = (r, σ) and is a mapping between N and N + 1 particle
states ψ̂†(x) : HN → HN+1. The annihilation operator ψ̂ destroys a particle at space-spin position x and
is a mapping between N and N − 1 particle states ψ̂(x) : HN → HN−1. The creation and annihilation
operators are defined as Hermitian conjugates of each other, and explicitly for fermions, these actions are

ψ̂†(x)|x1, ...,xN 〉 = |x1,x2, ...,xN ,x〉, (2.13)

ψ̂(x)|x1, ...,xN 〉 =
N∑

k=1

(−1)N−kδ(x− xk)|x1, ...,xk−1,xk+1, ...,xN 〉. (2.14)

A collection of different particle number Hilbert spaces generated by all the linear combinations of the
vectors |φ1〉 ⊗ |φ2〉 ⊗ ...⊗ |φN 〉 ≡ |φ1 ⊗ ...⊗ φN 〉 and completed with scalar product

〈ψ1 ⊗ ...⊗ ψN |φ1 ⊗ ...⊗ φn〉 = 〈ψ1|φ1〉...〈ψN |φn〉. (2.15)
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forms a Hilbert space denoted byH⊗ ...⊗H = H⊗N . The space of arbitrary number of identical particles
is called Fock space F(H) = {H0,H1, ...,HN , ...} where we have also the zero-particle space, i.e., the
one-dimensional space defined as H0 = {Ψ(0)〉} consisting only of the zero particle state Ψ(0) = |0〉.
A state with variable number of particles is then a state |Ψ〉 in Fock space given as ensemble of its
components in the productH⊗N spaces

|Ψ〉 = {|Ψ(0)〉, |Ψ(1)〉, ..., |Ψ(N)〉, ...} = {|Ψ(N)〉}N . (2.16)

A general N -particle state can now be obtained by repeated action of the creation field operator on the
zero particle ket |x1...xN 〉 = ψ̂†(xN )....ψ̂†(x1)|0〉 which demonstrates the power of second quantization
nicely. The creation and annihilation operators obey the equal-time anti-commutator relations for fermions
and commutator relations for bosons. For example, for fermion-field operators the antisymmetry of wave
function is mapped into following anti-commutator relations

{ψ̂†(x), ψ̂(x′)} = δ(x− x′), (2.17)

{ψ̂(†)(x), ψ̂(†)(x′)} = 0. (2.18)

We can express also operators in the second quantized form. A single particle operator ôi in Hilbert space
H acts on the i-th factor of the tensor productH⊗N as

(Î ⊗ ...⊗ ôi ⊗ ...⊗ Î)|φ1 ⊗ ...⊗ φi,⊗...⊗ φn〉 = |φ1 ⊗ ...⊗ ôiφi,⊗...⊗ φn〉 (2.19)

where Î is identity operator leaving the state invariant and is a basic building block in constructing an
extensive operator Ô1 =

∑N
i=1 ô(xi) as a function of the coordinates x. The second quantized form of the

operator Ô1 is

Ô1 =

N∑

i=1

ô(xi) =

∫
dx ψ̂†(x)ô(x)ψ̂(x), (2.20)

which can be seen by acting with Ô1on the N -particle state and using the definitions for the fermionic
creation and annihilation operators Eqs. (2.13) and (2.14). In a similar way we can define expressions for
the kinetic and particle density operator, which are

T̂ = −
N∑

i=1

1

2
∇2
i = −1

2

∫
dx ψ̂†(x)∇2ψ̂(x), (2.21)

n̂(x) =
N∑

i=1

δ(x− xi) = ψ̂(x)ψ̂†(x). (2.22)

In the Hamiltonian (2.7) we also have two particle operators living in the two-particle spaceH⊗H. The
basic example of a two-body operator is two-body interaction Ŵ . The general two-particle operator Ô2 is
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defined as

Ô2 =
N∑

i<j=1

ô(xi,xj) (2.23)

with ô(xi,xj) = ô(xj ,xi) and where the sum is made over the N(N − 1)/2 pairs of particles. In
situations when Ô2 is acting on two identical particles the operator is required to be invariant under the
change of two particles which implies that

Ô2 =
1

2

N∑

i 6=j
ô(xi,xj) (2.24)

which is, for example, the situation with two-body Coulomb interaction term. Hence, we can express the
two-particle operator in second quantized form as

Ô2 =

∫
dxdy ψ̂†(x)ψ̂†(y)ô(x,y)ψ̂(y)ψ̂(x). (2.25)

We can now define the pair correlation function in terms of the field operators

gσ,σ′(r, r
′) ≡ 〈ψ̂

†
σ(r)ψ̂†σ′(r

′)ψ̂σ′(r′)ψ̂σ(r)〉
n(r)n(r′)

(2.26)

which being proportional to the product of two creation operators and two annihilation operators is directly
related to the expectation value the electron-electron interaction. The correlation function gσ,σ′(r, r′)
between electrons of different spins accounts for the contributions beyond exchange effect, i.e., it contains
true many-body effects. As we pointed out above, the Fermi statistics of the electrons gives rise to
exchange-effect between electrons of the same spin, which is signaled by a non-vanishing pair correlation
function for equal spins.

The Hamiltonian (Eq. (2.7)) in the second quantized form is as follows

Ĥ(t) =

∫
dx ψ̂†(x)ĥ(x, t)ψ̂(x) +

1

2

∫
dxdy ψ̂†(x)ψ̂†(y)w(x,y)ψ̂(y)ψ̂(x) (2.27)

where the one-body part is a sum of an external field and the positive background potential due to the
nuclei

ĥ(r, t) = −1

2
∇2 −

N∑

i=1

Ziw(r,Ri) + v(r, t). (2.28)

Here w is the Coulomb interaction and Zi is the effective positive charge of the nucleus i. The last term
v(r, t) denotes an external field. Equation (2.27) is a reformulation of the original Hamiltonian in terms
of the field operators in coordinate representation. In practical calculations we need to restrict ourselves
to a suitable basis representation {ϕi(r, σ)}. Then we can define the creation and annihilation operators
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ĉ†iσ,ĉiσ for the state iσ as a linear combination of field operators at different position-spin coordinates
x = (r, σ) as

ĉ†iσ ≡
∫
dxϕiσ(x)ψ̂†(x), (2.29)

ĉiσ ≡
∫
dxϕ∗iσ(x)ψ̂(x), (2.30)

where
∫
dx =

∑
σ

∫
dr. The operators ĉ† and ĉ obey similar anti-commutation rules as the field operators

ψ̂† and ψ̂. Using the definitions for the operators ĉ†i ,ĉi together with their anti-commutation relations we
can readily see that the second quantized Hamiltonian (2.27) has a following basis representation

Ĥ(t) =
∑

ij

∑

σ

tij(t)(ĉ
†
iσ ĉjσ + h.c) +

1

2

∑

ijkl

∑

σσ′

wijklĉ
†
iσ ĉ
†
jσ′ ĉkσ′ ĉlσ, (2.31)

where we defined the spin-independent one-electron integral tij consisting of the kinetic terms and of the
positive nuclear background term, as well as the two-electron integral wijkl as

tij = −1

2

∫
dxϕ∗i (x)ĥ(x, t)ϕj(x) (2.32)

wijkl =

∫
dxdyϕ∗i (x)ϕ∗j (y)ŵ(x,y)ϕk(y)ϕl(x). (2.33)

The first term on the right hand side of the Hamiltonian (Eq. 2.31) describes the transfer of an electron
from spin-orbital ϕi(r, σ) to spin orbital ϕj(r, σ) and vice versa with energy scale tij . The terms i = j

represent the single particle on-site energy while the other terms represent the hybridization of the electrons
between different orbitals. The second term represents electron-electron interactions, the most important
being the direct coulomb when i = j and k = l.

2.2 MODEL HAMILTONIANS

2.2.1 PARISER-PARR-POPLE MODEL

In this work we focus on the transport and charge transfer properties of atomic chains and molecular
systems. We describe these systems by using semi-empirical model Hamiltonians. One of them is the
Pariser-Parr-Pople (PPP ) model [84, 85, 86, 87, 88] which is an effective Hamiltonian for π-electrons
of conjugated hydrocarbons, designed to capture the low-energy properties of these systems. In the
π-electron models σ and core electrons contribute only to the static screening of the Coulomb interaction
and the π-electrons are treated as independent particles moving in the average field of other electrons. The
PPP-model can be derived as done by Lindberg and Öhrn in 1968 [88]. The assumptions of the frozen
core orbitals motivates us to consider each atomic site i having localized spin orbital ϕiσ′(rσ) = δσσ′φi(r)

with a small but finite overlap with nearest neighbor orbitals [88]. Assuming that these Löwdin orbitals
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are orthonormalized and by using the definitions for the creation and annihilation operators as Eqs. (2.29)
and (2.30) together with a restriction into a spin compensated system with ϕiσ′(rσ) = δσσ′φ(r), we can
write the second quantized Hamiltonian in a Löwdin basis as in Eq. (2.31). Due to the assumption that
basis functions are localized around each atomic site, we can focus only on the main local and non-local
contributions from tij and wijkl, which are given up to the nearest neighbor terms. For the interaction
term this means that we reduce the four index quantity into a two index one as wijkl = δilδklwij , where
wij = 1/|i− j| is the long-range behavior of the interaction matrix elements for i 6= j. We can now write
the PPP Hamiltonian as

Ĥ =
∑

ij

∑

σ

tij(t)ĉ
†
iσ ĉjσ +

1

2

∑

ij

∑

σσ′

wijklĉ
†
iσ ĉ
†
jσ′ ĉkσ′ ĉlσ +

1

2

∑

ij

wijZiZj

=
∑

iσ

εiĉ
†
iσ ĉiσ +

∑

〈i,j〉

∑

σ

hij ĉ
†
iσ ĉjσ +

∑

i

wiin̂i↑n̂i↓

+
1

2

∑

i 6=j
wij(ni − Zi)(nj − Zj), (2.34)

where ĉ and ĉ† are the annihilation and creation operators for the electron in the pz orbital on the atom i.
The operator n̂i↑ is the density for the up-electrons in the atom i, while n̂i↓ is the density for the down-
electrons in the atom i. The total density in atom i is then n̂i = n̂i↑ + n̂i↓. The number of π-electrons
in atom i is denoted by ni, and therefore the (ni − Zi)-term takes into account the electron-nuclear and
nuclear-nuclear interactions of the π-electron nuclei. The matrix elements of the one-body Hamiltonian
are denoted as

tij(t) =




εi −

∑
i 6=j Ziwj + vi(t) i = j

hij ≡ V 〈i, j〉
(2.35)

where
∑

i 6=j Ziwj denotes the effective background due to surrounding ionic lattice, vi(t) is an external
time-dependent potential, vi(t) =

∫
drµφ∗i (r)v(r, t)φi(r) and 〈i, j〉 denotes the nearest neighbor indices.

The diagonal on-site energy εi is defined as the expectation value of kinetic energy operator plus the local
positive background by

εi =

∫
drφ∗i (r)

{
−∇

2
− Ziw(r,Ri)

}
φi(r). (2.36)

Finally, the last term in the Hamiltonian (2.34) is just an added constant due to the effective interaction
between the nuclei. The off-diagonal terms denoted by the time-independent matrix elements tij are
called the hopping elements which allow the lattice sites to share kinetic energy by tunneling of particles
between neighboring sites. The nearest neighbor approximation is also known as the tight-binding
(TB) approximation. Within the PPP model the electron-electron interaction terms for carbon backbone
structures can be approximated with the semi-empirical Ohno[89, 90] or Mataga-Nishimoto potentials [91,
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90], which mimic the 1/r behavior of the Coulomb potential at large distances for the wij matrix elements,
while at small distances they recover the on-site wii = U interaction between electrons at the same atom.

2.2.2 QUANTUM TRANSPORT HAMILTONIAN

The quantum transport Hamiltonian is a Hamiltonian where we connect a central system, described by
some tight-binding approximation like PPP, to infinite leads. The leads mimic metallic electron reservoirs
while the central system models a microscopic scattering region which is attached between these electron
reservoirs (see Fig. 2.1). Thus, the model Hamiltonian describing this kind of two-terminal transport setup
consists of three terms

Ĥ(t) = ĤC(t) + Ĥleads(t) + ĤT (2.37)

where ĤC(t) is the Hamiltonian for the central region which in the second quantized form reads

ĤC(t) =
∑

i,j∈C

∑

σ

tij(t)d̂
†
iσd̂jσ +

1

2

∑

ij

∑

σσ′

wij d̂
†
iσd̂
†
jσ′ d̂jσ′ d̂iσ (2.38)

where the indices i, j run over the central region atomic sites and σ is a spin index, while the operators d̂†,
d̂ are a creation and annihilation operators for the device. The matrix element tij(t) denotes the one-body
part of the Hamiltonian with the nearest neighbor parametrization. The two-body matrix elements wij
describe the electron-electron interactions in the central system which we take to be of the form

wij =




wii i = j

wii
2|i−j| i 6= j

(2.39)

which models the Coulomb interaction. The infinite leads are described by the therm Ĥleads(t) =∑
α Ĥα(t) in the Hamiltonian (2.37) whose second quantized from reads

Ĥleads(t) =
∑

α=L,R

∞∑

i,j∈α

∑

σ

[
tαij +Wα(t)δij

]
ĉ†iασ ĉiασ (2.40)

where α denotes the left (L) / right (R) lead and tαij is the nearest neighbor Hamiltonian of the lead α. The
time-dependent bias in lead α is denoted with Wα(t), which we assume to be generated by applying an
electric field over the system and in the simplest case is just a constant potential shift in the leads. The
external electric field is assumed to be screened instantly due to the generated Hartree field. The operators
ĉ†, ĉ are the creation and annihilation operators for the leads.
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Left lead Right lead

Central system

Figure 2.1: Schematics of the transport setup.

The third term ĤT in the Hamiltonian (2.37) describes the contact of the central system to the lead
electrodes, i.e., the hybridization of the device region molecular levels with the lead region molecular
levels. This coupling or tunneling Hamiltonian in nearest neighbor picture is

ĤT =
∑

α=L,R

∑

i∈C
j∈α

∑

σ

Vij,α[d̂†iσ ĉjασ + ĉ†jασd̂iσ] (2.41)

where Vi,jα are the matrix elements of the coupling Hamiltonian.

ANDERSON IMPURITY MODEL

The Anderson impurity model was introduced by P. W. Anderson [92] to describe the effect of a single
impurity to conduction electrons. In this work we use the Anderson impurity model to study electronic
transport through a quantum dot, where the middle region, consisting of a single interacting site or level
acting as a impurity, is connected to semi-infinite leads (large electron reservoirs) which are assumed to be
metallic. The Anderson impurity model in a quantum transport setup is described by the Hamiltonian

Ĥ(t) = ĤC + Ĥleads(t) + ĤT, (2.42)

where ĤC, Ĥα, and ĤT respectively describe the impurity region, the leads α (= L,R), and the tunneling
between the impurity region and the leads. The Hamiltonian for the impurity site reads

ĤC =
∑

σ

ε0d̂
†
σd̂σ +

1

2

∑

σ,σ′

Ud̂†σd̂
†
σ′ d̂σ′ d̂σ, (2.43)

where d̂†σ, d̂σ are fermionic creation and annihilation operators and σ, σ′ are the spin indices, ε0 is the
on-site energy of the interacting site and U is the interaction term or the charging energy of the impurity
level. The Hamiltonian Ĥleads(t), describing the leads is Ĥleads(t) =

∑
α Ĥα(t)

Ĥα(t) =
∑

σ

∞∑

i=1

(
εα +Wα(t)

)
ĉ†iσαĉiσα −

∑

σ

∞∑

i=1

(
Vαĉ

†
iσαĉi+1σα +H.c.

)
, (2.44)
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where εα is the on-site energy in the leads, Wα is the bias on the lead α and Vα is the hopping between
neighboring lead sites. The tunneling Hamiltonian describes the coupling between the impurity site and
the leads, and has the form

ĤT = −
∑

σ

(
Vlink d̂

†
σ ĉ1σL + Vlink d̂

†
σ ĉ1σR + h.c.

)
, (2.45)

where Vlink is the hopping from the leads to the impurity site and vice versa.
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3
NON-EQUILIBRIUM GREEN’S FUNCTION THEORY

Many-body perturbation theory (MBPT) provides a systematic way to study electron-electron (electron-
phonon) interactions yielding understanding of the excitation properties of many-electron systems ranging
form molecules to solids [23, 24, 22]. In MBPT the central object is the single-particle Green’s function
G which is defined as an ensemble average of time-ordered product of creation and annihilation operators.
Hence, in space-time representation it gives an unnormalized probability amplitude for a propagation
of an electron or a hole between two space-time points. In energy representation and in some basis
describing our system at hand, the Green’s function can be understood as an unnormalized probability
amplitude for a transition from some initial state to an excited state in the equilibrium description [93].
The determination of the interacting single-particle Green’s function requires knowledge of the self-
energy Σ. The systematic diagrammatic expansion for the self-energy is an advantage of MBPT over
other methods, giving the possibility to describe relevant physical processes via a selection of Feynman
diagrams. The self-energy Σ is a non-local, non-hermitian operator which describes the exchange and
correlation effects beyond the mean-field Hartree approximation. In practice we need to approximate the
self-energy Σ. The standard approximations for the self-energy are the Hartree-Fock (HF) approximation,
the second order Born (2B) approximation, which includes the second order corrections to the exchange
term and to the polarizability [22]. The third standard approximation for the self-energy is called the
GW approximation in which the self-energy is term expressed in terms of the screened interactionW
and the single-particle propagator G [94, 30, 95, 96, 97]. A fourth standard self-energy approximation
is the T -matrix approximation which is an infinite expansion of scattering events for the two-particle
Green’s function G2. Therefore, T -matrix is especially useful in describing systems where a short range
interactions play a major role [23, 22].

Standard zero-temperature perturbation theory fails when we are considering time-dependent expectation
values and we need move to a non-equilibrium version of the perturbation theory also know as the Keldysh
Green’s function theory [33, 23, 22]. Non-equilibrium Green’s function theory together with many-body
perturbation theory provides a natural and powerful framework for theoretical study of systems with
variable particle number both in equilibrium and non-equilibrium, since it incorporates naturally the

23



CHAPTER 3. NON-EQUILIBRIUM GREEN’S FUNCTION THEORY

zero temperature (time-ordered) and Matsubara formalism as limiting cases. Consequently, it provides a
powerful framework for calculating steady-state properties. In addition, since perturbation theory is done
in the interaction rather than in the external field, we are able to study interacting fermion (and boson)
many-particle systems at finite temperatures under arbitrary strong external fields.

In this chapter we introduce the basic quantities of non-equilibrium many-body perturbation theory.
Every now and then we will take the equilibrium or steady-state limit together with assumption of a
homogeneous electron gas. This allows us to substantiate the physical meaning of otherwise abstract
objects. A homogeneous electron gas or a jellium model describes interacting electrons within a uniform
background of positive charge. It provides a first approximation to alkali metals as well as to any system
whose Fermi surface of conducting electrons is nearly spherical.

3.1 TIME-EVOLUTION AND STATISTICAL AVERAGES

For the description of the non-equilibrium properties of a many-particle quantum system we need to
know the time-dependent expectation values of the quantum mechanical operators. For the many-particle
systems at equilibrium consisting of a mixture of states described by the statistical operator or density
matrix ρ̂ in F(H), the expectation value of an operator Ô in grand canonical ensemble is defined by

〈Ô〉 ≡ Tr
{
ρ̂ Ô
}
. (3.1)

The statistical operator ρ̂ in Eq (3.1) is defined as

ρ̂ =
1

Z e
−β(Ĥ−µN̂) =

e−β(Ĥ−µN̂ )

Tr
{
e−β(Ĥ−µN̂ )

} =

∞∑

N=0

∞∑

i=1

pNi |ϕNi〉〈ϕNi | (3.2)

where the normalization constant Z = Tr{e−β(Ĥ−µN̂)} is the partition function, β = 1/kBT is the
inverse temperature with kB being the Boltzmann constant and T the temperature. The chemical potential
is denoted by µ while N is the total number of particles, and pNi = 1

Z e
−(ENi−µNi)/kBT denotes the

probability that the systems described by Hamiltonian Ĥ is in an eigenstate |ϕi〉 with energy ENi =

εNi − µNi. Since the total number operator N̂ and the Hamiltonian commute, the term µN̂ is merged
to the definition of the Hamiltonian Ĥ . Thus, we can write ρ̂ = e−βĤ

Tr{e−βĤ} . The statistical operator ρ̂ is

Hermitian ρ̂† = ρ̂ and positive with trace equal to unity, Tr{ρ̂} = 1. In principle, knowledge of the density
operator in Fock space gives all of the microscopic information available regarding the system, allowing
one to calculate the mean values of all observables. We can now define the grand canonical expectation
value of a time-dependent operator Ô(t) as

〈Ô(t)〉 =
∑

i

pi〈ϕi(t)|Ô|ϕi(t)〉 =
1

Z
∑

i

e−βEi〈ϕi|Û(t0, t)ÔÛ(t, t0)|ϕi〉
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=
1

Z
∑

i

e−βEi〈ϕi|ÔH(t)|ϕi〉 = Tr{ρ̂ÔH(t)} (3.3)

where we used the Heisenberg representation for the operator ÔH(t) = Û(t0, t)ÔÛ(t, t0) which relates
the time-dependent Heisenberg operator to the time independent Schödinger operator via the unitary
time-evolution operator Û . In mathematicians language the evolution operator is a mapping between the
wave functions at times t and t′ i.e.

|Ψ(t)〉 = Û(t, t′)|Ψ(t′)〉 (3.4)

with following properties

i∂tÛ(t, t′) = Ĥ(t)Û(t, t′), (3.5)

−i∂tÛ(t′, t) = Û(t′, t)Ĥ(t), (3.6)

Û(t, t) = 1. (3.7)

The first property can be obtained by taking the time-derivative of Eq. (3.4) with respect to t together with
the time-dependent Schrödinger equation yielding the result

i∂tÛ(t, t′)|Ψ(t′)〉 = Ĥ(t)Û(t, t′)|Ψ(t′)〉. (3.8)

From which the property (3.5) follows, since the state |Ψ(t′)〉 is arbitrary. An expression for the time-
evolution operator Û can be solved from Eqs (3.5) and (3.6) which we can formally write as a time-ordered
product of the exponential of the Hamiltonian Ĥ [25, 27, 22]

Û(t, t′) = T
[

exp
(
−i
∫ t

t′
dτ Ĥ(τ)

)]
, if t′ < t,

Û(t, t′) = T̃
[

exp

(
i

∫ t′

t
dτ Ĥ(τ)

)]
, if t′ > t.

(3.9)

where T is the so-called time-ordering operator, arranging the latest time to the left and T̃ is the anti-time
ordering operator, arranging the latest time operator to the right. The time-ordering operator constructs all
the possible chronological products of the operators Â1, Â2, ..., Ân as

T
[
Â1(t1)...Ân(tn)

]
=

∑

P

(−1)Fpθ(tP(1)
− tP(2)

)...θ(tP(n−1)
− tP(n)

)ÂP(1)
(tP(1)

)...ÂP(n)
(tP(n)

)

where P runs over permutations and Fp denotes the number of fermionic permutations, i.e., for fermionic
operators the interchange of two operators will change the sign of the product. In the equal time limit,
the time-ordering operator leaves the operator product untouched. Similarly, the anti-time order operator
constructs all the possible anti-chronological products of operators Â1, Â2, ..., Ân. The equations (3.9)
are central for the perturbation theory calculations of many-particle systems. Furthermore, by noting that
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a connection between the statistical operator ρ̂ and the imaginary time-propagator

e−βĤ ≡ Û(t0 − iβ, t0), (3.10)

which also means that the partition function and the trace of the evolution operator are related by
Z = Tr{e−βĤ} = Tr{Û(t0 − iβ, t0)}. We can rewrite the expectation value of the time-dependent
operator 〈Ô(t)〉 = Tr{ρ̂ OH(t)} = 〈Û(t0, t)O(t)Û(t, t0)〉 in a following form

〈Ô(t)〉 =
Tr{Û(t0 − iβ, t0)ÔH(t)}

Tr{Û(t0 − iβ, t0)}
=

Tr{Û(t0 − iβ, t0)Û(t0, t)ÔÛ(t, t0)}
Tr{Û(t0 − iβ, t0)}

. (3.11)

From this expression it is seen that the system evolves first from an initial time (t0, 0) to a time (t, 0), the
operator Ô acts and the system evolves back to time (t0, 0) from where the system is evolving along the
imaginary track to the time (t0,−iβ). This time-contour in the complex time-plane (see Fig. 3.1a) was
originally introduced by Keldysh [33]. Because of the semi-group property of the time-evolution operator,
the time contour can be expanded up to the infinity. Times are ordered on the contour in such a way
that t+ is later than t− [22]. It is also to be noted that by the relation between the partition function and
the imaginary time propagation Z = Tr{e−βĤ} = Tr{Û(t0 − iβ, t0)}, the formalisms of equilibrium
statistical mechanics, and quantum mechanics can seen to be equivalent, whose physical significance is
the formal equivalence of quantum and thermal fluctuations.

The piece-wise time-propagation procedure in the calculation of the expectation value (3.11) takes place
on the Keldysh contour C = CM ∪ C− ∪ C+ (see Fig. 3.1a), which is piece-wise defined and consists of
the Matsubara part CM , time-ordered part C− and of the backward branch, i.e., the anti-time ordered part
C+, with each branch having its own time-evolution operator. Thus, the expectation value of an operator
Ô can be generalized to apply on the whole contour. Let z be a variable on the contour C. After using
exponent expression for the time-evolution operator we can formally write the expectation value of the
one-particle operator Ô as

〈Ô(z)〉 =

Tr
{
e−βĤ

MTC
[(
e
−i

∫
C−

dz̃ Ĥ(z̃)−i
∫
C+

dz̃ Ĥ(z̃)
)
Ô(z)

]}

Tr
{
e−βĤMTC

[
e
−i

∫
C−

dz̃ Ĥ(z̃)−i
∫
C+

dz̃ Ĥ(z̃)
]}

=
Tr
{
TC
[
e−i

∫
C dz̃ Ĥ(z̃)Ô(z)

]}

Tr
{
TC
[
e−i

∫
C dz̃ Ĥ(z̃)

]} . (3.12)

The operator TC is the time-ordering operator on the Keldysh contour, which rearranges the operators
in chronological order; T̃C is the anti-chronological time-ordering operator. In the equation (3.12) we
denoted the ground-state Matsubara-Hamiltonian as ĤM , we also assumed that the time-ordered and
anti-time ordered contours are governed by the same Hamiltonian Ĥ , this does not necessarily need to be
the case and indeed in some applications it might even be advantageous to differentiate the Hamiltonian
between forward and backward branch. If the Hamiltonian is time-independent, the expression (3.12)
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Figure 3.1: Keldysh contours. (a) Keldysh contour with initial correlations in a from of grand canonical
ensemble. (b) The closed time-loop contour C. The forward time-ordered branch is denoted with a “−”
label while the backward anti-time ordered branch is denoted by a “+” label.

simplifies to the equilibrium expectation value. For the system in equilibrium at a finite temperature we
obtain the Matsubara formalism on the contour CM , while for the equilibrium at zero temperature we
obtain the standard time-ordered formalism on the contour C−. The power of the Eq. (3.12) is that it
correctly includes the initial correlations in ensemble formalism and after external perturbation gives the
expectation value of the operator Ô. It should be noted that the initial state is a grand canonical ensemble
average and therefore any specific information about the states of the many-particle system is lost. If we
want to prepare our system for a specific initial state, for example an excited state of a molecule, we need
to resort to the formalism of general initial states [98, 22].

LANGRETH RULES

For an object a(z, z′) on the Keldysh contour C we can definite different components, depending on which
branch the time-arguments locate. Here z is the general contour time argument defined as z consisting of
the time argument on the real axis, denoted by t, and of the imaginary time component of denoted by τ .
If both of the time-arguments lie on the upper branch we obtain the time-ordered a−−(t, t′) component
of the object a(z, z′), while for the situation that both of the time-arguments are on the lower-branch we
have the anti-time ordered a++(t, t′) component. Similarly, if z-time argument is on the upper branch and
the z′-time argument is on the lower branch we obtain a−+(t, t′) component or more familiarly the lesser
component a<, and for z ∈ C+ and z′ ∈ C− we have a+− i.e., the greater component a>. In addition to
the lesser and greater components, we also have components where one of the time-arguments lies on the
imaginary track and other one one the real axis. We call these ones as the mixed components are they are
defined as ad(−iτ, t′) = a<(−iτ, t′) and ae(t,−iτ) = a>(t,−iτ) where iτ ∈ CM and t, t′ ∈ C±. If both
of the time arguments are on the imaginary track we obtain the Matsubara component aM (−iτ,−iτ ′).
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From the greater and lesser pieces we can obtain retarded and advanced components as

aR(t, t′) ≡ aδ(t)δ(t− t′) + θ(t− t′)[a>(t, t′)− a<(t, t′)], (3.13)

aA(t, t′) ≡ aδ(t)δ(t− t′)− θ(t′ − t)[a>(t, t′)− a<(t, t′)], (3.14)

where aδ(t) is a time-local part of a(t, t′) satisfying aδ(t−) = aδ(t+) ≡ aδ(t), the delta function is
denoted by δ(t− t′) and θ(t− t′) denotes the Heaviside function on the real axis. Furthermore, we note
that the general form of the object a(z, z′) on the Keldysh contour C is of the form

a(z, z′) = aδ(t)δ(t− t′) + θ(t, t′)a>(t, t′) + θ(t′, t)a<(t, t′) (3.15)

where θ(t, t′) is the Heaviside step function on the contour Keldysh C.

If the object a(z, z′) on the Keldysh contour is a product of two other objects b(z, z′) and c(z, z′) given
by a(z, z′) = b(z, z′)c(z, z′), we can obtain the greater and lesser component of a(z, z′) as aξξ

′
(t, t′) =

bξξ
′
(t, t′)cξξ

′
(t, t′), where ξ, ξ′ = ±. The mixed terms will be ae(t,−iτ) = be(t,−iτ)ce(t,−iτ) and

ad(−iτ, t) = bd(−iτ, t)cd(−iτ, t) On the other had if a(z, z′) is a convolution between the operators
b(z, z′) and c(z, z′) given by

a(z, z′) =

∫

C−∪C+
dz̄ b(z, z̄)c(z̄, z′) (3.16)

we can obtain the greater and lesser components as

aξξ
′
(t, t′) =

∑

ξ̄

∫

C
dt̄ bξξ̄(t, t̄)cξ̄ξ

′
(t̄, t′) =

∑

ξ̄=+,−
ξ̄

∫
dt̄ bξξ̄(t, t̄)cξ̄ξ

′
(t̄, t′) (3.17)

where on the second equality we used the fact that the contour integration on the real time splits in forward
and backward integration

∫
C dt =

∫
C− dt+

∫
C+ dt =

∫
dt− −

∫
dt+. Utilizing the ± notation it is now

very easy to obtain the Langreth components of general operator product. For example, a very common
object encountered in MBPT is of the form

a(z1, z2) =

∫

C
dz3dz4 b(z1, z3)c(z2, z3)b(z3, z4)b(z4, z2)c(z4, z1) (3.18)

whose lesser and greater component can be obtained as

aξ1ξ2(t1, t2) =
∑

ξ3ξ4=+,−
ξ3ξ4

∫
dt3dt4 b

ξ1ξ3(t1, t3)cξ2ξ3(t2, t3)bξ3ξ4(t3, t4)

×bξ4ξ2(t4, t2)cξ4ξ1(t4, t1). (3.19)

The mixed terms can be obtained from the greater and lesser ones by setting one of the external time
vertices on the imaginary axis according to ad(−iτ, t′) = a<(−iτ, t′) and ae(t,−iτ) = a>(t,−iτ). The
±- formalism for the Langreth rules is especially handy when drawing Feynman diagrams since it allows
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us to obtain the greater or lesser component just by drawing the diagram, fixing the external vertex points,
and distributing + and − labels all the possible ways for the internal vertices (see Fig. 3.2).
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Figure 3.2: Example of distribution of plus and minus signs for a lesser self-energy diagram with
non-instantaneous interaction.

3.2 ONE-PARTICLE GREEN’S FUNCTION

For the description of the dynamics of the many-particle system we are looking at various correlation
functions, the central one being the one-particle Green’s function. Due to the form of the time-evolution
operator Eq. (3.9) the quantum dynamics is governed by time-ordered products of non-commuting
objects. The standard correlation function is the one-particle Green’s function G(x1t1,x2t2) defined as
the expectation value of a time-ordered product of creation and annihilation operators, which gives us the
expectation values of the one-particle operators, such as the average probability density of the particles
and ground state energy. We develop now the many-body perturbation theory for the interacting fermions
under the Hamiltonian (atomic units are used)

Ĥ(t) =
∑

σ

1

2

∫
d3r ψ̂†σ(r)

[
− i∇2 + qv(r, t)

]
ψ̂σ(r)

+
∑

σσ′

1

2

∫
d3rd3r′w(r, r′)ψ̂†σ(r)ψ̂†σ′(r

′)ψ̂σ′(r
′)ψ̂σ(r) (3.20)

where ψ̂†, ψ̂ are the creation and annihilation operators for electrons at space-spin position x = (r, σ).
The external potential is denoted by v(r, t) and the two-body Coulomb interaction is denoted by w(r, r′).
Within the Keldysh formalism the operators are defined on the time-loop contour like the one shown in
Fig. 3.1b. Operators on the minus-branch are ordered chronologically while operators on the plus-branch
are anti-chronologically ordered. The Green’s function is defined as an expectation value of time-ordered
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CHAPTER 3. NON-EQUILIBRIUM GREEN’S FUNCTION THEORY

product of creation and annihilation operators as

G(x1z1,x2z2) ≡ −i
〈
TC [ψ̂H(x1z1)ψ̂†H(x2z2)]

〉
= −i

Tr
{
Û(t0 − iβ, t0)TC [ψ̂H(x1z1)ψ̂†H(x2z2)]

}

Tr
{
Û(t0 − iβ, t0)

} ,

(3.21)

where TC denotes the time ordering operator along the contour C, and the average is taken over the grand
canonical ensemble. If we consider only the time-ordered part of the Keldysh contour C we obtain the
standard zero temperature formalism [27, 29]. The Green’s function Gξ1ξ2(x1z1,x2z2) (ξ1, ξ2 = +/−)

defined on the contour C, where z is contour parameter, can be divided into different components depending
on the branch C−, C+ to which z1 and z2 belong. For both time-arguments belonging to the minus branch
(ξ1 = ξ2 = −) we have the time-ordered Green’s function. If both of the time-arguments lie on the plus
branch of the contour (ξ1 = ξ2 = +), i.e., the time-arrow is reversed we have the anti-time-ordered
Green’s function G++. These time-ordered and anti-time-ordered Green’s functions are defined as

G−−(x1t1,x2t2) = −i
〈
TC
[
ψ̂H(x1t1)ψ̂†H(x2t2)

]〉
,

G++(x1t1,x2t2) = −i
〈
T̃C
[
ψ̂H(x1t1)ψ̂†H(x2t2)

]〉
, (3.22)

where the operators are in the Heisenberg picture and the statistical average 〈...〉 is taken with respect to
some density matrix ρ̂. The time-ordering operator TC orders the operator with earliest time on the right
and the latest to the left. The operator T̃ denotes the anti-time-ordering operator, i.e., it orders the earliest
time to the left and latest time to the right. The time-ordered and anti-time-ordered Green’s function are
sums of two other Green’s function. If t1 ∈ C− and t2 ∈ C+ we have the lesser component of the Green’s
function, commonly denoted as G< which describes the propagation of a hole. If t1 ∈ C+ and t2 ∈ C− we
have the greater component usually denoted as G> which describes the propagation of a particle. These
lesser and greater Green’s functions are defined as

G−+(x1t1,x2t2) = i
〈
ψ̂†H(x2t2)ψ̂H(x1t1)

〉
, (3.23)

G+−(x1t1,x2t2) = −i
〈
ψ̂H(x1t1)ψ̂†H(x2t2)

〉
. (3.24)

These components are equivalently written as G−+ = G< (lesser Green’s function) and G+− = G>

(greater Green’s function), and describe the propagation of an added hole (G<) or particle (G>) in the
medium. These four Green’s functions Gξ1ξ2 are not independent of each other. The G−− and G++ are
given in terms of G≶ according to the equations below (omitting the position-spin variables)

G−−(t1, t2) = θ(t1 − t2)G>(t1, t2) + θ(t2 − t1)G<(t1, t2),

G++(t1, t2) = θ(t1 − t2)G<(t1, t2) + θ(t2 − t1)G>(t1, t2).
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3.2. ONE-PARTICLE GREEN’S FUNCTION

In addition of the above four Green’s function we can define the retarded and advanced Green’s functions
as an expectation value of the anti-commutator of the two field operators ψ̂ and ψ̂†

GR(x1t1,x2t2) = −iθ(t1 − t2)
〈{
ψ̂H(x1t1), ψ̂†H(x2t2)

}〉

= θ(t1 − t2) [G+−(x1t1,x2t2)−G−+(x1t1,x2t2)] , (3.26)

GA(x1t1,x2t2) = iθ(t2 − t1)
〈{
ψ̂H(x1t1), ψ̂†H(x2t2)

}〉

= θ(t2 − t1) [G−+(x1t1,x2t2)−G+−(x1t1,x2t2)] , (3.27)

where θ(t2 − t1) is the Heaviside step-function on the real axis. Although, the Green’s function does not
contain the full information carried by the wave function, it contains, nevertheless, the useful one-particle
statistical and dynamical information such as ground state properties (one-body observables and the
ground state energy) and ionization energies. The expectation value of a one-body operator Ô(x1t1) is
generally given by

〈Ô(x1t1)〉 =

∫
dx1

[
Ô(x2t1)〈ψ̂H(x1t1)ψ̂†H(x2t1)〉

]
x1=x2

= −i
∫

dx1

[
Ô(x2t1)G<(x1t1,x2t1)

]
x1=x2

,

(3.28)

i.e., the lesser Green’s function gives us a way to calculate any one-particle observable. For example, the
particle and current are given by

〈n̂(x1t1)〉 = −iG<(x1t1,x1t
+
1 ),

〈j(x1t1)〉 = −i
{[∇1 −∇2

2i

]
G(x1t1,x2t2)

}

1=2+
,

(3.29)

where the notation + means that in the time-contour, time variable t+ approaches t from an infinitesimally
later time, t+ = t + δ and the operator must act before the limit x1 → x2 is taken. In a similar
fashion, we can find the expectation value of any one-particle operator in terms of the one-particle Green’s
function [22].
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Figure 3.3: Schematic picture demonstrating the time-arguments of different real-time components of the
Keldysh Green’s function
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LEHMANN REPRESENTATION

In equilibrium the Green’s function will become time-translationally invariant and the Green’s function
does not depend anymore on two time arguments t1 and t2 separately but rather on their difference t1 − t2.
Consequently, the Green’s function can be Fourier transformed (in non-equilibrium steady-state we need
to let the initial time t0 → −∞) to obtain the removal and addition energies of the system [20, 21, 22].
This information is given by spectral function which gives us the correlated quasiparticle spectrum. We
start by inserting a complete set of eigenstates of the Hamiltonian between the creation and annihilation
operators in the definition of greater and lesser Green’s function giving us

G<(x1t1,x2t2) =
i

Z
∑

ij

e−βEiei(Ei−Ej)(t2−t1)g∗ij(x2)gji(x1), (3.30a)

G>(x1t1,x2t2) = − i

Z
∑

ij

e−βEiei(Ej−Ei)(t2−t1)fij(x1)f∗ji(x2), (3.30b)

where Z = Tr[e−βH ] = Tr[Û(t0 − iβ, t0)] is the grand partition function, Ei is the eigenenergy corre-
sponding to the state Ψi of the Hamiltonian Ĥ . We also introduced the Feynman-Dyson amplitudes using
the notation

fij(x1) = 〈ΨN,i| ψ̂(x1) |ΨN+1,j〉, (3.31)

gji(x1) = 〈ΨN−1,j | ψ̂(x1) |ΨN,i〉, (3.32)

which can be seen as quasi-particle amplitudes fij and quasi-hole amplitudes gij . These amplitudes are
non-zero only if the states Ψi and Ψj contain different number of particles, which is indeed the case, since
the states Ψj,N±1 contain N ± 1 particles if the state Ψi,N contains N particles.

Fourier transforming the expressions for the lesser and greater Green’s functions as given in Eq. (3.30)
gives us

G<(x1,x2, ω) =
i

Z
∑

ij

δ(ω + Ej − Ei)e−βEig∗ij(x2)gji(x1), (3.33a)

G>(x1,x2, ω) = − i

Z
∑

ij

δ(ω + Ei − Ej)e−βEifij(x1)f∗ji(x2), (3.33b)

from which we see that the Fourier transform of G< is peaked at the removal energies of the system while
the Fourier transform of G> is peaked at the addition energies of the system. The spectrum possesses
peaks at possible removal and addition energies but since the particle has the possibility to scatter with
all the other particles, it does not have well defined energy. As a consequence the quasiparticle in the
interacting systems has a finite lifetime (see Fig. 3.4). Substituting the expressions (3.33a) and (3.33b)
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3.2. ONE-PARTICLE GREEN’S FUNCTION

into the equation for the Green’s function we obtain the Lehmann representation as

G(x1,x2;ω) =
i

Z

∑

ij

[
e−βEifij(x1)f∗ji(x2)

ω − Ej − εi + iη
+
e−βEig∗ij(x2)gij(x1)

ω + Ei − Ej − iη

]

=
i

Z

∫
dω̃

[A>(x1,x2, ω̃)

ω + ω̃ + iη
+
A<(x1,x2, ω̃)

ω − ω̃ − iη

]
.

(3.34)

where we defined the spectral weight functions by

A<(x1,x2, ω) =
i

Z
∑

ij

δ(ω + Ej − Ei)e−βεig∗ij(x2)gji(x1), (3.35)

A>(x1,x2, ω) = − i

Z
∑

ij

δ(ω + Ei − Ej)e−βεifij(x1)f∗ji(x2), (3.36)

which give a measure how well the system can be treated as consisting of noninteracting quasiparticles. If
the system is non-interacting, the spectral function is just a sum of delta functions in an infinite system. The
interactions change profile of the spectral function from the ideal delta functions to more broad Lorentzian
or Gaussian peaks (see Fig. 3.6). We will also notice that the retarded and advanced Green’s functions are
related to the lesser and greater components via relation G+−(ω)−G−+(ω) = GR(ω)−GA(ω). From
the Fourier transform of the retarded and advanced Green’s functions we see that the retarded is analytic
in the upper and the advanced in lower complex ω half-plane respectively. Solving the equation (3.34) for
the spectral function gives us
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Figure 3.4: Schematics demonstrating the difference between non-interacting parti-
cles having a delta-function spectra compared to the spectra of quasi-particles.
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CHAPTER 3. NON-EQUILIBRIUM GREEN’S FUNCTION THEORY

the standard definition via greater and lesser Green’s functions

A(ω) = i[G+−(ω)−G−+(ω)] = i[GR(ω)−GA(ω)] (3.37)

The spectral function has the property that for a homogeneous system, when integrated over frequency up
to chemical potential µ gives the momentum distribution nk, i.e.,

∫ µ
−∞

dω
2πA(k, ω) = nk, i.e., the spectral

function integrates to the number of particles with momentum k. If we, on the other hand, integrate over
the momentum variable we obtain the density of states ρ(ω) = 1

2π

∫
dk

(2π)3
A(k, ω). In frequency space and

at zero temperature −iG<(ω) relates to the spectral function below the Fermi energy and zero otherwise
whereas iG>(ω) relates to the spectral function above the Fermi energy and zero otherwise. Thus, we can
relate the lesser and greater Green’s function with the lesser and greater spectral function as

G−+(ω) = if(ω − µ)A(ω)

G+−(ω) = −i [1− f(ω − µ)]A(ω). (3.38)

where f(ω − µ) is the Fermi distribution. On the imaginary time axis, i.e., in equilibrium at finite temper-
ature and when the system is described by canonical ensemble, the fluctuation-dissipation relations [99] or
the so called Kubo-Martin-Schwinger (KMS) boundary conditions stress the fact that the Green’s function
is anti-periodic for fermions or periodic for bosons under a translation of its time arguments where the
interval for periodicity is determined by the inverse temperature β. These periodic Kubo-Martin-Schwinger
(KMS) boundary conditions for the fermionic case are

G (x1(t0 − iβ),x2t2) = −G (x1t0,x2t2) ,

G (x1t1,x2(t0 − iβ)) = −G (x1t1,x2t0) .
(3.39)

The fluctuation-dissipation theorem tells us that the greater and lesser correlation functions also carry
information about the fluctuations of the system which are proportional to the dissipative part given by
the spectral function A(k, ω), which being given by the imaginary part of the Green’s function is related
to the decay in time domain, giving us the dissipation of the system. The proportionality factor in the
fluctuation-dissipation theorem is given by the Fermi distribution.

To this end, we note that for a expectation values of the greater and lesser functions G≷ we have a well
defined sign for all frequencies ω

〈φ|iG>(ω)|φ〉 ≥ 0 〈φ| − iG<(ω)|φ〉 ≥ 0. (3.40)

and therefore iG> and −iG< are positive-semidefinite (PSD) matrices in (x, ω)-space.
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3.2. ONE-PARTICLE GREEN’S FUNCTION

NON-EQUILIBRIUM SPECTRAL FUNCTION

In description of the time-dependent processes it is sometimes useful to define the non-equilibrium spectral
function as a Fourier transform of G> −G< with respect to the relative time coordinate t = t1 − t2 as

A(x1,x2, T, ω) = −Im

∫
dt

2π
eiωt

[
G> −G<

](
x1, T +

t

2
; x2, T −

t

2

)
(3.41)

for a given center of time-coordinate T = (t1 + t2)/2. when the system reaches time-translational
invariance, i.e., the expression (3.41) becomes independent of T , and we recover the standard definition of
the equilibrium spectral function [10].

As a short summary, we have defined the Green’s function as an expectation value of a time-ordered
product of two field operators on the time contour. We were able to express the expectation value of an
operator using the time-evolution operator, which lead us to the definition of the Keldysh-contour. The
Fourier-transform of the Green’s function allows us to determine the spectral function. The poles of the
spectral function determine the allowed energies of the quasi-particles.
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Figure 3.5: The double time-plane for the greater and lesser Green’s
functions G≷(t1, t2).
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3.3 EQUATION OF MOTION OF THE GREEN’S FUNCTION

For description of non-equilibrium dynamics of a many-particle system we need to know how the system
evolves in time starting from an initial state Ψ0, which in the Keldysh Green’s function theory corresponds
to finding the time-evolution of the one-particle Green’s function G(x1z1,x2z2). Thus, we need to find
the equation of motion for one-particle Green’s function. This is easily done by using the Heisenberg
equation of motion for the time-dependent operators defined as

i∂zÔH(z) =
[
ÔH(z), Ĥ(z)

]
(3.42)

with the Hamiltonian defined in Eq. (3.20). For the fermionic creation and annihilation field operators
ψ̂†H(x1z2), ψ̂H(x1z2) we obtain the following equations of motion

[i∂z1 − ĥ(x1z1)]ψ̂H(x1z1) = γ̂H(x1z1) (3.43)

ψ̂†H(x2z2)[−i←−∂ z2 − ĥ(x2z2)] = γ̂†H(x2z2) (3.44)

where we introduced the γ̂H operator defined as

γ̂H(x1z1) ≡
∫
dx3

∫

C
dz3w(x1z1,x3z3)n̂H(x3z3)ψ̂H(x1z1), (3.45a)

γ̂†H(x1z1) ≡
∫
dx3

∫

C
dz3w(x1z1,x3z3)ψ̂†H(x1z1)n̂H(x3z3), (3.45b)

consisting of the Coulomb interaction w, the density operator n̂H(x1z1) = ψ̂†H(x1z1)ψ̂H(x1z1) and of an
annihilation operator for γ̂H, and a creation operator for γ̂†H. Consequently, the operator γ̂H can be viewed
as describing a process where a created electron-hole pair interacts with a created hole. Similarly the
operator γ̂†H describes a process where an electron-hole pair interacts with a created electron. Using the
equations of motion for the field operators (Eqs. (3.43) and (3.44) ) we can derive the equation of motion
for the single-particle Green’s function together with its adjoint

[
i∂z1 − ĥ(1)

]
G(1, 2) = δ(1, 2)− i

〈
TC [γ̂H(1)ψ̂†H(2)]

〉
, (3.46a)

G(1, 2)
[
−i←−∂ z2 − ĥ(2)

]
= δ(1, 2)− i

〈
TC [ψ̂H(1)γ̂†H(2)]

〉
, (3.46b)

where we introduced a compact short hand notation 1 = (x1, t1). The term
〈
TC [γ̂H(1)ψ̂†H(2)]

〉
is related

to the two-particle Greens’s function G2(1, 2; 1′, 2′) defined as a time-ordered product of two creation and
two annihilation operators by

G2(12; 1′2′) = (−i)2
〈
TC [ψH(1)ψH(2)ψ†H(2′)ψ†H(1′)]

〉
(3.47)

which describes a motion of two particles, two holes, or a particle and a hole, depending on the orderings
of the field operators. Using the definition of γ̂H(1) we can write the time-ordered product of the γ̂H
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operator and ψ̂† operator in Eq. (3.46a) as

∫
d3w(1+, 3)

〈
TC [ψ̂H(1)ψ̂†H(2)ψ̂†H(3)ψ̂H(3)]

〉
(3.48)

with notation
∫
d3 =

∫
dx3

∫
C dz3 and 1+ = x1, t1 + δ denoting a time infinitesimally larger than t1 on

the Keldysh contour C. The equation of motion for the one-particle Green’s function, together with it’s
adjoint now read

[
i∂z1 − ĥ(1)

]
G(1, 2) = δ(1, 2)− i

∫
d3 w(1+, 3)G2(1, 3; 3+, 2), (3.49a)

G(1, 2)
[
−i←−∂ z2 − ĥ(2)

]
= δ(1, 2)− i

∫
d3 w(2+, 3)G2(1, 3; 3+, 2). (3.49b)

We see that the equation of motion for the one-particle Green’s function is related to the two-particle
Green’s function. To solve for this we need the equation of motion of the two-particle Green’s function.
This will be related to the three-particle Green’s function, and so forth. This is very natural, since the
addition or removal of a particle with its propagation in the medium creates more and more complicated
interactions to the system. These higher order interactions are incorporated via higher order Green’s
functions and consequently the equation of a motion of n-particle Green’s function

Gn(1, .., n; 1′, .., n′) = (−i)n
〈
TC [ψ̂H(1)...ψ̂H(n)ψ̂†H(n′)...ψ̂†H(1′)]

〉
(3.50)

will depend of the n+ 1-particle Green’s function. This hierarchy of equations of motion is called the
Martin-Schwinger hierarchy [79, 22].

A standard way to continue from here is to truncate the hierarchy by introducing an integral kernel, which
in our case will be the electron self-energy ΣMB such that −iG2w = ΣMB[G]G, which is a functional of the
one-particle Green’s function. The many-particle self-energy ΣMB describes the effects of the interaction
of an electron with its surroundings (ions, other electrons, etc.) causing polarization which will act back
on the original particle. In other words the self-energy includes all of the interaction effects of the particle
with itself. With this integral kernel the equation of motion for the one-particle Green’s function attains a
closed form

[
i∂z1 − ĥ(1)

]
G(1, 2) = δ(1, 2) +

∫
d3 ΣMB(1, 3)G(3, 2), (3.51a)

G(1, 2)
[
−i←−∂ z2 − ĥ(2)

]
= δ(1, 2) +

∫
d3G(1, 3)Σ̄MB(3, 2). (3.51b)

where Σ̄MB is the adjoint of the ΣMB operator. These two self-energy operators are the same for systems
initially in equilibrium, but for general initial states this does not need to be the case [22, 21]. To see this
and to derive a general expression for the self-energy ΣMB we will study the definitions for the self-energy
kernel in terms of the expectation value of time-ordered product of the γ̂H and ψ̂†H operators
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∫
d3 ΣMB[G](1, 3)G(3, 2) ≡ −i

〈
TC [γ̂H(1)ψ̂†H(2)]

〉
, (3.52)

∫
d3G(1, 3)Σ̄MB[G](3, 2) ≡ −i

〈
TC [ψ̂H(1)γ̂†H(2)]

〉
. (3.53)

Multiplying Eq. (3.52) with
[
−i←−∂ z2 − ĥ(2)

]
from the right and Eq. (3.53) with [i∂z1 − h(1)] from the

left, we obtain

ΣMB(1, 2) +

∫
d3

∫
d4 ΣMB(1, 3)G(3, 4)Σ̄MB(4, 2)

= δ(t1, t2)
〈{
γ̂H(1), ψ̂†H(2)

}〉
− i
〈
TC [γ̂H(1)γ̂†H(2)]

〉
(3.54)

Σ̄MB(1, 2) +

∫
d3

∫
d4 ΣMB(1, 3)G(3, 4)Σ̄MB(4, 2)

= δ(t1, t2)
〈{
ψ̂(1), γ̂†H(2)

}〉
− i
〈
TC [γ̂H(1)γ̂†H(2)]

〉
, (3.55)

where due to the delta function δ(t1, t2) the equal-time anti-commutators

〈{
γ̂H(1), ψ̂†H(2)

}〉
=
〈{
ψ̂(1), γ̂†H(2)

}〉
(3.56)

are equal and we have ΣMB(1, 2) = Σ̄MB(1, 2) with the following general expression for the electronic
many-particle self-energy

ΣMB(x1t2,x2t2) = Σδ(x1t1,x2t2) + θ(t1, t2)Σ>
c (x1t1,x2t2) + θ(t2, t1)Σ<

c (x1t1,x2t2) (3.57)

where the time-local part

Σδ(1, 2) = δ(t1, t2)
〈{
γ̂H(1), ψ̂†H(2)

}〉

= −iδ(1, 2)

∫
dx3w(x1,x3)G<(x3t1,x3t1) + iδ(t1, t2)w(x1,x2)G<(x1t1,x2t1) (3.58)

is nothing but the Hartree-Fock part ΣHF(1, 2) of the self-energy, while the correlation part of the self-
energy taking into account all the effects beyond mean-field theory, is the greater and lesser part

Σc(1, 2) = θ(t1, t2)Σ>
c (x1t1,x2t2) + θ(t2, t1)Σ<

c (x1t1,x2t2)

= −i
〈
TC [γ̂H(1)γ̂†H(2)]

〉
irr

(3.59)

defined as an expectation value of the time-ordered product of γ̂H operators (compare with the definition
of the one-particle Green’s function). The subscript ”irr” refers to the irreducible representation of the
self-energy, i.e., to the presentation of the self-energy in terms of the Feynman diagrams which are not
dividable into two other self-energy expressions by cutting a Green’s function line [22]. By using the
definitions for the γ̂H operators we actually see that the correlation part of the self-energy is
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proportional to the three-particle Green’s function where some space-time arguments are set equal. It is
also to be noted that the exact self-energy will satisfy the KMS-boundary conditions.

To conclude this section, let us get back to the equation of motion for the one-particle Green’s func-
tion (3.51) and (3.51b) and rewrite it with the help of the non-interacting Green’s functionG0(1, 2) defined
via the relation

(
i∂z1 − ĥ(1)

)
G0(1, 2) = δ(1, 2) in the from of a standard Dyson-equation

G(1, 2) = G0(1, 2) +

∫
d3

∫
d4G0(1, 3)ΣMB(3, 4)G(4, 2)

= G0(1, 2) +

∫
d3

∫
d4G(1, 3)ΣMB(3, 4)G0(4, 2) (3.60)

in which uniqueness of the solution is guaranteed by the KMS-boundary conditions. This equation shows
us that by starting from the non-interacting solution we can obtain the full interacting Green’s functionG at
the level of the chosen self-energy approximation ΣMB via an iterative procedure. This iterative procedure
of generating the full interacting Green’s function from the non-interacting one is called dressing of the
Green’s function.

Let us now consider a time-translationally invariant system which allows us to perform a Fourier transform
to frequency space together with translationally invariant system in space allowing us to go from the
position representation to the momentum representation. By taking the retarded component of the Dyson
equation (Eq. (3.60)) and Fourier-transforming into (ω,k)-domain we can write the spectral function by
using the definition (3.37) as

A(k, ω) =
1

π

Im ΣR
MB(k, ω)

(ω − εk − Re ΣR
MB(k, ω))2 + (Im ΣR

MB(k, ω))2 . (3.61)

When the many-particle self-energy is non-zero this is of a Lorenzian shape where the broadening of
the peak is controlled by the imaginary part of the self-energy. For the non-interacting many-particle
system Eq. (3.61) reduces to a (sum of) delta-function(s). The imaginary part of the retarded self-energy
relates to the life-time of the quasi-particle as τk ∝ 1/Im ΣR, while the real-part of the self-energy will
shift the poles of the non-interacting system by the real part of the self-energy resulting the quasi-particle
energy to be Ek = εk−Re ΣR

MB(k, ω) (see 3.6 and 3.7c). In conclusion, the singularities of the interacting
Green’s function give the dispersion relations of the system. In addition to the single-particle excitations,
characterized by the quasi-particle peaks, our system might also sustain collective excitations, like plasmon
excitations in metallic structures. The collective excitations manifest itself in the spectra as satellite side
structure, whose spectral weight is smaller and it is more broad compared to the quasi-particle peak. The
broad peak structure of the collective excitations characterize the shorter life time of these excitations (see
Fig. 3.6).

The weight of the quasi-particle peak is characterized by the Zk-factor, which tells us how single-particle
like our excitation is. For a non-interacting electrons at zero temperature the Zk-factor is unity and for
interacting electrons Zk < 1, i.e, the more correlated our system the smaller the Zk-factor and therefore the
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excitations are less single-particle-like (see Fig. 3.7b)). By expanding the self-energy around the pole of the
one-particle Green’s function Ek we can write one-particle Green’s function as G(k, ω) ≈ Zk/(ω − Ek)

where we defined the Zk as

Zk =
1

1− ∂Re ΣRMB(k,ω)
∂ω

∣∣∣∣
ω=Ek

(3.62)

we will also see that the life-time of the quasi-particle is proportional to the product of the quasi-particle
weight times the imaginary part of the self-energy τ−1

k = Zk Im ΣR
MB(k, ω). As a consequence we can

approximate the spectral function in terms of the quasi-particle weight and quasi-particle life-time

A(k, ω) ∼ Zk
1/τk

(ω − Ek)2 + (1/τk)2
. (3.63)

The spectral functionA(k, ω) can be mapped out for solids via an angle-resolved photoemission technique
(ARPES) [100, 101, 102] which is the best technique to observe the band structure of solids on the
resolution of individual bands (see Fig. 3.7c)). Thus we can relate our approximations directly to
experimental data.
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Figure 3.6: Schematics demonstrating the difference between non-interacting particles having a delta-
function spectra compared to the spectra of quasi-particles. The real part of the self-energy will induce
a shift to the main quasi-particle peak, while the imaginary part will induce a finite life time for the
quasi-particle. In addition we might also have satellite structure due to collective excitations such as
plasmon excitations.

40



3.4. MANY-PARTICLE SELF-ENERGY APPROXIMATIONS

a)

b)

as we have done for the corresponding energies. This,
however, is far from trivial because during the photo-
emission process itself the system will relax. The prob-
lem simplifies within the sudden approximation, which is
extensively used in many-body calculations of photo-
emission spectra from interacting electron systems and
which is in principle applicable only to electrons with
high kinetic energy. In this limit, the photoemission pro-
cess is assumed to be sudden, with no post-collisional
interaction between the photoelectron and the system
left behind (in other words, an electron is instanta-
neously removed and the effective potential of the sys-
tem changes discontinuously at that instant). The
N-particle final state ! f

N can then be written as

! f
N!A " f

k ! f
N"1, (6)

where A is an antisymmetric operator that properly an-
tisymmetrizes the N-electron wave function so that the
Pauli principle is satisfied, " f

k is the wave function of the
photoelectron with momentum k, and ! f

N"1 is the final
state wave function of the (N"1)-electron system left
behind, which can be chosen as an excited state with
eigenfunction !m

N"1 and energy Em
N"1 . The total transi-

tion probability is then given by the sum over all pos-
sible excited states m . Note, however, that the sudden
approximation is inappropriate for photoelectrons with
low kinetic energy, which may need longer than the sys-
tem response time to escape into vacuum. In this case,
the so-called adiabatic limit, one can no longer factorize
! f

N into two independent parts and the detailed screen-
ing of photoelectron and photohole has to be taken into
account (Gadzuk and S̆unjić, 1975). In this regard, it is
important to mention that there is evidence that the sud-
den approximation is justified for the cuprate high-
temperature superconductors even at photon energies as
low as 20 eV (Randeria et al., 1995; Sec. II.C).

For the initial state, let us assume for simplicity that
! i

N is a single Slater determinant (i.e., Hartree-Fock for-
malism), so that we can write it as the product of a one-
electron orbital " i

k and an (N"1)-particle term:

! i
N!A " i

k ! i
N"1. (7)

More generally, however, ! i
N"1 should be expressed as

! i
N"1!ck! i

N , where ck is the annihilation operator for
an electron with momentum k. This also shows that
! i

N"1 is not an eigenstate of the (N"1) particle Hamil-
tonian, but is just what remains of the N-particle wave
function after having pulled out one electron. At this
point, we can write the matrix elements in Eq. (4) as

#! f
N!Hint!! i

N$!#" f
k!Hint!" i

k$#!m
N"1!! i

N"1$ , (8)

where #" f
k!Hint!" i

k$%Mf ,i
k is the one-electron dipole ma-

trix element, and the second term is the (N"1)-electron
overlap integral. Note that here we replaced ! f

N"1 with
an eigenstate !m

N"1 , as discussed above. The total pho-
toemission intensity measured as a function of Ekin at a
momentum k, namely, I(k,Ekin)!& f ,iwf ,i , is then pro-
portional to

&
f ,i

!Mf ,i
k !2&

m
!cm ,i!2'(Ekin#Em

N"1"Ei
N"h)*, (9)

where !cm ,i!2! "#!m
N"1!! i

N"1$ "2 is the probability that
the removal of an electron from state i will leave the
(N"1)-particle system in the excited state m . From this
we can see that, if ! i

N"1!!m0

N"1 for one particular state
m!m0 , then the corresponding !cm0 ,i!2 will be unity
and all the other cm ,i zero; in this case, if Mf ,i

k +0, the
ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy EB

k !",k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the !cm ,i!2

will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! i

N"1 will overlap with
many of the eigenstates !m

N"1 . Thus the ARPES spec-
tra will not consist of single delta functions but will show
a main line and several satellites according to the num-
ber of excited states m created in the process [Fig. 3(c)].

This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (-) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra for a noninteracting electron system with a single energy band dispersing across EF ; (c) the same spectra for an interacting
Fermi-liquid system (Sawatzky, 1989; Meinders, 1994). For both noninteracting and interacting systems the corresponding ground-
state (T!0 K) momentum distribution function n(k) is also shown. (c) Lower right, photoelectron spectrum of gaseous hydrogen
and the ARPES spectrum of solid hydrogen developed from the gaseous one (Sawatzky, 1989).
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as we have done for the corresponding energies. This,
however, is far from trivial because during the photo-
emission process itself the system will relax. The prob-
lem simplifies within the sudden approximation, which is
extensively used in many-body calculations of photo-
emission spectra from interacting electron systems and
which is in principle applicable only to electrons with
high kinetic energy. In this limit, the photoemission pro-
cess is assumed to be sudden, with no post-collisional
interaction between the photoelectron and the system
left behind (in other words, an electron is instanta-
neously removed and the effective potential of the sys-
tem changes discontinuously at that instant). The
N-particle final state ! f

N can then be written as

! f
N!A " f

k ! f
N"1, (6)

where A is an antisymmetric operator that properly an-
tisymmetrizes the N-electron wave function so that the
Pauli principle is satisfied, " f

k is the wave function of the
photoelectron with momentum k, and ! f

N"1 is the final
state wave function of the (N"1)-electron system left
behind, which can be chosen as an excited state with
eigenfunction !m

N"1 and energy Em
N"1 . The total transi-

tion probability is then given by the sum over all pos-
sible excited states m . Note, however, that the sudden
approximation is inappropriate for photoelectrons with
low kinetic energy, which may need longer than the sys-
tem response time to escape into vacuum. In this case,
the so-called adiabatic limit, one can no longer factorize
! f

N into two independent parts and the detailed screen-
ing of photoelectron and photohole has to be taken into
account (Gadzuk and S̆unjić, 1975). In this regard, it is
important to mention that there is evidence that the sud-
den approximation is justified for the cuprate high-
temperature superconductors even at photon energies as
low as 20 eV (Randeria et al., 1995; Sec. II.C).

For the initial state, let us assume for simplicity that
! i

N is a single Slater determinant (i.e., Hartree-Fock for-
malism), so that we can write it as the product of a one-
electron orbital " i

k and an (N"1)-particle term:

! i
N!A " i

k ! i
N"1. (7)

More generally, however, ! i
N"1 should be expressed as

! i
N"1!ck! i

N , where ck is the annihilation operator for
an electron with momentum k. This also shows that
! i

N"1 is not an eigenstate of the (N"1) particle Hamil-
tonian, but is just what remains of the N-particle wave
function after having pulled out one electron. At this
point, we can write the matrix elements in Eq. (4) as

#! f
N!Hint!! i

N$!#" f
k!Hint!" i

k$#!m
N"1!! i

N"1$ , (8)

where #" f
k!Hint!" i

k$%Mf ,i
k is the one-electron dipole ma-

trix element, and the second term is the (N"1)-electron
overlap integral. Note that here we replaced ! f

N"1 with
an eigenstate !m

N"1 , as discussed above. The total pho-
toemission intensity measured as a function of Ekin at a
momentum k, namely, I(k,Ekin)!& f ,iwf ,i , is then pro-
portional to

&
f ,i

!Mf ,i
k !2&

m
!cm ,i!2'(Ekin#Em

N"1"Ei
N"h)*, (9)

where !cm ,i!2! "#!m
N"1!! i

N"1$ "2 is the probability that
the removal of an electron from state i will leave the
(N"1)-particle system in the excited state m . From this
we can see that, if ! i

N"1!!m0

N"1 for one particular state
m!m0 , then the corresponding !cm0 ,i!2 will be unity
and all the other cm ,i zero; in this case, if Mf ,i

k +0, the
ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy EB

k !",k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the !cm ,i!2

will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! i

N"1 will overlap with
many of the eigenstates !m

N"1 . Thus the ARPES spec-
tra will not consist of single delta functions but will show
a main line and several satellites according to the num-
ber of excited states m created in the process [Fig. 3(c)].

This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (-) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra for a noninteracting electron system with a single energy band dispersing across EF ; (c) the same spectra for an interacting
Fermi-liquid system (Sawatzky, 1989; Meinders, 1994). For both noninteracting and interacting systems the corresponding ground-
state (T!0 K) momentum distribution function n(k) is also shown. (c) Lower right, photoelectron spectrum of gaseous hydrogen
and the ARPES spectrum of solid hydrogen developed from the gaseous one (Sawatzky, 1989).
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3.3. EQUATION OF MOTION OF THE GREEN’S FUNCTION

The quasi-particle weight is characterized by the Zk-factor, which tells us how single-particle like our
excitation is. For a non-interacting electrons at zero temperature the Zk-factors is unity and for interacting
electrons Zk < 1, i.e, more correlated our system smaller the Zk-factor and the excitations are less
single-particle-like (see Fig. ??). By expanding the self-energy around the pole of the Green’s function
Ek we can write one-particle Green’s function as G(k,!) = Zk/(! � Ek) where we defined the Zk as

Zk =
1

1� @Re⌃R
MB(k,!)
@!

����
!=Ek

(3.64)

we will also see that the life-time of the quasi-particle is proportional to the product of the quasi-particle
weight times the imaginary part of the self-energy ⌧�1

k = Zk Im⌃R
MB(k,!) and as a consequence we

can approximate the spectral function in terms of the quasi-particle weight and quasi-particle life-time

A(k,!) ⇠ Zk
1/⌧k

(! � Ek)2 + (1/⌧k)2
. (3.65)

The spectral function A(k,!) can be mapped out for solids via angle-resolved photoemission technique
(ARPES) ???) which the best technique to observe band structure of solids on the resolution of individual
bands. Thus we can relate our approximations directly to an experimental data.
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as we have done for the corresponding energies. This,
however, is far from trivial because during the photo-
emission process itself the system will relax. The prob-
lem simplifies within the sudden approximation, which is
extensively used in many-body calculations of photo-
emission spectra from interacting electron systems and
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ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy EB

k !",k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the !cm ,i!2

will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! i

N"1 will overlap with
many of the eigenstates !m

N"1 . Thus the ARPES spec-
tra will not consist of single delta functions but will show
a main line and several satellites according to the num-
ber of excited states m created in the process [Fig. 3(c)].

This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (-) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra for a noninteracting electron system with a single energy band dispersing across EF ; (c) the same spectra for an interacting
Fermi-liquid system (Sawatzky, 1989; Meinders, 1994). For both noninteracting and interacting systems the corresponding ground-
state (T!0 K) momentum distribution function n(k) is also shown. (c) Lower right, photoelectron spectrum of gaseous hydrogen
and the ARPES spectrum of solid hydrogen developed from the gaseous one (Sawatzky, 1989).
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as we have done for the corresponding energies. This,
however, is far from trivial because during the photo-
emission process itself the system will relax. The prob-
lem simplifies within the sudden approximation, which is
extensively used in many-body calculations of photo-
emission spectra from interacting electron systems and
which is in principle applicable only to electrons with
high kinetic energy. In this limit, the photoemission pro-
cess is assumed to be sudden, with no post-collisional
interaction between the photoelectron and the system
left behind (in other words, an electron is instanta-
neously removed and the effective potential of the sys-
tem changes discontinuously at that instant). The
N-particle final state ! f

N can then be written as

! f
N!A " f

k ! f
N"1, (6)

where A is an antisymmetric operator that properly an-
tisymmetrizes the N-electron wave function so that the
Pauli principle is satisfied, " f

k is the wave function of the
photoelectron with momentum k, and ! f

N"1 is the final
state wave function of the (N"1)-electron system left
behind, which can be chosen as an excited state with
eigenfunction !m

N"1 and energy Em
N"1 . The total transi-

tion probability is then given by the sum over all pos-
sible excited states m . Note, however, that the sudden
approximation is inappropriate for photoelectrons with
low kinetic energy, which may need longer than the sys-
tem response time to escape into vacuum. In this case,
the so-called adiabatic limit, one can no longer factorize
! f

N into two independent parts and the detailed screen-
ing of photoelectron and photohole has to be taken into
account (Gadzuk and S̆unjić, 1975). In this regard, it is
important to mention that there is evidence that the sud-
den approximation is justified for the cuprate high-
temperature superconductors even at photon energies as
low as 20 eV (Randeria et al., 1995; Sec. II.C).

For the initial state, let us assume for simplicity that
! i

N is a single Slater determinant (i.e., Hartree-Fock for-
malism), so that we can write it as the product of a one-
electron orbital " i

k and an (N"1)-particle term:

! i
N!A " i

k ! i
N"1. (7)

More generally, however, ! i
N"1 should be expressed as

! i
N"1!ck! i

N , where ck is the annihilation operator for
an electron with momentum k. This also shows that
! i

N"1 is not an eigenstate of the (N"1) particle Hamil-
tonian, but is just what remains of the N-particle wave
function after having pulled out one electron. At this
point, we can write the matrix elements in Eq. (4) as

#! f
N!Hint!! i

N$!#" f
k!Hint!" i

k$#!m
N"1!! i

N"1$ , (8)

where #" f
k!Hint!" i

k$%Mf ,i
k is the one-electron dipole ma-

trix element, and the second term is the (N"1)-electron
overlap integral. Note that here we replaced ! f

N"1 with
an eigenstate !m

N"1 , as discussed above. The total pho-
toemission intensity measured as a function of Ekin at a
momentum k, namely, I(k,Ekin)!& f ,iwf ,i , is then pro-
portional to

&
f ,i

!Mf ,i
k !2&

m
!cm ,i!2'(Ekin#Em

N"1"Ei
N"h)*, (9)

where !cm ,i!2! "#!m
N"1!! i

N"1$ "2 is the probability that
the removal of an electron from state i will leave the
(N"1)-particle system in the excited state m . From this
we can see that, if ! i

N"1!!m0

N"1 for one particular state
m!m0 , then the corresponding !cm0 ,i!2 will be unity
and all the other cm ,i zero; in this case, if Mf ,i

k +0, the
ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy EB

k !",k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the !cm ,i!2

will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! i

N"1 will overlap with
many of the eigenstates !m

N"1 . Thus the ARPES spec-
tra will not consist of single delta functions but will show
a main line and several satellites according to the num-
ber of excited states m created in the process [Fig. 3(c)].

This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (-) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra for a noninteracting electron system with a single energy band dispersing across EF ; (c) the same spectra for an interacting
Fermi-liquid system (Sawatzky, 1989; Meinders, 1994). For both noninteracting and interacting systems the corresponding ground-
state (T!0 K) momentum distribution function n(k) is also shown. (c) Lower right, photoelectron spectrum of gaseous hydrogen
and the ARPES spectrum of solid hydrogen developed from the gaseous one (Sawatzky, 1989).

478 Damascelli, Hussain, and Shen: Photoemission studies of the cuprate superconductors

Rev. Mod. Phys., Vol. 75, No. 2, April 2003

Fermi Level

Figure 3.5: Fermi distributions a) for non-interacting electrons at zero tem-
perature. b) interacting electrons at zero temperature. The vertical part of the
distribution at k' is characterized by the quasi-particle factor or Zk-factor. (Fig.
from Damascelli Rev. Mod. Phys. 75 473 (2003) ?)). F. Giustino — GW &
Arpes

39

3.3. EQUATION OF MOTION OF THE GREEN’S FUNCTION

The quasi-particle weight is characterized by the Zk-factor, which tells us how single-particle like our
excitation is. For a non-interacting electrons at zero temperature the Zk-factors is unity and for interacting
electrons Zk < 1, i.e, more correlated our system smaller the Zk-factor and the excitations are less
single-particle-like (see Fig. ??). By expanding the self-energy around the pole of the Green’s function
Ek we can write one-particle Green’s function as G(k,!) = Zk/(! � Ek) where we defined the Zk as

Zk =
1

1� @Re⌃R
MB(k,!)
@!

����
!=Ek

(3.64)

we will also see that the life-time of the quasi-particle is proportional to the product of the quasi-particle
weight times the imaginary part of the self-energy ⌧�1

k = Zk Im⌃R
MB(k,!) and as a consequence we

can approximate the spectral function in terms of the quasi-particle weight and quasi-particle life-time

A(k,!) ⇠ Zk
1/⌧k

(! � Ek)2 + (1/⌧k)2
. (3.65)

The spectral function A(k,!) can be mapped out for solids via angle-resolved photoemission technique
(ARPES) ???) which the best technique to observe band structure of solids on the resolution of individual
bands. Thus we can relate our approximations directly to an experimental data.
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as we have done for the corresponding energies. This,
however, is far from trivial because during the photo-
emission process itself the system will relax. The prob-
lem simplifies within the sudden approximation, which is
extensively used in many-body calculations of photo-
emission spectra from interacting electron systems and
which is in principle applicable only to electrons with
high kinetic energy. In this limit, the photoemission pro-
cess is assumed to be sudden, with no post-collisional
interaction between the photoelectron and the system
left behind (in other words, an electron is instanta-
neously removed and the effective potential of the sys-
tem changes discontinuously at that instant). The
N-particle final state ! f

N can then be written as

! f
N!A " f

k ! f
N"1, (6)

where A is an antisymmetric operator that properly an-
tisymmetrizes the N-electron wave function so that the
Pauli principle is satisfied, " f

k is the wave function of the
photoelectron with momentum k, and ! f

N"1 is the final
state wave function of the (N"1)-electron system left
behind, which can be chosen as an excited state with
eigenfunction !m

N"1 and energy Em
N"1 . The total transi-

tion probability is then given by the sum over all pos-
sible excited states m . Note, however, that the sudden
approximation is inappropriate for photoelectrons with
low kinetic energy, which may need longer than the sys-
tem response time to escape into vacuum. In this case,
the so-called adiabatic limit, one can no longer factorize
! f

N into two independent parts and the detailed screen-
ing of photoelectron and photohole has to be taken into
account (Gadzuk and S̆unjić, 1975). In this regard, it is
important to mention that there is evidence that the sud-
den approximation is justified for the cuprate high-
temperature superconductors even at photon energies as
low as 20 eV (Randeria et al., 1995; Sec. II.C).

For the initial state, let us assume for simplicity that
! i

N is a single Slater determinant (i.e., Hartree-Fock for-
malism), so that we can write it as the product of a one-
electron orbital " i

k and an (N"1)-particle term:

! i
N!A " i

k ! i
N"1. (7)

More generally, however, ! i
N"1 should be expressed as

! i
N"1!ck! i

N , where ck is the annihilation operator for
an electron with momentum k. This also shows that
! i

N"1 is not an eigenstate of the (N"1) particle Hamil-
tonian, but is just what remains of the N-particle wave
function after having pulled out one electron. At this
point, we can write the matrix elements in Eq. (4) as

#! f
N!Hint!! i

N$!#" f
k!Hint!" i

k$#!m
N"1!! i

N"1$ , (8)

where #" f
k!Hint!" i

k$%Mf ,i
k is the one-electron dipole ma-

trix element, and the second term is the (N"1)-electron
overlap integral. Note that here we replaced ! f

N"1 with
an eigenstate !m

N"1 , as discussed above. The total pho-
toemission intensity measured as a function of Ekin at a
momentum k, namely, I(k,Ekin)!& f ,iwf ,i , is then pro-
portional to

&
f ,i

!Mf ,i
k !2&

m
!cm ,i!2'(Ekin#Em

N"1"Ei
N"h)*, (9)

where !cm ,i!2! "#!m
N"1!! i

N"1$ "2 is the probability that
the removal of an electron from state i will leave the
(N"1)-particle system in the excited state m . From this
we can see that, if ! i

N"1!!m0

N"1 for one particular state
m!m0 , then the corresponding !cm0 ,i!2 will be unity
and all the other cm ,i zero; in this case, if Mf ,i

k +0, the
ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy EB

k !",k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the !cm ,i!2

will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! i

N"1 will overlap with
many of the eigenstates !m

N"1 . Thus the ARPES spec-
tra will not consist of single delta functions but will show
a main line and several satellites according to the num-
ber of excited states m created in the process [Fig. 3(c)].

This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (-) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra for a noninteracting electron system with a single energy band dispersing across EF ; (c) the same spectra for an interacting
Fermi-liquid system (Sawatzky, 1989; Meinders, 1994). For both noninteracting and interacting systems the corresponding ground-
state (T!0 K) momentum distribution function n(k) is also shown. (c) Lower right, photoelectron spectrum of gaseous hydrogen
and the ARPES spectrum of solid hydrogen developed from the gaseous one (Sawatzky, 1989).
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as we have done for the corresponding energies. This,
however, is far from trivial because during the photo-
emission process itself the system will relax. The prob-
lem simplifies within the sudden approximation, which is
extensively used in many-body calculations of photo-
emission spectra from interacting electron systems and
which is in principle applicable only to electrons with
high kinetic energy. In this limit, the photoemission pro-
cess is assumed to be sudden, with no post-collisional
interaction between the photoelectron and the system
left behind (in other words, an electron is instanta-
neously removed and the effective potential of the sys-
tem changes discontinuously at that instant). The
N-particle final state ! f

N can then be written as

! f
N!A " f

k ! f
N"1, (6)

where A is an antisymmetric operator that properly an-
tisymmetrizes the N-electron wave function so that the
Pauli principle is satisfied, " f

k is the wave function of the
photoelectron with momentum k, and ! f

N"1 is the final
state wave function of the (N"1)-electron system left
behind, which can be chosen as an excited state with
eigenfunction !m

N"1 and energy Em
N"1 . The total transi-

tion probability is then given by the sum over all pos-
sible excited states m . Note, however, that the sudden
approximation is inappropriate for photoelectrons with
low kinetic energy, which may need longer than the sys-
tem response time to escape into vacuum. In this case,
the so-called adiabatic limit, one can no longer factorize
! f

N into two independent parts and the detailed screen-
ing of photoelectron and photohole has to be taken into
account (Gadzuk and S̆unjić, 1975). In this regard, it is
important to mention that there is evidence that the sud-
den approximation is justified for the cuprate high-
temperature superconductors even at photon energies as
low as 20 eV (Randeria et al., 1995; Sec. II.C).

For the initial state, let us assume for simplicity that
! i

N is a single Slater determinant (i.e., Hartree-Fock for-
malism), so that we can write it as the product of a one-
electron orbital " i

k and an (N"1)-particle term:

! i
N!A " i

k ! i
N"1. (7)

More generally, however, ! i
N"1 should be expressed as

! i
N"1!ck! i

N , where ck is the annihilation operator for
an electron with momentum k. This also shows that
! i

N"1 is not an eigenstate of the (N"1) particle Hamil-
tonian, but is just what remains of the N-particle wave
function after having pulled out one electron. At this
point, we can write the matrix elements in Eq. (4) as

#! f
N!Hint!! i

N$!#" f
k!Hint!" i

k$#!m
N"1!! i

N"1$ , (8)

where #" f
k!Hint!" i

k$%Mf ,i
k is the one-electron dipole ma-

trix element, and the second term is the (N"1)-electron
overlap integral. Note that here we replaced ! f

N"1 with
an eigenstate !m

N"1 , as discussed above. The total pho-
toemission intensity measured as a function of Ekin at a
momentum k, namely, I(k,Ekin)!& f ,iwf ,i , is then pro-
portional to

&
f ,i

!Mf ,i
k !2&

m
!cm ,i!2'(Ekin#Em

N"1"Ei
N"h)*, (9)

where !cm ,i!2! "#!m
N"1!! i

N"1$ "2 is the probability that
the removal of an electron from state i will leave the
(N"1)-particle system in the excited state m . From this
we can see that, if ! i

N"1!!m0

N"1 for one particular state
m!m0 , then the corresponding !cm0 ,i!2 will be unity
and all the other cm ,i zero; in this case, if Mf ,i

k +0, the
ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy EB

k !",k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the !cm ,i!2

will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! i

N"1 will overlap with
many of the eigenstates !m

N"1 . Thus the ARPES spec-
tra will not consist of single delta functions but will show
a main line and several satellites according to the num-
ber of excited states m created in the process [Fig. 3(c)].

This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (-) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra for a noninteracting electron system with a single energy band dispersing across EF ; (c) the same spectra for an interacting
Fermi-liquid system (Sawatzky, 1989; Meinders, 1994). For both noninteracting and interacting systems the corresponding ground-
state (T!0 K) momentum distribution function n(k) is also shown. (c) Lower right, photoelectron spectrum of gaseous hydrogen
and the ARPES spectrum of solid hydrogen developed from the gaseous one (Sawatzky, 1989).
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Fermi Level

Figure 3.5: Fermi distributions a) for non-interacting electrons at zero tem-
perature. b) interacting electrons at zero temperature. The vertical part of the
distribution at k' is characterized by the quasi-particle factor or Zk-factor. (Fig.
from Damascelli Rev. Mod. Phys. 75 473 (2003) ?)). F. Giustino — GW &
Arpes
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3.3. EQUATION OF MOTION OF THE GREEN’S FUNCTION

The quasi-particle weight is characterized by the Zk-factor, which tells us how single-particle like our
excitation is. For a non-interacting electrons at zero temperature the Zk-factors is unity and for interacting
electrons Zk < 1, i.e, more correlated our system smaller the Zk-factor and the excitations are less
single-particle-like (see Fig. ??). By expanding the self-energy around the pole of the Green’s function
Ek we can write one-particle Green’s function as G(k,!) = Zk/(! � Ek) where we defined the Zk as

Zk =
1

1� @Re⌃R
MB(k,!)
@!

����
!=Ek

(3.64)

we will also see that the life-time of the quasi-particle is proportional to the product of the quasi-particle
weight times the imaginary part of the self-energy ⌧�1

k = Zk Im⌃R
MB(k,!) and as a consequence we

can approximate the spectral function in terms of the quasi-particle weight and quasi-particle life-time

A(k,!) ⇠ Zk
1/⌧k

(! � Ek)2 + (1/⌧k)2
. (3.65)

The spectral function A(k,!) can be mapped out for solids via angle-resolved photoemission technique
(ARPES) ???) which the best technique to observe band structure of solids on the resolution of individual
bands. Thus we can relate our approximations directly to an experimental data.
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as we have done for the corresponding energies. This,
however, is far from trivial because during the photo-
emission process itself the system will relax. The prob-
lem simplifies within the sudden approximation, which is
extensively used in many-body calculations of photo-
emission spectra from interacting electron systems and
which is in principle applicable only to electrons with
high kinetic energy. In this limit, the photoemission pro-
cess is assumed to be sudden, with no post-collisional
interaction between the photoelectron and the system
left behind (in other words, an electron is instanta-
neously removed and the effective potential of the sys-
tem changes discontinuously at that instant). The
N-particle final state ! f

N can then be written as

! f
N!A " f

k ! f
N"1, (6)

where A is an antisymmetric operator that properly an-
tisymmetrizes the N-electron wave function so that the
Pauli principle is satisfied, " f

k is the wave function of the
photoelectron with momentum k, and ! f

N"1 is the final
state wave function of the (N"1)-electron system left
behind, which can be chosen as an excited state with
eigenfunction !m

N"1 and energy Em
N"1 . The total transi-

tion probability is then given by the sum over all pos-
sible excited states m . Note, however, that the sudden
approximation is inappropriate for photoelectrons with
low kinetic energy, which may need longer than the sys-
tem response time to escape into vacuum. In this case,
the so-called adiabatic limit, one can no longer factorize
! f

N into two independent parts and the detailed screen-
ing of photoelectron and photohole has to be taken into
account (Gadzuk and S̆unjić, 1975). In this regard, it is
important to mention that there is evidence that the sud-
den approximation is justified for the cuprate high-
temperature superconductors even at photon energies as
low as 20 eV (Randeria et al., 1995; Sec. II.C).

For the initial state, let us assume for simplicity that
! i

N is a single Slater determinant (i.e., Hartree-Fock for-
malism), so that we can write it as the product of a one-
electron orbital " i

k and an (N"1)-particle term:

! i
N!A " i

k ! i
N"1. (7)

More generally, however, ! i
N"1 should be expressed as

! i
N"1!ck! i

N , where ck is the annihilation operator for
an electron with momentum k. This also shows that
! i

N"1 is not an eigenstate of the (N"1) particle Hamil-
tonian, but is just what remains of the N-particle wave
function after having pulled out one electron. At this
point, we can write the matrix elements in Eq. (4) as

#! f
N!Hint!! i

N$!#" f
k!Hint!" i

k$#!m
N"1!! i

N"1$ , (8)

where #" f
k!Hint!" i

k$%Mf ,i
k is the one-electron dipole ma-

trix element, and the second term is the (N"1)-electron
overlap integral. Note that here we replaced ! f

N"1 with
an eigenstate !m

N"1 , as discussed above. The total pho-
toemission intensity measured as a function of Ekin at a
momentum k, namely, I(k,Ekin)!& f ,iwf ,i , is then pro-
portional to
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k !2&

m
!cm ,i!2'(Ekin#Em

N"1"Ei
N"h)*, (9)

where !cm ,i!2! "#!m
N"1!! i

N"1$ "2 is the probability that
the removal of an electron from state i will leave the
(N"1)-particle system in the excited state m . From this
we can see that, if ! i

N"1!!m0

N"1 for one particular state
m!m0 , then the corresponding !cm0 ,i!2 will be unity
and all the other cm ,i zero; in this case, if Mf ,i

k +0, the
ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy EB

k !",k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the !cm ,i!2

will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! i

N"1 will overlap with
many of the eigenstates !m

N"1 . Thus the ARPES spec-
tra will not consist of single delta functions but will show
a main line and several satellites according to the num-
ber of excited states m created in the process [Fig. 3(c)].

This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (-) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra for a noninteracting electron system with a single energy band dispersing across EF ; (c) the same spectra for an interacting
Fermi-liquid system (Sawatzky, 1989; Meinders, 1994). For both noninteracting and interacting systems the corresponding ground-
state (T!0 K) momentum distribution function n(k) is also shown. (c) Lower right, photoelectron spectrum of gaseous hydrogen
and the ARPES spectrum of solid hydrogen developed from the gaseous one (Sawatzky, 1989).
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as we have done for the corresponding energies. This,
however, is far from trivial because during the photo-
emission process itself the system will relax. The prob-
lem simplifies within the sudden approximation, which is
extensively used in many-body calculations of photo-
emission spectra from interacting electron systems and
which is in principle applicable only to electrons with
high kinetic energy. In this limit, the photoemission pro-
cess is assumed to be sudden, with no post-collisional
interaction between the photoelectron and the system
left behind (in other words, an electron is instanta-
neously removed and the effective potential of the sys-
tem changes discontinuously at that instant). The
N-particle final state ! f

N can then be written as

! f
N!A " f

k ! f
N"1, (6)

where A is an antisymmetric operator that properly an-
tisymmetrizes the N-electron wave function so that the
Pauli principle is satisfied, " f

k is the wave function of the
photoelectron with momentum k, and ! f

N"1 is the final
state wave function of the (N"1)-electron system left
behind, which can be chosen as an excited state with
eigenfunction !m

N"1 and energy Em
N"1 . The total transi-

tion probability is then given by the sum over all pos-
sible excited states m . Note, however, that the sudden
approximation is inappropriate for photoelectrons with
low kinetic energy, which may need longer than the sys-
tem response time to escape into vacuum. In this case,
the so-called adiabatic limit, one can no longer factorize
! f

N into two independent parts and the detailed screen-
ing of photoelectron and photohole has to be taken into
account (Gadzuk and S̆unjić, 1975). In this regard, it is
important to mention that there is evidence that the sud-
den approximation is justified for the cuprate high-
temperature superconductors even at photon energies as
low as 20 eV (Randeria et al., 1995; Sec. II.C).

For the initial state, let us assume for simplicity that
! i

N is a single Slater determinant (i.e., Hartree-Fock for-
malism), so that we can write it as the product of a one-
electron orbital " i

k and an (N"1)-particle term:

! i
N!A " i

k ! i
N"1. (7)

More generally, however, ! i
N"1 should be expressed as

! i
N"1!ck! i

N , where ck is the annihilation operator for
an electron with momentum k. This also shows that
! i

N"1 is not an eigenstate of the (N"1) particle Hamil-
tonian, but is just what remains of the N-particle wave
function after having pulled out one electron. At this
point, we can write the matrix elements in Eq. (4) as

#! f
N!Hint!! i

N$!#" f
k!Hint!" i

k$#!m
N"1!! i

N"1$ , (8)

where #" f
k!Hint!" i

k$%Mf ,i
k is the one-electron dipole ma-

trix element, and the second term is the (N"1)-electron
overlap integral. Note that here we replaced ! f

N"1 with
an eigenstate !m

N"1 , as discussed above. The total pho-
toemission intensity measured as a function of Ekin at a
momentum k, namely, I(k,Ekin)!& f ,iwf ,i , is then pro-
portional to

&
f ,i

!Mf ,i
k !2&

m
!cm ,i!2'(Ekin#Em

N"1"Ei
N"h)*, (9)

where !cm ,i!2! "#!m
N"1!! i

N"1$ "2 is the probability that
the removal of an electron from state i will leave the
(N"1)-particle system in the excited state m . From this
we can see that, if ! i

N"1!!m0

N"1 for one particular state
m!m0 , then the corresponding !cm0 ,i!2 will be unity
and all the other cm ,i zero; in this case, if Mf ,i

k +0, the
ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy EB

k !",k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the !cm ,i!2

will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! i

N"1 will overlap with
many of the eigenstates !m

N"1 . Thus the ARPES spec-
tra will not consist of single delta functions but will show
a main line and several satellites according to the num-
ber of excited states m created in the process [Fig. 3(c)].

This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (-) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra for a noninteracting electron system with a single energy band dispersing across EF ; (c) the same spectra for an interacting
Fermi-liquid system (Sawatzky, 1989; Meinders, 1994). For both noninteracting and interacting systems the corresponding ground-
state (T!0 K) momentum distribution function n(k) is also shown. (c) Lower right, photoelectron spectrum of gaseous hydrogen
and the ARPES spectrum of solid hydrogen developed from the gaseous one (Sawatzky, 1989).
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Fermi Level

Figure 3.5: Fermi distributions a) for non-interacting electrons at zero tem-
perature. b) interacting electrons at zero temperature. The vertical part of the
distribution at k' is characterized by the quasi-particle factor or Zk-factor. (Fig.
from Damascelli Rev. Mod. Phys. 75 473 (2003) ?)). F. Giustino — GW &
Arpes
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c)

Figure 3.7: Fermi distributions a) for non-interacting electrons at zero temperature.
b) interacting electrons at zero temperature. The vertical part of the distribution at kϕ
is characterized by the quasi-particle factor or Zk-factor. (Fig. from Damascelli Rev.
Mod. Phys. 75 473 (2003) [100]). c) Demonstration of a possible measured band
structure giving the quasiparticle dispersion and the quasiparticle life time (Fig. from
GW and ARPES, F. Giustino (talk) [103] ).

3.4 MANY-PARTICLE SELF-ENERGY APPROXIMATIONS

In this section we introduce the standard self-energy approximations beyond Hartree-Fock (HF) approxi-
mation: the 2nd order Born (2B) approximation, the GW approximation and the T -matrix approximation.
We will also show that these approximations are Φ-derivable, i.e., they fulfill the standard conservation
laws, like the continuity equation, which is very important especially for the non-equilibrium description
of many-particle systems.

The many-particle self-energy approximations can be derived by using a brute force expansion of the
full interacting Green’s function in powers of the interaction w together with utilization of Wick’s
theorem [22]. A much more elegant way of deriving many-particle self-energy approximations is via
variational techniques where the core idea is to study variations of the external potential v to the one-particle
Green’s function, i.e., to study the quantity δG(1, 2)/δv(3).

3.4.1 2ND ORDER BORN APPROXIMATION

Our starting point is the definition of the time-evolution operator on the Keldysh contour C (see Eq. (3.9)).
Small variations to the Hamiltonian cause a change in the evolution operator Û . These changes can be
investigated by using an exponential expression for the time-evolution operator (Eq. (3.9)) as a generating
functional. A small perturbation δv(t) to the Hamiltonian causes a change δÛ(t, t′) to the time-evolution
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operator given as

δÛ(t, t′) = −i
∫ t

t′
dτ Û(t, τ)δv(τ)Û(τ, t′). (3.64)

where the response arises from the small changes in the external perturbation of the form δv =
∫
δx δv(xt)

× n̂H(x), where n̂H(x) = ψ̂†H(x)ψ̂H(x) is the density operator. Now the change in Û due to an external
perturbation v(xt) is

δÛ(t, t′)
δv(xt)

= iÛ(t0 − iβ, t0)n̂H(xt). (3.65)

Using this equation we can calculate the change in expectation values due to external perturbation v, and
especially the change in the expectation value of the time-ordered product of two field operators (compare
with the one-particle Green’s function). The functional derivative of the Green’s function with respect to
the external perturbation can readily seen to be

δG(1, 2)

δv(3)
= −i δ

δv(3)
〈TC [ψ̂H(1)ψ̂†H(2)]〉

= −〈TC [ψ̂(1)ψ̂†H(2)n̂H(3)]〉+ 〈n̂H(3)〉〈TC [ψ̂H(1)ψ̂†H(2)]〉,
(3.66)

from which it follows that the two-particle Green’s function G2 can be seen as a variation of one-particle
Green’s function plus the product of the expectation value of the density at the space-time point 3 multiplied
by the propagator G(1, 2) (see Fig. 3.8). Thus, we have found a new useful link between the one-particle
and two-particle Green’s functions

G2(1, 3; 3+, 2) = −δG(1, 2)

δv(3)
+ 〈nH(3)〉G(1, 2). (3.67)Equations used in talks
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Figure 3.8: Diagrammatic expression of Eq. (3.67).

Substituting this expression for the two-particle Green’s function into the equation of motion (3.51) gives

[
i∂z1 − ĥ(1)

]
G(1, 2) = δ(1, 2) +G(1, 2)

∫
d3w(1+, 3)〈n̂H(3)〉 (3.68)

+i

∫
d3w(1, 3)

δG(1, 2)

δv(3)
(3.69)

where the functional derivative of the one-particle Green’s function with respect to the external potential
can be written in terms of self-energy by introducing a vertex function Γ(12; 3), an identity for the inverse
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of the Green’s function
∫
d3G−1(1, 3)G(3, 2) = δ(1, 2) this gives

δG(1, 2)

δv(3)
=

∫
d4d5G(1, 4)Γ̃(45; 3)G(5, 2), (3.70)

where we have defined the vertex function as Γ̃(12; 3) = − δG−1(1,2)
δv(3) . From the Dyson equation we

find the following relation for the inverse Green’s function G−1(1, 2) = [∂z1 − ĥ(1)]δ(1, 4)− ΣMB(1, 4).
Inserting this in the definition of the Γ̃ gives the more familiar looking definition for the vertex function in
terms of the many-particle self-energy

Γ̃(14; 3) = δ(1, 3)δ(1, 4) +
δΣMB(1, 4)

δv(3)
. (3.71)

In calculating δG/δw we ignored a possible arbitrary constant term C with property G−1C = 0, yielding
the actual derivative to be δG/δv = −G(δG−1/δv)G+C. The constant term C is closely related to initial
correlations, and in the situation where the system is initially a statistical average of states at equilibrium
and at finite temperature, i.e., the initial Green’s function obeys KMS boundary conditions, the term C can
be readily seen to be zero [22]. Inserting the equation (3.70) back into the equation (3.68) we obtain the
equation of motion for the single-particle Green’s function (3.51) with the following definition for the
electronic many-particle self-energy

ΣMB[G,w](1, 2) = i

∫
d3d4G(1, 3)w(1+, 4)Γ(32; 4)− iδ(1, 2)

∫
d3w(1, 3)G(3, 3+) (3.72)

= iG(1, 2)w(1+, 2)− iδ(1, 2)

∫
d3w(1, 3)G(3, 3+)

+i

∫
d3d4G(1, 3)w(1+, 4)

δΣ(3, 2)

δv(4)
(3.73)

where the first line gives us the first-order approximation for the self-energy namely the Hartree-Fock
approximation

ΣHF[G,w](1, 2) = iG(1, 2)w(1+, 2) + iδ(1, 2)

∫
d3w(1, 3)G(3, 3+) (3.74)

and by making the next iteration for the equation (3.72) we obtain the second-order Born (2B) approxima-
tion for the electron self-energy

Σ2B[G,w](1, 2) = ΣHF[G,w](1, 2) + i2
∫

d3d4G(1, 3)w(1+, 4)G(3, 4)G(4, 2)w(3+, 2)

−i2
∫

d4d5 G(1, 2)w(1+, 4)w(2, 5)G(5, 4)G(4, 5+),

(3.75)

where in addition to the time-local part of the self-energy (ΣHF) we have terms second order in the
Coulomb interaction w. The first term after the HF-part of the self-energy is generally denoted as first
order bubble diagram (see Fig. (3.9)) which describes a propagation of a particle (or hole) while interacting

43



CHAPTER 3. NON-EQUILIBRIUM GREEN’S FUNCTION THEORY

with particle hole-pair, i.e., it includes to first order the polarization of the media due to inserted particle
(or hole). The last term is nothing but the second order correction to the exchange term.

++ +

Figure 3.9: Feynman diagrams constituting 2B approximation. The first two diagrams being Hartree
and Fock diagrams respectively. The third diagram is generally referred as first order bubble-diagram or
polarization diagram while the last diagram is the second-order correction to the exchange.

3.4.2 HEDIN’S EQUATIONS, GW APPROXIMATION AND VERTEX CORREC-
TIONS

In metallic systems, as well as for a finite systems close to metallic surface where image charge effects are
important, the long-range screening effects play a major role. The standard way to proceed is to replace
the bare Coulomb interaction w with a dynamically screened interactionW to include the long-range
screening effects. This approximation is called GW approximation where the electronic self-energy
takes a form Σ = iGW [94, 104, 97, 95, 105, 96]. In this way, the GW approximation can be seen as
a dynamically screened exchange approximation. The GW approximation has successfully been used
to calculate quasi-particle energies and band-gaps of various materials [8, 9] as well as properties of
molecules [52, 54]. In this section we discuss how to obtain GW approximation rigorously from the
Hedin equations [94], vertex corrections, the relation between vertex corrections and dressing, and the
physical meaning of these objects.
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Figure 3.10: (a) The bare Coulomb interaction w between electrons. (b) The
screened interactionW between polarized electrons.
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The derivation of the GW approximation is very similar to the derivation of 2B approximation. But now,
instead of studying variations of the Green’s function with respect to the external perturbation v(1), we
will study variations with respect to external perturbation which gets screened by the Hartree potential
produced by the surrounding medium. Thus, our perturbation is of the form

veff(1) = v(1) +

∫
d3 w(1, 3)〈n̂H(3)〉. (3.76)

We now can calculate the change of the single-particle Green’s function G(1, 2) due to the effective
perturbation veff(3). This results in a similar expression for the two-particle Green’s function G2 as in
Eq. (3.67). Now for the term δG(1, 2)/δv(3) we need to utilize the chain rule δ

δv(3) =
∫
d4 δveff(4)

δv(3)
δ

δveff

(this assumes a one-to-one correspondence between veff and v) giving us the following equation of motion
for the one-particle Green’s function

(
i∂z1 − ĥ(1)

)
G(1, 2) = δ(1, 2) +G(1, 2)

∫
d3w(1+, 3)〈n̂H(3)〉 (3.77)

+i

∫
d3d4w(1, 3)

δG(1, 2)

δveff(4)

δveff(4)

δv(3)
(3.78)

where we can calculate the change of the Green’s function due to the effective potential by utilizing chain
rule and equation (3.70) yielding

δG(1, 2)

δveff(3)
=

∫
d4d5G(1, 4)Γ(45; 3)G(5, 2). (3.79)

Here we have defined the vertex function as Γ(12; 3) = − δG−1(1,2)
δveff(3) . Inserting this back to the Eq. (3.77)

we obtain the equation of motion for the one-particle Green’s function (3.51) with the following definition
for the electronic many-particle self-energy

ΣMB(1, 2) = Σ H(1, 2) + Σxc(1, 2), (3.80)

where the self-energy ΣMB consists of the Hartree and exchange-correlation part. The Hartree part reads

Σ H(1, 2) = δ(1, 2)

∫
d3w(1, 3)〈n̂H(3)〉 (3.81)

while the exchange-correlation part is

Σxc(1, 2) = i

∫
d3d4W(1, 3)G(1, 4)Γ(42; 3), (3.82)

where we introduced the screened interactionW as

W(1, 2) =

∫
d3
δveff(2)

δv(3)
w(1, 3) =W(2, 1), (3.83)
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which is proportional to the inverse dielectric function E−1. In classical electrodynamics the dielectric
function is defined by the relation between displacement field D and the electric-field E as D(x, t) =∫
dx′E(x,x′, t − t′)E(x′, t′). Analogously, we can now obtain the dielectric response by consider-

ing the change in the effective potential due to a small change in external potential as veff(r) =∫
dr′dt′ E−1(rt, r′t′)v(r′, t). Hence the dielectric response describing the screening of the system is

given by

E−1(1, 2) =
δveff(1)

δv(2)
= δ(1, 2) +

∫
d3w(1, 3)

δ〈n̂H(3)〉
δv(2)

. (3.84)

We notice that the inverse dielectric function is related to the density fluctuations (see also section 3.6
in chapter 3). The inverse dielectric function in frequency space is closely related to the elementary
excitations of the many-particle system. We can rewrite equation (3.83) as,

W (1, 2) =

∫
d3 E−1(2, 3)w(1, 3), (3.85)

i.e., the screened interaction is proportional to the inverse dielectric function. This equation describes the
effect on a test charge at point 2, including the polarization effects to the potential at point 1. If we again
assume a homogeneous system with time-translational invariance and perform o Fourier transform into
(k, ω)-space, we see that the screened interaction can be written as W (k, ω) = v(k)/E(k, ω). Hence,
the zeros of the E(k, ω) appear as poles in the interaction, and thus they will contribute to the Green’s
function via the self-energy. On the other hand, if we write the effective potential in terms of the dielectric
function we have δveff(k, ω) = δv(k, ω)/E(k, ω).This tells us that when the dielectric function E is close
to zero, it is possible to have a large effective (internal) field with very small external field. At the poles of
the dielectric function we have self-sustaining oscillatory behavior in the sample, like plasma oscillations.
If the dielectric function has a complex component, we have damped collective oscillations.

Let us now go back to our derivation. We can now evaluate the screened the expression for the screened
interaction further by utilizing the variation of the effective potential with respect to the external potential
as

δveff(1)

δv(2)
= δ(1, 2) +

∫
d4
δ〈n̂H(4)〉
δv(2)

w(1, 2) (3.86)

giving us the standard Dyson-like expression as

W(1, 2) = w(1, 2) +

∫
d3d4W(1, 3)P(3, 4)w(4, 2), (3.87)

where we have defined the polarization propagator as the irreducible density-response at space-time point
1 due to the effective field veff at space-time point 2

P(1, 2) = −iδ〈n̂H(1)〉
δveff(2)

= −iδG(1, 1+)

δveff(1)
= i

∫
d3d4 G(1, 3)Γ(34, 2)G(4, 1+). (3.88)
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From the above equation we see that it is also possible to relate the polarization P to the inverse dielectric
function as

E(1, 2) = δ(1, 2)−
∫
d3w(1, 3)P(3, 2). (3.89)

This is a very useful expression since the imaginary part inverse dielectric function can be measured
via electron energy loss spectroscopy (EELS) [19, 106] where an electrons are bombarded through the
sample and the corresponding electron distribution is measured at the exit L[ε−1] = −Im

[
E−1

]
, where L

denotes the energy-loss function. It tells us which frequencies and momenta dissipate energy [22]. Hence,
the name electron energy loss spectroscopy. The EELS spectroscopy is especially useful in measuring the
plasmon excitations [19]. To this end, we also note that the inverse dielectric function can also be related
to the dynamical structure factor S(k, ω) ∝ −Im

[
E−1

]
. In conclusion, we can relate the polarization P

into a measurable quantity, which allows us to determine the quality of our approximations. The screening
effects play usually a major role in producing non-trivial spectral features like satellite structures.

Furthermore, we can rewrite the vertex function Γ(12; 3) = − δG−1(1,2)
δveff(3) with the help of the definition for

the inverse Green’s function via the Dyson equation G−1(1, 2) = [∂t1 − ĥ(1)−veff(2)]δ(1, 4)−ΣMB(1, 4)

as

Γ(12; 3) = δ(1, 2)δ(2, 3) +
δΣxc(1, 2)

δveff(3)

= δ(1, 2)δ(2, 3) +

∫
d4d5

δΣxc(1, 2)

δG(4, 5)

δG(4, 5)

δveff(3)

= δ(1, 2)δ(2, 3) +

∫
d4d5d6d7

δΣxc(1, 2)

δG(4, 5)
G(4, 6)Γ(67, 3)G(7, 5). (3.90a)

This gives us a way to construct approximations for the vertex function in terms of the many-particle
self-energy.

We have now derived Hedin’s equations which is a key set of equations in many-body perturbation theory

W(1, 2) = w(1, 2) +

∫
d3d4W(1, 3)P(3, 4)w(4, 2), (3.90b)

P(1, 2) = i

∫
d3d4 G(1, 3)Γ(34, 2)G(4, 1+), (3.90c)

Σ(1, 2) = ΣH(1, 2) + i

∫
d3d4W(1, 3)G(1, 4)Γ(42; 3), (3.90d)

Γ(12; 4) = δ(1, 2)δ(2, 3) +

∫
d4d5d6d7

δΣxc(1, 2)

δG(4, 5)
G(4, 6)Γ(67, 3)G(7, 5). (3.90e)

This set of equations can be closed via the Dyson equationG(1, 2) = G0(1, 2)+
∫
d3d4G0(1, 3)ΣMB(3, 4)

×G(4, 2). Furthermore, since all the quantitiesW , Σ and P are functionals of the Green function, these
equations have to be solved self-consistently.

In Fig. 3.11 we see the diagrammatic structure for the Hedin’s equations. The screened interactionW
is denoted by the double wiggly line whereas the bare Coulomb interaction w is denoted by the single
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wiggly line. The polarization propagator is denoted by grey bubble. Therefore, we see that the Dyson-like
expression for the screened interaction W causes the bare interaction to be renormalized due to the
polarization effects caused by the added particle or hole. The vertex function in Fig. 3.11 is denoted by the
grey triangle shown in the diagrams for the polarization and the self-energy. The last diagram denotes
the structure for the Dyson-equation. The single lines denote bare propagators whereas the double lines
denote the dressed propagators.

= + +. . .+W:

= +

P: i=

G:
= +

Figure 3.11: Feynman diagrams constituting Hedin’s equations.

By taking the vertex function in Hedin’s equations (3.90) to be proportional to delta function we recover
the first order inW for self-energy, i.e., the standard GW approximation

Γ(0)(1, 2; 3) = δ(1, 2)δ(1, 3) (3.91)

P0(1, 2) = −iG(2, 1)G(1, 2+) (3.92)

Σ(1)
xc (1, 2) = iW(1+, 2)G(1, 2). (3.93)

These equations form a coupled set of equations together with the Dyson equations for the screened
interaction W as well for the single-particle Green’s function (Eq. (3.60)) and they should be solved
up to self-consistency. The diagrammatic structure of the GW self-energy is presented in the Fig. 3.12.
In literature there are many variants of the GW approximation which often use the HF or some DFT
based Green’s function to do a single shot GW calculation. Such an approximation is called G0W0

approximation.
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With the first order approximation for the polarization P0(1, 2) = iG(1, 2)G(2, 1), constituting of a
particle-hole pair, we can solve the screened interaction by repeated substitution writing formally as

W = w + wP0W = w + wP0w + wP0wP0w + ... . (3.94)

If we substitute this into the equation of the self-energy Σ(1), together with the definition of the polarization
propagator P0, we obtain

Σ(1)
xc (1, 2) = iw(1, 2)G(1, 2) (3.95)

+i

∫
d3d4 w(1, 3)G(3, 4)G(4, 1)w(4, 2)G(1, 2) + .., , (3.96)

which is an infinite expansion of the self-energy in terms of the bare interaction. The use of screened
interaction, therefore can be seen as a selected set of self-energy terms summed up to finite order. The
particles in the interacting system respond to the potential, which includes the induced potential due to the
response of the system to the external potential (see Fig. 3.12).

+ + +

Figure 3.12: Feynman diagrams constituting the GW approximation. We have again the Hartree-Fock
approximation as a subset, but now in addition we have also an infinite sum of polarization diagrams.

By evaluating the next iteration for the vertex function in Eq. (3.90), we obtain the first order terms of Γ

and P in terms of the screened interactionW

Γ(1)(1, 2; 3) = iW(1+, 2)G(1, 2)G(3, 2), (3.97)

P1(1, 2) = −i2
∫
d3d4 G(2, 3)G(4, 2+)W(3+, 4)G(3, 1)G(1, 4), (3.98)

as well as the second order term inW of the self-energy

Σ
(2)
xc (1, 2) = i2

∫
d3d4W(1+, 2)G(1, 4)W(4+, 2)G(4, 3)G(3, 2). (3.99)

This set of equations is commonly referred as the first-order vertex correction, or simply vertex correction
of the GW self-energy. The diagrammatic structure of the vertex correction is presented in the Fig. 3.13.
By continuing this iterative procedure of Hedin’s equations, we can generate infinite partial summations
for the self-energy and polarizability in terms of the screened interactionW .
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In order to rigorously include the vertex corrections, one should include them at the same level for
the self-energy and polarizability [48, 47, 107]. Since the contributions from these two factors mainly
cancel each other[108, 109]. Another important point is the relation between self-consistency and vertex
corrections, as noted by Dubois [110, 111], is that the self-consistency procedure makes the correlation
function smaller while the vertex effects make them larger. Thus, one needs to find the right mix between
vertex correction for the self-energy and the polarizability together with self-consistency to capture the
effects of interest. In addition, vertex corrections in diagrammatic approximations to the polarizability are
known to be crucial for capturing double and higher particle-hole excitations, excitons, multiple plasmon
excitations, etc., as well as for estimating excitation life-times.

(2) =
P

(1)
=

Figure 3.13: Feynman diagrams for the 1st-order vertex for the self-energy and polarization.

G0W0 FOR HOMOGENEOUS 3D ELECTRON GAS

To substantiate the discussion of the GW approximation we consider as an example the G0W0 approxi-
mation for the homogeneous electron gas. This section is also motivated by the fact that the second part of
this thesis was to study the role of the vertex corrections and dressing of the Green’s function, a question
which still remains unanswered.

From the early days of the GW approximation, after its introduction by Lars Hedin [94] in 1965,
the question of vertex corrections versus self-consistency has been triggering new research. The self-
consistency procedure in GW approximation is know to lead to deterioration of the description of the
bandwidth of metals and semiconductors, leading to overestimation of experimental results. In addition,
the self-consistency procedure causes damping of the plasmon satellite structure [56, 112] compared to
the G0W0 approximation. This damping procedure is a very similar to the one observed for the Coulomb
side peak structure in the Anderson impurity model [57]. For the Anderson impurity model the Coulomb
side peak structure as well as an approximation for the Kondo peak can be obtained by doing a single shot
2B calculation [11], i.e., a calculation without self-consistency. Since the 2B approximation contains the
second order exchange term, this could imply that the second order exchange coming from the vertex
corrections to the GW self-energy could restore the plasmon features. To this end, we note that the reason
for doing self-consistent GW calculations is that it is conserving (see section 3.5 in chapter 3).

The homogeneous electron gas or the jellium model is described by the density parameter rs which is
related to the electron density by 1/n = 4πr3

sa
3
0/3. In other words rs gives the radius of a sphere in units

of the Bohr radii a0 which encloses one unit of charge in an electron case with density n = N/V where
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N is the number of electrons. The density parameter rs can be related to the Fermi wave vector via the
relation

kFa0 =

(
9

3

)1/3 1

rs
. (3.100)

For metallic systems rs is usually on range from 2 to 5. The parameter rs is a measure of relative
importance of the Coulomb interaction in a metal. A typical value for the Coulomb interaction in a metal
is approximately w ∼ e2/rs and the characteristic kinetic energy is of the order of the Femi energy εF
yielding for the ratio to be proportional to the density parameter rs, w/εF ∼ rs.

Since the homogeneous 3D electron gas is a translational invariant system in space and time we can
perform Fourier transforms of G0 andW0 into the (ω,k) space

G0(1, 2) =

∫
dk

(2π)3

∫
dω

2π
eik·(r1−r2)e−iω(t1−t2)G0(k, ω), (3.101)

W0(1, 2) =

∫
dk

(2π)3

∫
dω

2π
eik·(r1−r2)e−iω(t1−t2)W0(k, ω), (3.102)

P(k, ω) = −i
∫

dk

(2π)3

∫
dν

2π
G0(k, ν)G0(k + p, ω + ν) (3.103)

Within G0W0 approximation the self-energy Σ(1, 2) = iG0(1, 2)W0(1+, 2) = iW0(2, 1+)G0(1, 2) we
will approximate the one-particle Green’s function with the non-interacting Green’s function

G0(k, ω) =
nk

ω − εk − iη
+

1− nk
ω − εk + iη

, (3.104)

where nk denotes the occupation of the state with the momentum k. To obtain a more accurate description
of the spectral properties we will add a small kinetic self-energy renormalization ∆ to the denominator of
the G0 to mimic self-consistency effects. We can choose this quantity by doing two separate calculations
for the self-energy ΣR and by requiring µ− εkF − ΣR(kF , µ) = 0. From this we can determine the shift
in the pole of the Green’s function for the next iteration to be ∆ = µ− εkF [113].

In Fig. 3.14 we show the self-energy and spectral function for an homogeneous electron gas at G0W0

level. In the upper panel of Fig. 3.14 we show the real and imaginary part of the self-energy for rs = 4.0

with wave vectors below and above the Fermi wave number. According to Luttinger the imaginary part of
the self-energy close to the Fermi surface goes as Im [ΣR(k, ω)] = sgn(µ− ω)c(k)(ω − µ)2, i.e. close
to Fermi surface the imaginary part of the retarded self-energy approaches zero as ω2 [22]. This we can
see for the imaginary parts of the self-energy plotted in the upper plane of Fig. (3.14). Remembering
that Im Σ represents a life-time or inverse of the decay rate of a quasiparticle τ−1

k = Zk Im ΣR
MB(k, ω).

Implies this that quasiparticles are well defined on the Fermi surface. In the lower panel of the Fig. 3.14
we show the spectral functions with rs = 2.0, 4.0, 6.0 for wave numbers k = 0.5kF , kF , 1.5kF . A figure
of the spectral function as a function of k and ω can be seen in Fig 3.16a. We see that quasiparticle peak
has a non-zero width for k = 0.5kF and k = 1.5kF , i.e, for the states which are not on the Fermi surface.
The non-zero width of the quasi-particle peak can be understood the density fluctuation spectrum which at
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the RPA level includes both continuum of electron-hole pair and plasmon excitations. For the states not
on the Fermi surface, the quasiparticle is damped due to excitation of particle hole pairs, and at higher
momenta also due to excitation of plasmons. We also notice, that the G0Wo spectral function contains the
first plasmon peak next to the quasiparticle peak.

The lowest order approximation for the polarization P0 will lead to the Random Phase Approximation
(RPA) (see also section 3.6 in chapter 3) for the dielectric function and for the effective interaction, which
we can see to be the Lindhard dielectric function [113]. In Fig. 3.15 we show the RPA response at the
G0W0 level, i.e. the RPA response for rs = 3.0. At low frequencies the real part of dielectric function
has a large positive contribution which means the low frequency charge distribution is strongly screened.
The cut-off for the imaginary part gives us the maximum energy for single particle excitations. If Re [ε]

contains a pole in the region where Im [ε] = 0 our system can possess a plasmon. For the situation
Im [ε] = Re [ε] = 0 the system possess an undamped plasma oscillation. In the left panel of Fig. 3.15 we
show the Lindhard function below the critical wave number, i.e. before the plasmon excitation reaches
the electron-hole continuum (left panel) and at the critical wave number (middle panel), and in the (right
panel) we show the standard dispersion relation curves for the electron gas. In Fig 3.16b we illustrate the
inverse of the dielectric function. The high resonance is the plasmon peak while the lower order excitations
describe electron-hole pairs.
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Figure 3.14: G0W0 self-energy for the homogeneous electron gas. On the upper row we show the real and
imaginary part of the ΣR for rs = 4.0. The dotted line represents the line ε+ µ− εk. In the lower panels
we show the spectral function for different values of rs.
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Figure 3.15: Real and imaginary part of the dielectric response with G0W0 approximation for rs = 3. Left
panel k < kF , middle panel k = kF . In right panel we show the dispersion relation for 3D homogeneous
electron gas consisting of plasmon branch and particle-hole continuum.
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Figure 3.16: G0W0 self-energy (a) and the inverse dielectric function (b) for the homogeneous electron
gas with rs = 3.0.
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3.4.3 T-MATRIX APPROXIMATION

The third correlated many-particle approximation we used in this thesis work is the T -matrix approximation
which is particularly useful in studying strongly correlated systems where the short range interaction plays
a dominant role. The T -matrix approximation can be derived by approximating the two-particle Green’s
function G2 as an infinite sum of two-particle collision terms

G2(12; 1′2′) = G(1, 1′)G(2, 2)−G(1, 2′)G(2, 1′)

+i

∫
d3d4G(1, 3)G(2, 4)w(3, 4)G2(34; 1′2′) (3.105)

where the first two terms describing free propagation of two particles is just Hartree-Fock approximation
while the integral kernel takes into account all the other collision processes where the particles interact one
or several times before or after the collision. We can now define the T -operator (or transfer-operator) as

T (12; 1′2′) = w(1, 2)δ(1, 1′)δ(2, 2′) +

i

∫
d3d4T (12; 34)K(34; 1′2′)w(1′, 2′), (3.106)

where K(12; 1′12′) = G(1, 1′)G(2, 2′) is a propagator for two-particles (or two holes). which allows us
to write the wG2 term in the equation of motion of the one-particle Green’s function (3.51) as

w(1, 2)G2(12; 1′2′) =

∫
d3d4T (12; 34)

[
G(2, 1′)G(4, 2′)−G(3, 2′)G(2, 1′)

]
(3.107)

yielding us the following T -matrix expression of the many-particle self-energy

ΣTMAT
MB (1, 2) = −i

∫
d3d4 [T (12; 34)− T (12; 34)]G(3, 4+) (3.108)

which we need naturally solve up to self-consistency in a similar fashion as the GW approximation. In
Fig. 3.17 we show the diagrammatic expansion of the T -matrix self-energy

++ +
+ + + . . .

Figure 3.17: Feynman diagrams for T -matrix approximation.

We have now introduced the standard many-particle self-energy approximations. These are the approxima-
tions that are also used in the quantum transport section of this thesis.
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3.5 CONSERVING APPROXIMATIONS

When developing theory for the non-equilibrium problem it is important to have self-energy approximations
which satisfy the basic conservation laws for particle number, momentum and energy. Otherwise, the
chosen scheme for transport problem will be unable to answer the basic questions, like what is the current
through the system, and in worst scenarios leads to unphysical results and to inability of numerical
time-propagation. All the approximations discussed so far are conserving in the sense of Kadanoff
and Baym [48, 47], i.e., the observables calculated form the Green’s function with these self-energy
approximations will obey the fundamental conservation laws like particle conservation which can be
expressed via continuity equation

∂tn(r, t) = −∇ · j(r, t). (3.109)

The momentum conservation, for example, is expressed as the sum of translational part, being proportional
to the electric field E(1) = −∇1v(1)−∂tA(1), and the rotational part, being proportional to the magnetic
field B = ∇×A, as

d

dt
〈P̂ 〉 = −

∫
dx1

[
〈n̂(1)〉E(1) + 〈̂j(1)〉 ×B(1)

]
. (3.110)

According to Baym and Kadanoff [48, 47] a sufficient condition that the self-energy approximation is
conserving, is that it is obtainable from gauge-invariant Φ-functional according to

Σ(1, 2) =
δΦ[G]

δG(2, 1+)
. (3.111)

Due to this, the conserving approximations are often called Φ-derivable approximations. If the functional
is symmetric under infinitesimal variations of the Green’s function we have

δΦ =

∫
d1

∫
d2 Σ(1, 2)δG(2, 1+) = 0. (3.112)

The requirement for the symmetry under variations guarantees the satisfaction of the conservation laws.
Luttinger and Ward [114] showed that a closed gauge invariant Φ-functional could be constructed by
summing over the irreducible self-energy diagrams closed with additional Green’s function line

Φ[G] =
∑

nk

1

2n

∫
d1

∫
d2 Σ

(n)
k (1, 2)G(2, 1+) =

∑

nk

1

2n
trC
[
Σ

(n)
k G

]
. (3.113)

where k labels the Σ-diagrams, n labels the number of interaction lines, and trC indicates integration over
all internal vertex points on the Keldysh contour C. In other words, the exact self-energy is a sum of
all dressed skeleton diagrams, i.e., Green’s functions without self-energy insertions, closed with extra
self-energy line (see Fig. 3.18).
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Figure 3.18: Φ functionals for the standard conserving self-energy approx-
imations.

CHARGE CONSERVATION

Now we demonstrate how the Φ-derivability of the self-energy implies the fulfillment of the continuity
equation

∂1〈n̂(1)〉 = −∇1〈j(1)〉, (3.114)

where the expectation values for density and current operators are expressed with the help of one-particle
Green’s function

〈n̂(1)〉 = iG(1, 1+), (3.115)

〈̂j(1)〉 = −i
{[∇1

2i
− ∇1+

2i

]
G(1, 1+)

}

1′=1+
. (3.116)

The continuity equation or number conservation follows from the symmetry of Φ[G] under variations.
Therefore, if we consider the perturbing potential to transform under gauge as v→ v′ + ∂t1λ(1) (and in
the case of vector potential A→ A′ +∇λ(1)) the one-particle part of the Hamiltonian transforms as

ĥ′ =
1

2
[∇+∇λ]2 + v′ + ∂tλ− µ, (3.117)

where λ is an arbitrary function which satisfies the KMS boundary condition λ(t0) = λ(t0 − iβ). The
only constraint for the transformation of the Green’s function under the chosen gauge is that it satisfies the
equation of motion with the transformed Hamiltonian

(i∂t1 − ĥ′)G(1, 2;λ) = δ(1, 2) +

∫
d3 Σ(1, 3;λ)G(3, 2;λ). (3.118)
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Starting from the noninteracting Green function, which satisfies the following equation of motion (i∂t1 −
ĥ′)G0(1, 2;λ) = δ(1, 2) we find out that G0 transforms according to

G0(1, 2;λ)→ e−iλ(1)G0(1, 2)eiλ(2), (3.119)

which can be seen by considering the change of wave functions under the chosen gauge transformation,
which define the transformed non-interacting Green’s function in terms of the transformed field operators.
Another way to see this just by direct differentiation. Together with Dyson equation and the transformation
of G0 it is straightforward to see that the interacting Green’s function and a diagrammatically given
self-energy will also transform as

G(1, 2;λ) → e−iλ(1)G(1, 2)eiλ(2) (3.120)

Σ(1, 2;λ) → e−iλ(1)Σ(1, 2)eiλ(2). (3.121)

These transformations also follow from the particle conservation in the internal vertex points [48, 47].
Now the invariance of Φ under a gauge change gives [22]

0 = δΦ[G] = tr
{

ΣδG
}

=

∫
d1

∫
d2 Σ(1, 2)δG(2, 1), (3.122)

where the first order change in G with respect to λ is δG(1, 2) = −i(λ(1)− λ(2))G(1, 2) yielding

δΦ[G] = −i
∫
d1

∫
d2 Σ(1, 2)(λ(2)− λ(1))G(2, 1)

= i

∫
d1

∫
d2 [Σ(1, 2)G(2, 1)−G(1, 2)Σ(2, 1)]λ(1). (3.123)

This has to hold for all λ and consequently

∫
d2 [Σ(1, 2)G(2, 1)−G(1, 2)Σ(2, 1)] = 0. (3.124)

This relation will imply the validity of continuity equation as we will see below. From the equation of
motion of the Green’s function (3.51), by subtracting the adjoint equation and letting 2→ 1+, we obtain

[
i∂1 + i∂1+ − ĥ(1) + ĥ(1+)

]
G(1, 1+) =

∫
d1̄
[
Σ(1, 1̄)G(1̄, 1+)−G(1, 1̄)Σ(1̄, 1+)

]
. (3.125)

Now since the integral in the right hand side is proven to be zero, we have

[i∂1 + i∂1+ ]G(1, 1+) = [ĥ(1)− ĥ(1+)]G(1, 1+) (3.126)

which reduces to [i∂1 + i∂1+ ]G(1, 1+) = [(∇1 +∇1+)(∇1 − ∇1+)]G(1, 1+), yielding the continuity
equation.

∂1〈n̂(1)〉 = −∇1〈j(1)〉. (3.127)
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The momentum conservation follows from the invariance of Φ[G] under translations whereas the angular
momentum conservation is consequence of the invariance of Φ[G] under rotations. The energy conservation
follows from the invariance of Φ[G] when observer uses a flexible clock [48, 47, 23, 22].

3.6 DENSITY RESPONSE FUNCTION

The response theory is an essential tool in determining various physical properties of a many-electron
system. Response function of a system to an external electric or magnetic field reveals neutral excitation
spectrum of the system, while the imaginary part of the density response function relates to collective
excitations. Like we saw in previous section also the optical absorption spectra and EELS spectra can be
related to the response function of the studied many-particle system. In linear response regime we can
define the density response function to a weak external perturbation as

δ〈n̂(x1t1)〉 =

∫
dx2

∫
dt2 χ

R(x1t1,x2t2)δv(x2t2) (3.128)

where we have defined the retarded density-response function giving us the neutral excitation spectrum as

χR(x1t1,x2t2) = −iθ(t1 − t2)〈[n̂H(x1t1), n̂H(x2t2)]〉. (3.129)

The retarded component guarantees correct causal properties, i.e., the disturbance at r2 can lead changes in
density at all spatial points, but the disturbance at time t1 can lead to changes at the observed quantity only
for later times than t1. The expression for the retarded density-response function follows from studying
systems in response to an external perturbation δv(t) where the full Hamiltonian reads (omitting the spatial
index)

Ĥ(t) = Ĥ0 + δv(t) (3.130)

where δv(t) = 0 for t < t0. The expectation value of an operator Ô, 〈ÔH(t)〉 = Tr{ρ̂ÔH(t)} will now
change due to the perturbation as

δ〈ÔH(t)〉 = 〈ÔH(t)〉 − 〈ÔH(t0)〉. (3.131)

Furthermore, the time-evolution operator can now be written as

Û ′(t, t0) = Û(t, t0) + δÛ(t, t0) (3.132)

which will allow us to write the expectation value of operator Ô at time t as

〈Ô(t)〉 = Tr
{
ρ̂Û ′(t0, t)ÔÛ ′(t, t0)

}

= Tr
{
ρ̂Û(t0, t)ÔÛ(t, t0)

}
+ Tr

{
ρ̂Û(t0, t)ÔδÛ(t, t0)

}
+ Tr

{
ρ̂δÛ(t0, t)ÔÛ(t, t0)

}
+O((δv)2)
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= 〈Ô(t0)〉+ Tr
{
ρ̂δÛ(t0, t)ÔÛ(t, t0)

}
+ Tr

{
ρ̂Û(t0, t)ÔδÛ(t, t0)

}
+O((δv)2) (3.133)

which then allows us the write the linear response equation for operator Ô due to the perturbation δĤ(t)

as

δO(t) = −
∫ t

t0

dt′ 〈[δÔH0(t), δÔH0(t′)]〉. (3.134)

This allows us to write the density deviation δ〈n̂(x1t1)〉 as [115]

δ〈n̂(x1t1)〉 = 〈n̂(x1, t1)〉v − 〈n̂(x1, t1)〉

≈
∫ ∞

−∞
dt2

∫
dx2 θ(t1 − t2)〈[n̂H(x1t1), n̂H(x2t2)]〉δv(x2, t2). (3.135)

We can now define the density response function χ on the contour C as the contour-ordered product of
density deviation operators

χ(x1z1,x2z2) = −i〈TC [∆n̂H(x1z1)∆n̂H(x2z2)]〉,

where ∆n̂(x) = n̂(x)−〈n̂(x)〉 and TC is the contour-ordering operator and the average 〈. . .〉 is performed
over the many-body state of the system. The greater χ+− ≡ χ> and lesser χ−+ ≡ χ< response functions
read

χ>(x1t1,x2t2) = −i〈∆n̂H(x1t1)∆n̂H(x2t2)〉 (3.136)

χ<(x1t1,x2t2) = −i〈∆n̂H(x2t2)∆n̂H(x1t1)〉 (3.137)

and fulfill the symmetry relation iχ≶(x1t1,x2t2) = [iχ≶(x2t2,x1t1)]∗. We can now express the retarded
response function in terms of the greater and lesser componentes as

χR(x1t1,x2t2) = θ(t1 − t2)(χ> − χ<)(x1t1,x2t2). (3.138)

Like for the one-particle Green’s function, we can write a Lehmann representation for the density-response
function

χ>(x1t1,x2t2) = −i
∑

j

e−i(Ej−E0)(t1−t2)fj(x1)f∗j (x2) (3.139)

χ<(x1t1,x2t2) = −i
∑

j

e−i(E0−Ej)(t1−t2)f∗j (x1)fj(x2) (3.140)

where we have used the completeness relation
∑

j |Ψj〉〈Ψj | of states j which can be both discrete and
continuous and we have introduced the so-called excitation amplitudes fj(x) = 〈Ψ0|∆n̂(x)|Ψj〉 between
the ground state |Φ0〉 and the excited state |Φj〉. The excitation amplitudes vanish if the number of particles
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Figure 3.19: The neutral excitation spectrum of atom or molecule given by imaginary part of the density
response function. I denotes the ionization edge.

for the ground state and excited state differ. In equilibrium, the Green’s function and as a consequence
the response function will depend on the time-difference t1 − t2 only, allowing us to perform a Fourier
transform with respect to t1 − t2 giving us

χ>(x1,x2, ω) = −i
∑

j

δ(ω − (Ej − E0))fj(x1)f∗j (x2) (3.141)

χ<(x1,x2, ω) = −i
∑

j

δ(ω + (Ej − E0))f∗j (x1)fj(x2) (3.142)

which after substitution to the equation for the retarded response function (3.138) gives us the Lehmann
representation

χR(x1,x2, ω) =
∑

j

[
fj(x1)f∗j (x2)

ω − (Ej − E0)− iη −
f∗j (x1)fj(x2)

ω + (Ej − E0) + iη

]

=

∫
dω′

2π

B(ω′)
ω − ω′ + iη

(3.143)

where η is a positive infinitesimal and we defined the spectral function B for the density response as
B(ω) = i[χ>(ω)− χ<(ω)] which contains information on the energy of the neutral excitations and can
be measured in optical absorption experiments. From equation (3.141) we see that due to the symmetry
relation χR(−ω) = χR(ω)∗ (where ω ∈ R) the real part of χR is an even function and the imaginary
part is a odd function, a result we will utilize later. We will also see that the χR has simple poles for
discrete and branch cuts for the continuous part of the spectrum j. Hence, the spectral function B has
delta-like peaks for the discrete excitation energies and a continuum of excitations as shown in Fig. 3.19.
We also notice that χ>(ω) is only nonzero for positive frequencies and gives the excitation energies while
the lesser component χ<(ω) is only nonzero for negative frequencies and describes the de-excitation
processes. The two functions are related by χ>(ω) = χ<(−ω).
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3.6. DENSITY RESPONSE FUNCTION

Since the density response function χR(x1t1,x2t2) depends on the density given as a product of creation
and annihilation operators n̂H(x1, t1) = ψ̂†H(x1t1)ψ̂H(x1, t1), it can be viewed as the probability of
electron-hole pair created at space-time point (x, t2) and to be observed at space-time point (x1, t1). If
the electron-hole pair does not interact, i.e., we are describing the free-propagation of electrons, we obtain
single bubble diagram denoted by χ0, the first diagram after the equality sign in Fig. 3.20 . In reality due
to Coulomb interaction electron and hole can interact all the possible ways, which we denote by the grey
block in Fig. 3.20. The Fig 3.20 also shows some possible lowest order scattering process for the response
function χ. We note that the expansion for χ contains diagrams which can be reduced to two or more
response diagrams by cutting an interaction line. Therefore, χ is called interaction line reducible response
function. In many-body perturbation theory it is often more convenient to calculate the irreducible part P
of the response function χ defined by the Dyson equation

χ(x1z1,x2z2) = P(x1z1,x2z2)

+

∫
dx3dx4

∫

C
dz3dz4 P(z1,x3z3)w(x3z3,x4z4)χ(x4z4,x2z2), (3.144)

which elaborates the fact the the reducible diagrams can be constructed by connecting irreducible diagrams
by interaction lines in a sequence.
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Figure 3.20: Feynman diagrams for the reducible density response function (a) and irreducible response
function (b). The grey bubble represents all the possible scattering events for the electron-hole pair.
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Approximating the irreducible response by the zeroth order term in interaction denoted by P we obtain
the Random Phase Approximation (RPA) form of the dielectric function and effective interaction (see
Fig. 3.21)

χ(x1z1,x2z2) = Po(x1z1,x2z2)

+

∫
dx3dx4

∫

C
dz3dz4 P0(z1,x3z3)w(x3z3,x4z4)χ(x4z4,x2z2), (3.145)

which corresponds to an infinite summation particle-hole diagrams. The RPA approximation performs
well for high-density homogeneous electron system (rs 5 1) since Coulomb interaction is large for small
momenta (V (q)→∞ for q→ 0), so that in perturbation theory the higher order terms containing extra
e2 will be compensated with 1/q2 term yielding us RPA response in the from of geometric series

χ(q, ψ) =
P0(q, ω)

1− 4πe2

q2 P0(q, ω)
(3.146)

where the P0 corresponds to the free propagation of an electron–hole pair, without scattering processes.
The higher order terms correspond to a special subset of all possible scattering processes. The electron–hole
pair is annihilated in an interaction process creating another electron–hole pair.
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Figure 3.21: Feynman diagrams for RPA response illustrating the propagation of electron-hole pair.

3.6.1 BETHE-SALPETER EQUATION

We can obtain the optical absorption spectrum from the time-dependent equations of motion for the Green’s
function by applying an external perturbation such as a sudden delta function kick, after which we calculate
the time-dependent density from the lesser Green’s function [116, 117]. By Fourier transforming the
density response χR(t) =

∫
dt̄ δG<(t, t̄)δv(t̄), where δG<(t, t) = −i[G<(t, t) −G<(t0, t0)], we then

obtain the optical absorption spectrum. This spectrum corresponds to an infinite series of response diagrams
generated by the Bethe-Salpeter equation (BSE) [118, 20] and it provides standard and systematic way to
go beyond RPA response. The BSE is a Dyson-like equation for the four-point reducible polarizability
L(12; 34) which, since the variation of the Green’s function is related to the two-particle Green’s function,
is related to the two-particle excitation spectrum. The function L(12; 34) is obtained as the response to a
non-local scalar potential u(4, 3) [20]
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L(12; 34) = −δG(1, 2)

δu(4, 3)
= L0(12; 34) +

∫
d(5678)G(1, 5)G(7, 3)K(56; 78)L(82; 64) (3.147)

where L0(12; 34) = G(1, 4)G(2, 3) and the four-point reducible kernel K is given by K(12; 34) =

−iδΣ(1, 3)/δG(4, 2). By taking the limit 3 → 1+ and 4 → 2+ we obtain an equation for the response
function since χ(1, 2) = iL(12; 1+2+).

The standard self-energy approximations, e.g., the Hartree-Fock (HF), the second order Born (2B) or the
GW approximation can be utilized to derive diagrammatic approximations for the K which are shown
in Fig. 3.22. By defining a two-particle irreducible and one interaction line irreducible kernel K̃ as (see
Fig. 3.22d)

K̃(12; 34) = K(12; 34)− iδ(1, 3)δ(2, 4)w(1, 2), (3.148)
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Equations used in talks

⌃GW = (1)

⌃HF = (2)

⌃2B = (3)

KHF = (4)

K2B = (5)

KGW (6)

G2 (7)

� �

�v(3)
(8)

+ (9)

� (10)

= (11)

1 (12)

2 (13)

3 (14)

Equations used in talks

⌃GW = (1)

⌃HF = (2)

⌃2B = (3)

KHF = (4)

K2B = (5)

KGW (6)

G2 (7)

� �

�v(3)
(8)

+ (9)

� (10)

= (11)

1 (12)

2 (13)

3 (14)

Equations used in talks

⌃GW = (1)

⌃HF = (2)

⌃2B = (3)

KHF = (4)

K2B = (5)

KGW (6)

G2 (7)

� �

�v(3)
(8)

+ (9)

� (10)

= (11)

1 (12)

2 (13)

3 (14)

Equations used in talks

r1t (1)

r2t
0 (2)

R (3)

Gbulk(r1 � r2, t
0 � t) (4)

Gfree(r2 �R, t0) (5)

Gfree(r1 �R, t) (6)

⌃GW = (7)

⌃HF = (8)

⌃2B = (9)

KHF = (10)

K2B = (11)

KGW (12)

K̃ (13)

P (14)

2

P(1, 2) (15)

PHF (16)

PGW (17)

P2B = PHF (18)

K (19)

G2 (20)

� �

�v(3)
(21)

+ (22)

� (23)

= (24)

1 (25)

2 (26)

3 (27)

3+ (28)

⇥ (29)

Equations used in talks

r1t (1)

r2t
0 (2)

R (3)

Gbulk(r1 � r2, t
0 � t) (4)

Gfree(r2 �R, t0) (5)

Gfree(r1 �R, t) (6)

⌃GW = (7)

⌃HF = (8)

⌃2B = (9)

KHF = (10)

K2B = (11)

KGW (12)

K̃ (13)

P (14)

++ +

++ +

+ + + +

+++

+ + +

+ + +

Equations used in talks

r1t (1)

r2t
0 (2)

R (3)

Gbulk(r1 � r2, t
0 � t) (4)

Gfree(r2 �R, t0) (5)

Gfree(r1 �R, t) (6)

⌃GW = (7)

⌃HF = (8)

⌃2B = (9)

KHF = (10)

K2B = (11)

KGW = (12)

K̃ (13)

P (14)

% = % –
(a)

(b)
P(1,2) = +

+ +...

1 2
%

1 2

%%
1 2

(d)

(a)
P2B = PHF +

+ +

+

+

+

(b) PGW =

+

+...

+ +

+ +...

(g)

(e)

(f)

Figure 3.22: a) Hartree-Fock approximation for self-energy Σ and the corresponding BSE kernel K.
b) Second order born approximation for the self-energy and The BSE kernel corresponding to the
2B approximation. c) GW self-energy and the corresponding irreducible kernel K. (d) Two-particle
irreducible and one interaction line irreducible kernel K̃. (e) The diagrammatic expression for the
polarizability in terms of BSE kernel K̃ as well as with (f) 2B approximation and (g) GW approximation.
(Fig. from Uimonen et al. Phys. Rev. B 91 115104 (2015)
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we can write the polarizability as an infinite series of response diagrams

P(1, 2) = P0(1, 2) + i

∫
d(3456)G(5, 1)G(1, 3)K̃(34; 56)G(4, 2)G(2, 6) + . . . . (3.149)

whereP0(1, 2) = −iG(1, 2)G(2, 1). The diagrammatic expression for this equation is shown in Fig. 3.22e.
By using the kernels in Fig. 3.22a, 3.22b, and 3.22c„ removing the Hartree part, we obtain the approxi-
mations shown in Fig. 3.22f and Fig 3.22g. A very commonly used approximation to study the exitonic
properties of solids is the static GW approximation [20, 119, 120] where in the GW kernel K̃GW

K̃GW(12; 34) = iδ(1, 2)δ(3, 4)W(1, 3) + iG(1, 3)
δW(1, 3)

δG(2, 4)
(3.150)

the functional derivative ofW is neglected giving us a static GW kernel

K̃(0)
GW(12; 34) = iδ(1, 2)δ(3, 4)W(1, 3) (3.151)

which leads to the polarizability of similar to the HF, but in which the bare interaction lines are replaced
by statically screened ones.

3.7 POSITIVE SEMI-DEFINITE APPROXIMATIONS

So far we have discussed conserving Φ-derivable approximations for the self-energy as well as for
the response function. Another class of self-energy approximations are positive semi-definite (PSD)
approximations. These are self-energy approximations which will yield a PSD spectrum for the self-
energy or for the response function. In this section we will discuss the systematic way to construct PSD
approximations introduced in articles [4, 5]. We start from an expression of the self-energy derived by
Danielewicz [21] and use the Keldysh formalism [33] to extract the lesser/greater components (these
components are needed to construct the spectral function). The lesser and greater components are factorable
by using the Lehmann representation of the Green’s function [71, 72]. This partitioning can be seen as a
cutting of the Feynman diagram. A similar cutting procedure is used in high-energy physics to calculate
the imaginary part of diagrams contributing to the scattering amplitudes [121, 122, 123, 124, 125, 126].
In high-energy physics the discussion of the positivity is not addressed. A scheme to construct positive-
definite photoemission current [127] as proposed by Almbladh for a diagrammatic perturbation theory of
the photoemission current initiated the work towards PSD approximations.

The need for PSD approximations arises from the observation that the vertex corrections will yield negative
domains for the spectral function as observed by Peter Minnhagen in 1974 [62]. Negative domains in the
BSE response spectra were also observed by Sangalli et al. [119]. They proposed an another cutting rule
based on the time-ordered half-diagrams to guarantee that the BSE density response function does not
have any spurious poles.

64



3.7. POSITIVE SEMI-DEFINITE APPROXIMATIONS

We start by showing that the exact self-energy will be PSD. Since the time-local Hartree-Fock part of the
self-energy will yield positive spectra we will focus our attention to the correlation part. We can write the
self-energy as

ΣMB(1, 2) = Σδ(1, 2) + θ(t1, t2)Σ>
c (1, 2) + θ(t2, t1)Σ<

c (1, 2) (3.152)

where the greater and lesser components of the self-energy are given in terms of γ̂ operators by Eq. (3.45)

Σ<
c (x1t1,x2t2) = i〈γ̂†H(x2t2)γ̂H(x1t1)〉irr , (3.153a)

Σ>
c (x1t1,x2t2) = −i〈γ̂H(x1t1)γ̂†H(x2t2)〉irr , (3.153b)

where the subscript ”irr” denotes the irreducible part of the self-energy. From the Dyson equation on the
Keldysh contour C we can derive a relation between the self-energy and the Green’s function as [22]

G≶(x1,x2, ω) =

∫
dx3

∫
dx4G

R(x1,x3, ω)Σ≶
c (x3,x4, ω)GA(x4,x2, ω), (3.154)

where we have performed Fourier transform with respect to the time-difference t1 − t2. As we discussed
already in Sec. 3.2 the retarded and advanced Green’s functions are given as

GR/A(x1,x2, ω) = i

∫
dω′

2π

G>(x1,x2, ω
′)−G<(x1,x2ω

′)
ω − ω′ ± iη (3.155)

and they are adjoints of each other GA(ω) = [GR(ω)]†. In Sec. 3.2 we saw that the greater and lesser
functions G≷ have a well defined sign for all frequencies ω, 〈φ|iG>(ω)|φ〉 ≥ 0 and 〈φ|− iG<(ω)|φ〉 ≥ 0.
This followed from the the Lehmann representation. Therefore, iG> and −iG< are PSD matrices in
(x, ω)-space. Thus, the PSD of ∓iG≶ implies that ∓iΣ≶

c is PSD and vice versa.

As an example we will study the lesser self-energy, e.g., Σ<
c (the same reasoning applies to Σ>

c as well
as for the response functions χ and P). We will consider systems at zero temperature possessing a
non-degenerate ground state Ψ0. Using the definition of operators in the Heisenberg picture we can write
Eq. (3.153b) as

Σ<
c (x1t1,x2t2) = i〈Ψ0|Û(t0, t2)γ̂†(x2)Û(t2, t0)Û(t0, t1)γ̂(x1)Û(t1, t0)|Ψ0〉irr , (3.156)

where we have taken the expectation value with respect to the non-degenerate ground state. We will
assume that we can obtain the interacting ground state Ψ0 by utilizing the adiabatic theorem. i.e., the
interaction is switched on adiabatically Ĥ = Ĥ0 + e−η|t−t0|w, where η > 0 is a small infinitesimal (in
units of energy) and at time t = t0 we have the full Hamiltonian of the interacting system. Hence, the
interacting ground state can be obtained by evolving backward the noninteracting ground state Φ0 from
a distant future time τ to the arbitrary initial time t0 as |Ψ0〉 = Û(t0, τ)|Φ0〉 where the time-evolution
operator is given as
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Û(t0, τ) =
∞∑

n=1

(−i)n
n!

∫ τ

t0

dt1...

∫ τ

t0

dtne
−η(|t1|+...+|tn|)T [Ĥ1(t1)...Ĥn(tn)], (3.157)

and eventually taking the limit τ →∞. In this way we obtain the ground state of the interacting system
from the ground state of the non-interacting system which is a standard assumption of the zero-temperature
formalism [27]. The reason why we want to expand the self-energy with respect to non-interacting ground
state is that it allows us to expand an arbitrary N particle state Φi in terms of annihilation and creation
operators.

Now we can write the Eq. (3.156) as

Σ<
c (x1t1,x2t2) = i〈Φ0|Û(τ, t2)γ̂†(x2)Û(t2, τ)Û(τ, t1)γ̂(x1)Û(t1, τ)|Φ0〉irr, (3.158)

where we have used the semi-group property of time-evolution operator Û(t1, t0)Û(t0, τ) = Û(t1, τ) and
Û†(t0, τ)Û(t0, t2) = Û(τ, t2). Also the limit τ → ∞ is implied. We can now insert a complete set of
states in Fock space F(H) as

∑
i |Φi〉〈Φi| = 1 (i runs over all states in F(H)) allowing us to write the

self-energy in product form

Σ<
c (x1t1,x2t2) = i

[∑

i

〈Φ0|Û(τ, t2)γ̂†(x2)Û(t2, τ)|Φi〉〈Φi|Û(τ, t1)γ̂(x1)Û(t1, τ)|Φ0〉
]

irr

. (3.159)

We can now generate any N -particle state in Fock-space F(H) by applying the (fermionic) creation â†k
and annihilation âk operators of k-th eigenstate of the noninteracting problem. Due to the form of the
γ̂ and γ̂† operators which annihilate or create a fermion respectively (see Fig. 3.23) only states |Φi〉 of
the form â†qN . . . â

†
q1 âpN+1 . . . âp1 |Φ0〉 ≡ |Φ(N)

pq 〉 contribute. We used a compact notation for the indices

p = (p1, . . . , pN+1) and q = (q1, . . . , qN ) in Φ
(N)
pq which specify the quantum numbers of the â and â†

operators respectively.

Figure 3.23: Diagrammatic expression of γ̂-operator.
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The expansion of the non-interacting ground state in terms of the creation and annihilation operators will
yield us the same N particle state for different permutations of p and q labels, i.e., |Φ(N)

pq 〉 = |Φ(N)
P (p)Q(q)〉.

By denoting the permutation group of N elements by πN we can write the inner product of intermediate
N particle states as

〈Φ(N)
pq |Φ(N ′)

p′q′ 〉 = δN,N ′
∑

P∈πN+1

∑

Q∈πN
(−)P+QδP (p),p′δQ(q),q′ ,

where P and Q run over all possible permutations of N + 1 and N indices with parities (−)P and (−)Q,
respectively. Therefore, the resolution of identity takes the form

∑

i

|Φi〉〈Φi| →
∞∑

N=0

1

(N + 1)!N !

∑

pq

|Φ(N)
pq 〉〈Φ(N)

pq |, (3.160)

where the prefactor cancels the contribution from the permutations yielding an identical state. The outer
summation runs over the different N particle states, and the inner summation denotes integrations or
summations over sets of p and q quantum numbers. Since p denotes quantum numbers for annihilation
operators and q denotes the quantum numbers for creation operators, the p integration runs over the
occupied and q integration runs over the unoccupied states, respectively.

We can now rewrite the lesser self-energy in Eq. (3.159) compactly as

Σ<
c (x1t1,x2t2)= i



∞∑

N=0

1

(N + 1)!N !

∑

pq

SN,pq(x2t2)S∗N,pq(x1t1)




irr

, (3.161)

where we defined the following scattering amplitudes

S∗N,pq(x1t1) ≡ 〈Φ(N)
pq |Û(τ, t1)γ̂(x1)Û(t1, τ)|Φ0〉,

SN,pq(x2t2) ≡ 〈Φ0|Û(τ, t2)γ̂†(x2)Û(t2, τ)|Φ(N)
pq 〉.

We have now managed to write the self-energy as a product form of a quantity S and its complex conjugate
S∗. To analyze the content of the scattering amplitudes further we use the result from the adiabatic
assumption stating that the evolution of the noninteracting ground state Φ0 from −τ to τ yields Φ0 up to a
phase factor, i.e., Û(τ,−τ)|Φ0〉 = eiα|Φ0〉 with eiα = 〈Φ0|Û(τ,−τ)|Φ0〉. In conclusion, we can expand
S and S∗ as

S∗N,pq(x1t1) = 〈Φ0|ĉ†p1 . . . ĉ†pN+1
ĉq1 . . . ĉqN Û(τ, t1)γ̂(x1)Û(t1,−τ)|Φ0〉 × e−iα

=
〈Φ0|T

{
e−i

∫ τ
−τ dtĤ(t)ĉ†p1(τ+) . . . ĉ†pN+1(τ+)ĉq1(τ) . . . ĉqN (τ)γ̂(x1t1)

}
|Φ0〉

〈Φ0|T
{
e−i

∫ τ
−τ dtĤ(t)}|Φ0〉

,

(3.162)
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Figure 3.24: Diagrammatic structure of the functions S(1) and S∗(2) for the lesser self-energy. The
external vertex points 1 and 2 have times on the − and + branch respectively (Fig. from Stefanucci et al.
Phys. Rev. B 90 115134 (2014) [4]).

and

SN,pq(x2t2) = 〈Φ0|Û(−τ, t2)γ̂(x2)Û(t2, τ)ĉ†q1 . . . ĉ
†
qN
ĉp1 . . . ĉpN+1 |Φ0〉 × eiα

=
〈Φ0|T̄

{
ei

∫ τ
−τ dτĤ(t)γ̂†(x2t2)ĉ†qN (τ) . . . ĉ†q1(τ)ĉpN+1(τ+) . . . ĉp1(τ+)

}
|Φ0〉

〈Φ0|T̄
{
ei

∫ τ
−τ dtĤ(t)}|Φ0〉

,

(3.163)

where T , T̄ denote the time and anti-time ordering operators, the time-argument in the operators specifies
their position along the interval (−τ, τ), and the superscript + denotes times infinitesimally later on the
Keldysh contour C = C− ∪ C+ assuring the correct ordering of the operators. Since γ̂(x1t1) is composed
of an annihilation operator in x1, a density operator in some internal point x3, and an interaction line
connecting x1 to x3, see Eq. (3.45) and Fig. 3.23, the amplitude S∗N is an interacting time-ordered (N+2)-
Green’s function multiplied by w(x1,x3) and integrated over x3. Thus, we can expand S∗N in powers
of the inter-particle interaction w by means of Wick’s theorem, yielding an diagrammatic expansion in
terms of half-diagrams. The generic term of the expansion for S∗(x1t1) is a connected diagram for the
noninteracting time ordered Green’s functions G−−0 with external vertices 1 = x1t1 and p, q at time τ ,
while for the S(x2t2) the generic term of the expansion is a connected diagram of the noninteracting
anti-time ordered Green’s functions G++

0 with external vertices 2 = x2t2 and p, q at time τ . The general
structure for the amplitudes S and S∗ is shown in Fig. 3.24. The grey region characterizes all the possible
scattering processes taking place between N + 2 particles.

We have now partitioned a generic self-energy diagram. Let us now study the properties of the half-
propagator lines and the multiplication of S diagram by a S∗ diagram involving a sum p and q labels. Let
us focus first on the S∗N,pq(x1t1) diagram described by time-ordered quantities where the half-propagators
have the latest possible time τ yielding

G−−0,qx(τ, tx) = G>0,qx(τ, tx),

G−−0,xp(tx, τ) = G<0,xp(tx, τ),

where we introduced a short hand notation Gαβ0 (x1t1,x2t2) = Gαβ0,x1x2
(t1, t2) and (x, tx) denotes an

internal space-spin-time vertex. In the same way, since for the diagram SN,pq(x2t2) the half-propagators
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are also calculated at the latest possible time τ giving us

G++

0,yq(ty, τ) = G>0,yq(ty, τ),

G++

0,py(τ, ty) = G<0,py(τ, ty).

These relations tell us that the partitioning of a generic self-energy diagram is made along −/+ - line, i.e.,
along the greater and lesser propagators. The multiplication of S and S∗ diagrams therefore involves a
sum over q of G>0,qxG

>
0,yq and the sum over p of G<0,xpG

<
0,py. Using the expansion of the lesser and greater

Green’s function in the basis of the noninteracting one-particle eigenstates we find [22]

G<0,xx′(t, t
′) = i

∑

p

f(εp)e
−iεp(t−t′)up(x)u∗p(x

′), (3.164)

G>0,xx′(t, t
′) = −i

∑

q

f̄(εq)e
−iεq(t−t′)uq(x)u∗q(x

′), (3.165)

where εp is the energy of the one-particle eigenstate |p〉, f is the zero-temperature Fermi function and
f̄ = 1 − f . Taking into account that f2(εp) = f(εp) and f̄2(εq) = f̄(εq) we find that the sum over q
states for the greater Green’s function and the sum over p states for the lesser Green’s function are

∑

q

G>0,yq(ty, τ)G>0,qx(τ, tx) = −iG>0.yx(ty, tx), (3.166)

∑

p

G<0,xp(tx, τ)G<0,py(τ, ty) = iG<0,xy(tx, ty), (3.167)

i.e., when multiplying two half-propagators we obtain back the full one-particle propagator which guar-
antees the possibility of cutting a diagram. This property is not restricted to the noninteracting Green’s
functions and can be extended to dressed Green’s functions by utilizing the Lehmann-representation of the
Green’s function. In frequency space the greater and lesser Green’s function read

G≷(x1t1,x2t2) = ∓i
∫
dω

2π
A≷(x1,x2;ω)e−iω(t1−t2), (3.168)

where A<(ω) ≡ f(ω)A(ω) is the removal part of the spectral function A(ω) whereas A>(ω) ≡ (1 −
f(ω))A(ω) is the addition part of A(ω), and f(ω) is the zero temperature Fermi function. If the self-
energy is PSD then both A> and A< are PSD. We expand the matrix A≷(ω) in terms of its eigenvalues
a≷n (ω) ≥ 0 and eigenvectors un(ω,x)

A≷(x1,x2;ω) =
∑

n

a≷n (ω)un(ω,x1)u∗n(ω,x2) (3.169)

and define the square root matrix as

√
A≷(x1,x2;ω) =

∑

n

√
a≷n (ω)un(ω,x1)u∗n(ω,x2). (3.170)
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We then make the rule that when cutting a partition the internal lines are G−− for the left half, G++ for the
right half, and √

G≷(x1t1,x2t2) =

∫
dω

2π

√
A≷(x1,x2;ω)e−iω(t1−t2) (3.171)

for the dangling lines of the two halves. For the reverse operation of gluing the two halves we make the
rule that the “product” of two dangling lines is defined according to

∫
dydt

√
G<x1y(t1, t)

√
G<yx2(t, t2) = iG<(x1t1,x2t2), (3.172a)

∫
dydt

√
G>x1y(t1, t)

√
G>yx2(t, t2) = −iG>(x1t1,x2t2). (3.172b)

which gives us the gluing procedure for dressed Green’s functions.

In a summary, to partition a Σ< diagram we first assign the external vertices appropriate − and + sign
together with internal vertices having all the possible combinations of ± labels. Secondly, we obtain the
half-diagrams by cutting along the greater and lesser Green’s function lines. A procedure we refer to as
cutting rule for a diagram. Due to the structure of the S and S∗ diagrams as a objects with time ordered or
anti-time ordered quantities only, we see that some of the partitions are vanishing. The vanishing partitions,
are the ones in which an internal vertex +(−) is surrounded by −(+) vertices, i.e., an internal vertex is
disconnected from the external vertex (see Fig. 3.25). This result is equivalent to the requirement of the
energy conservation on each vertex, an argument used by Veltman [122] and Kobes and Semenoff [123] to
show that any disconnected diagram, i.e, a diagram with no external vertex points, obtained by the cutting
procedure must vanish.
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Figure 3.25: An example of the distribution of + and − labels over the internal vertices of a lesser
fourth order self-energy diagram. Divisions with lines w+− or w−+ vanish due to the time-locality of the
interaction and therefore are not shown. The third term after the equality sign must be discarded because
it contains an isolated island of plus signs upon cutting the +/− G0-lines.

We also note that the self-energy in Eq. (3.161) is not the sum of all possible SS∗ diagrams due to the
subscript “irr”. Therefore, after the gluing procedure we have to discard all the reducible diagrams, i.e.,
the diagrams which fall apart in two disjoint pieces by cutting a single Green’s function line. If we now
define S̃ as the sum of irreducible S-diagrams we can rewrite the lesser self-energy as

Σ<
c (x1t1,x2t2) = i

∞∑

N=1

1

(N + 1)!N !

∑

pq

S̃N,pq(x2t2)S̃∗N,pq(x1t1), (3.173)
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3.7. POSITIVE SEMI-DEFINITE APPROXIMATIONS

which is a Lehmann-like expression for the self-energy, where the irreducible part of products in Eq. (3.161)
has been transformed into products of irreducible parts in Eq. (3.173). We call this product a partition
of the self-energy diagram. It is now easy to show that the Fourier transform of the −iΣ< is positive
semidefinite. Fourier transforming S̃ and S̃∗ and omitting the dependence on the position-spin variables
we find

−iΣ<
c (x1,x2, t1 − t2) =

∞∑

N=1

1

(N + 1)!N !

∫
dω

2π

dω′

2π
e−iωt2+iω′t1

∑

pq

S̃N,pq(ω)S̃∗N,pq(ω
′), (3.174)

where Σ< depends on the time-difference t1 − t2 and the product of S̃ and S̃∗ depend on t1 and t2
respectively and thus the Fourier transform is performed over respective time-argument and not over the
time difference, which is ill-defined for τ → ∞. For the right hand side to depend only on t1 − t2 the
following property

∞∑

N=1

1

(N + 1)!N !

∑

pq

S̃N,pq(ω)S̃∗N,pq(ω
′) = F(ω)δ(ω − ω′)

has to be fulfilled. Since for ω = ω′ the left hand side is the sum of modulus squares we have that
F(ω) ≥ 0, and inserting this result back into equation (3.174) we see that F(−ω) is the Fourier transform
of the function −iΣ<

c (1, 2) with respect to the time difference t1 − t2. Thus we have shown that the exact
self-energy will have a PSD spectra.

In a similar way we can also show that the exact neutral excitation spectra calculated from the response
function will be PSD. Utilizing the expression for the reducible response function as contour-ordered
product of density deviation operators

χ(x1z1,x2z2) = −i〈TC [∆n̂H(x1z1)∆n̂H(x2z2)]〉,

we can expand the with respect to non-interacting degenerate ground state with help of adiabatic theorem,
in a similar fashion as we did for the self-energy. This will yield an expression in terms of S and S∗

scattering amplitudes as

iχ<(x1t1,x2t2) =
∞∑

N=1

1

N !

1

N !

∑

pq

S(N)
pq (x2t2)S(N)∗

pq (x1t1), (3.175)

where the generic structure for half-diagrams is shown in Fig. 3.26. Restricting ourselves to the irreducible
part we obtain a similar expression for the polarizability
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iP<(x1t1,x2t2) =

∞∑

N=1

1

N !

1

N !

∑

pq

S̃(N)
pq (x2t2)S̃(N)∗

pq (x1t1). (3.176)

Both of these quantities can be Fourier transformed to show that they are PSD just like we just did with
the self-energy.

..
⏞

1 2

q1
q2

qN

N
p1
p2

pN

N ..⏞– +

Figure 3.26: Typical diagram for S∗(1) (left) and S(2) (right) forming the lesser reducible response
function. Labels p and q on the arrows denote quantum numbers of particles and holes respectively (Fig.
from Uimonen et al. Phys. Rev. B 91 115104 (2015)).

POSITIVE SEMI-DEFINITE DIAGRAMMATIC EXPANSION

For the construction of PSD approximations we need to address the possible issue of double counting
when gluing half diagrams together, i.e. S̃S̃∗ partitions yielding the same self-energy diagram after gluing.
We can address this question by expanding the scattering amplitudes S̃ and S̃∗ in terms of Feynman
diagrams. Let us denote by {D(j)

pq } with j ∈ IN the set of topologically inequivalent half-diagrams for
S, i.e., half-diagrams obtained after cutting procedure, where IN labels the sets of half-diagrams with
different number of dangling particle-hole lines. Due to the anti-commutation relations of fermionic
creation and annihilation operators, a permutation of P of p labels and, a permutation Q of q labels will
only change the sign of the amplitude S. In conclusion we need to write the half-scattering amplitude as a
sum of half-diagrams D in a way where we take into account the change of sign of the half-diagram due
to permutation of p and q labels as

S̃N,pq =
∑

j∈IN

∑

P∈πN+1
Q∈πN

(−)P+QD
(j)
P (p)Q(q). (3.177)

Here we denoted the permutation group for p labels as πN+1 and the permutation group for q labels as
πN , where the subscript N + 1 refers to the number of ap operators and N to the number of â†q operators
in the complete set of states (see text below Eq. (3.159)). Inserting Eq. (3.177) back into Eq. (3.173) and

72
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restricting the sum over N to start from 1, since the N = 0 term will yield a reducible diagram, we find

Σ<
c (x1t1,x2t2) = i

∞∑

N=1

∑

j1,j2∈IN

∑

P∈π(j1,j2)
N+1

Q∈π(j1,j2)
N

(−)P+Q
∑

pq

D(j2)
pq (x2t2)D

(j1)∗

P1(p)Q1(q)(x1t1) (3.178)

where IN is a subset of the product set IN × IN and for any given couple (j1, j2) the sum over P
runs over a subset π(j1j2)

N+1,p of the permutation group πN+1 and the sum over Q runs over a subset

π
(j1j2)
N,q of the permutation group πN (see Fig. 3.27). In the equation (3.178) every term of the form
∑

pqD
(j2)
pq (x2t2)D

(j1)∗

P1(p)Q1(q)(x1t1) corresponds to a unique partition of a Σ<
c diagram. We also note that

the half-diagrams obey the standard Feynman rules and our expression Eq. (3.178) will have the correct
properties as well as the correct sign of the original diagram after the gluing procedure. In deriving
Eq. (3.178) we used the observation that the composite permutations P ◦ Pi and Q ◦ Qi with i = 1, 2

yield the same contribution as the permutations Pi and Qi. The minimal set of additional half-diagrams to
be added is obtained as follows. Let {ĨαN} be a set of disjoint subsets of IN (ĨN ⊂ IN ) with the property
that the union of the product sets (see Fig. 3.27)

⋃

α

ĨαN × ĨαN ⊃ IN (3.179)

and contains the least number of elements of IN × IN . Since the subsets ĨαN are disjoint, the sets
IαN = IN ∩ (ĨαN × ĨαN ) are disjoint also. Due to Eq. (3.179) we have that

⋃
α IαN = IN . For any given α

we then consider the smallest subgroups of the permutation group πN with the property that

π̃αN+1,p ⊃
⋃

(j1j2)∈IαN

π
(j1,j2)
N+1,p, (3.180)

π̃αN,q ⊃
⋃

(j1j2)∈IαN

π
(j1,j2)
N,q . (3.181)

Thus by construction the self-energy

iΣ<
PSD(x1t1,x2t1) =

∞∑

N=1

∑

α

∑

j1,j2∈ĨαN

∑

P∈π̃αN+1,p

Q∈π̃αN,q

(−)P+Q
∑

pq

D(j2)
pq (2)D

(j1)∗

P (p)Q(q)(1) (3.182)

contains all partitions of Eq. (3.178) plus the minimal number of additional partitions to form a perfect
square and consequently yielding a PSD spectrum, i.e., its Fourier transform is of the from of modulus
squared. In this expression the sum over N goes over the cut particle hole lines, α denotes the number
of disjoint product sets, ji labels the topologically different half-diagrams, and P and Q denote the
permutations of p and q labels respectively. This is a rather abstract looking definition which becomes
more clear when we look at some examples. In conclusion, the PSD diagrammatic approximation for the
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Figure 3.27: Decomposition
⋃
α IαN = IN of the IN subset (denoted as three disjoint gray areas) into a

union of (tree in this example) product sets.

self-energy Σ is a sum of partial diagrams with internal vertices either on the minus or the plus branch of
the Keldysh contour. Similarly we can also construct the PSD polarizability as

iP<PSD(1, 2) =
∞∑

N=1

∑

α

∑

j1,j2∈ĨαN

∑

P∈π̃αN,p
Q∈π̃αN,q

(−)P+Q
∑

pq

D(j2)
pq (2)D

(j1)∗

P (p)Q(q)(1), (3.183)

where the half-diagrams D are now time-ordered and anti-time ordered halves of the response diagrams.
From the construction of the minimal PSD approximation we notice that any reduction of half-diagrams
or permutations would not fulfill the PSD property. This concluded the diagrammatic theory for MBPT
self-energy and response.

CONNECTION BETWEEN PSD PROPERTY AND ANALYTIC STRUCTURE

From the Lehmann representation it follows that the Green’s function has poles at excitation energies of the
system which lie just below the real axis on the complex frequency plane. Therefore, the Green’s function
of the complex variable GR(z) is an analytic function on complex upper half plane. The correct analytic
properties are very important in MBPT, since in the self-consistency cycle wrong analytic properties of
GR(z) would lead to incorrect quantities at the next iteration cycle as well as to incorrect causal properties.
From the Lehmann representation for the density response function it follows that χR has poles at the
neutral excitation energies of the system, which also lie just below the real axis on the complex frequency
plane. Therefore, χR(z) is an analytic function on complex upper half plane. The correct analytic property
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of χR plays a role in the GW approximation, for example. SinceW is calculated by using the response
function, wrong analytic properties of χ would yield wrong analytic properties for the Green’s function. It
is therefore crucial that the quantities of interest have the correct analytic properties. It is also to be noted
that, the correct analytic properties for the response function are highly desirable since it relates directly to
the correct causality relations.

We start the analysis between PSD property and analytic structure by solving the Dyson equation for the
full retarded Green’s function (we omit the spatial indicies for clarity)

GR(ω) = GR0 (ω)
(
1−GR0 (ω)ΣR(ω)

)−1
= (ω − ε0 − ΣR(ω))−1. (3.184)

We want to know if GR(z) has a pole on the upper half of the complex plane (z = x+ iy with y > 0).
Since the non-interacting Green’s function does not have poles on the complex plane, this can happen only
when ω − ε0 − ΣR(ω) has a zero. Utilizing the Lehmann representation for the self-energy function

ΣR(x+ iy) =

∫
dω′

2π

Γ(ω′)
x− ω′ + iy

(3.185)

we obtain the real and imaginary part of the retarded self-energy

Im ΣR(z) = −y
∫
dω′

2π

Γ(ω′)
(x− ω′)2 + y2

, (3.186)

Re ΣR(z) =

∫
dω′

2π

Γ(ω′)(x− ω′)
(x− ω′)2 + y2

. (3.187)

Since y > 0 and the spectral function Γ(ω) is an integrable function, both integrals are well defined and
finite. Now we consider the possibility that the operator ω − ε0 − ΣR(ω) has a zero eigenvalue. This
implies that there exists an eigenvector |λ〉 for which

(
ω − ε0 − ΣR(ω)

)
|λ〉 = 0. Implying

〈λ|x− ε0 − Re ΣR(z)|λ〉 = 0, (3.188)

〈λ|y − Im ΣR(z)|λ〉 = 0. (3.189)

Using Eq. (3.186) we can write the imaginary as

〈λ|Im ΣR(z)|λ〉 = −y
∫
dω

2π

〈λ|Γ(ω′)|λ〉
(x− ω′)2 + y2

. (3.190)

Since we assumed that y > 0 and 〈λ|Γ(ω)|λ〉 ≥ 0. Now 〈λ|y − Im ΣR(z)|λ〉 = 0 cannot never be zero
for y > 0 which concludes our proof and GR(z) has the correct analytic properties.

75



CHAPTER 3. NON-EQUILIBRIUM GREEN’S FUNCTION THEORY

For the response function the proof is similar with a minor extra complication arising from the fact that
the spectral function satisfies the relation B̃(ω) = −B̃(−ω) (where tilde refers to the spectral function of
the irreducible response, similar relation holds naturally also for the reducible response).

From the Dyson equation for the response function we can write the retarded component in terms of the
polarizability as

χR(ω) = PR(ω)
(
1− wPR(ω)

)−1
, (3.191)

which we will symmetrize to a more useful form for our proof as

w1/2χRw1/2 =
w1/2PR(ω)w1/2

1− w1/2PR(ω)w1/2
− (3.192)

Here we used the PSD property of w to take the square root operation, and since w1/2 is frequency
independent it does not change the analytic properties of χR(ω). The symmetric form w

1
2PR(ω)w

1
2 is

PSD whereas wPR(ω) does not need to PSD. The response function χR(z) has a pole in upper half of
the complex plane, i.e., for z = x+ iy with y > 0. This is either the case when PR(z) has a pole at z or
when 1− w1/2PR(z)w1/2 has a zero. Utilizing the Lehmann representation for the response function

PR(x+ iy) =

∫
dω′

2π

B̃(ω′)
x− ω′ + iy

(3.193)

we can write the imaginary and real part of the retarded response function as

ImPR(z) = −y
∫
dω′

2π

B̃(ω′)
(x− ω′)2 + y2

, (3.194)

RePR(z) =

∫
dω′

2π

(x− ω′)B̃(ω′)
(x− ω′)2 + y2

. (3.195)

Following the reasoning of the GR we notice that the only possibility χR to have a pole in the complex
plane is when the operator 1− w1/2PR(z)w1/2 has a zero eigenvalue. Hence,

〈λ| 1− w1/2RePR(z)w1/2 |λ〉 = 0, (3.196a)

〈λ|w1/2ImPR(z)w1/2 |λ〉 = 0. (3.196b)

Rewriting the the imaginary part with help of spectral representation Eq. (3.196b) as

〈λ|w1/2ImPR(x+ iy)w1/2|λ〉 = −y
∫ ∞

0

dω′

2π
〈λ|w1/2B̃(ω′)w1/2|λ〉`(ω′), (3.197)

where due to the fact that B̃(ω) = −B̃(−ω) we can write the integral from 0 to∞. We also defined the
function `(ω) as

`(ω) =

[
1

(x− ω)2 + y2
− 1

(x+ ω)2 + y2

]
. (3.198)
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Now we come to the conclusion that the only possibility to χR to have a pole on the complex plane is
when x = 0. If x = 0 then `(ω) = 0 and the Eq. (3.196b) is automatically satisfied. The Eq. (3.196a)
now reads

〈λ|1− w1/2RePR(z)w1/2|λ〉 = 1 + 2

∫ ∞

0

dω′

2π

〈λ|w1/2B̃(ω′)w1/2|λ〉ω′
ω′2 + y2

≥ 1 (3.199)

since w1/2B̃w1/2 is PSD for positive frequencies. In this case also the Eq. (3.196a) cannot be satisfied
and therefore χR cannot have poles in the upper half plane when PR and v are PSD.

The connection between positivity and analytic structure has important consequences for the Kramers-
Kronig relations, relating the real (imaginary) part of a function to its imaginary (real) part, as well as
for the f-sum rule, which relates the first momentum of the retarded density response function to the
equilibrium density n0(x) [22]. Both of these theorems involve an integral on the complex plane in which
the integrand needs to be analytic for the integral to be well defined. Thus, we see that the approximations
which fulfill the PSD property the Kramers-Kronig relations and f-sum rule are well defined.

EXAMPLES

Let us now clarify the cutting procedure and especially the completion of a square with minimal substitution
of half-diagrams with some illustrative examples. In Fig. 3.28A we show the first order bubble diagram
appearing in both 2B andGW approximations. By taking the lesser component of this self-energy diagram

Σ<
c (1, 2) =

∫
dx3

∫
dx4w(x1,x3)G<0,x1x2

(t1, t2)G<0,x3x4
(t1, t2)G>0,x4x3

(t2, t1)w(x2,x4), (3.200)

we see that it can be partitioned in only one way by cutting along the +/−G0-lines. The cutting procedure
will yield three dangling G0 lines which we label by p1, p2 for in-going Green’s function line and by
q2 for out-going Green’s function line. We see that the resulting half-diagrams D(a)

p1p2q1 and D(a∗)
p1p2q1 are

complex conjugates of each other and form immediately a perfect square. In conclusion, the first order
bubble self energy diagram can be written as

Σ<
c (1, 2) = i

∑

pq

D(a)
p1p2q1(2)D(a)∗

p1p2q1(1), (3.201)

in terms of the D half-diagrams given by

D(a)∗
p1p2q1(1) =

∫
dx3w(x1,x3)G<0,x1 p1

(t1, τ)G<0,x3 p2
(t1, τ)G>0,q1 x3

(τ, t1). (3.202)

Thus, since the first order bubble diagram can be written in the form of PSD self-energy (see Eq. (3.182) )
and it will produce a PSD spectrum.
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Figure 3.28: A) Partition of first order bubble diagram. B) Partition of second order exchange diagram. C)
PSD construction of second order exchange diagram. D) Decomposition of screened interaction W< in
half-diagrams (Fig. from Stefanucci et al. Phys. Rev. B 90 115134 (2014) [4] and from Uimonen et al.
Phys. Rev. B 91 115104 (2015) [5].

Another common self-energy approximation occurring in MBPT is the second-order exchange diagram
shown in Fig. 3.28B. By taking the lesser component

Σ<
c (1, 2) = −

∫
dx3

∫
dx4w(x1,x3)G<0,bx1x4

(t1, t2)G>0,x4x3
(t2, t1)G<0,x3x2

(t1, t2)v(x4,x2) (3.203)

and cutting along the greater and lesser Green’s function lines, we obtain the half-diagrams shown on
the right hand side of the equality sign in Fig. 3.28B. We now notice that we get two partitions D(a)

p1p2q1

and D(a∗)
p2p1q1 that differ by the permutation of p1 and p2 labels for the in-going Green’s function lines.

In order to make the spectra produced by the second-order exchange self-energy PSD we need to add a
half diagram with permuted p1 and p2 labels D(a∗)

P (p1,p2)q1
, where P denotes the permutations of p labels

as P (p1, p2) = (p2, p1) as shown in Fig. 3.28C. We can now write the PSD form of the second order
exchange self-energy as

Σ<
c (1, 2) = i

∑

pq

(−)PD(a)
p1p2q1(2)D(a)∗

p2p1q1(1), (3.204)

where D(a)
p1p2q1 is the same half-diagram as in Eq. (3.202). Thus, the second-order exchange self-energy

is not PSD. To obtain the PSD self-energy from the 2nd order exchange diagram we need to add the
first order bubble diagram to our self-energy approximation. To elaborate the connection between the
equation (3.204) and the general expression for the PSD self-energy Eq. (3.182) we will find the smallest
subgroups π̃ and product sets Ĩ × Ĩ . The smallest subgroup for P permutations of π2 which contains P is
π2 itself. Furhermore, we have j1 = a and j2 = a which is already of the form Ĩ1 × Ĩ1. Therefore, we
can form a PSD self-energy by taking Ĩ1 = {a}, π̃2,p = π2 and π̃1,q = {1} = π1. In this way we end
up with the diagrams shown in Fig. 3.28C. An important conclusion of this example is that a conserving
self-energy approximation does not need to a PSD approximation. The second order exchange self-energy
being the simplest example of a conserving self-energy which is not PSD. Furthermore, we note that the
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Figure 3.29: (a) Decomposition the vertex diagram for the response function with screens interaction lines
into half-diagrams. (b) Constituent half-diagrams. (c) Resulting PSD polarizability (Fig. from Uimonen et
al. Phys. Rev. B 91 115104 (2015) [5].

GW and T -matrix approximations will be PSD approximations as shown in reference [4]. In Fig. 3.28D
we also demonstrate how to write the screened interaction into half-diagrams.

The next example consists of the fist order vertex diagram for the response function with screened
interactionW (see Fig. 3.29). We start again by taking the lesser component of the Feynman diagram.
In this case, since the screened interactionW is non-local in time and we can have different times at the
internal vertices (compare with the bare Coulomb interaction which is instantaneous in time, therefore
forcing the time-arguments to be at the same time for both ends of the interaction). We can now partition
the lesser vertex diagram (Fig. 3.29a) into half-diagrams along the greater and lesser Green’s function lines.
The greater and lesser screened interactionsW≷ will be partitioned as illustrated in the Fig. 3.28D. The
cutting procedure results half-diagrams illustrated in Fig. 3.29b. The cutting of the screened interaction
(W lines) results half-diagrams with four dangling lines. Thus, in this example we have two half-diagrams
with one particle-hole (ph) line (D(a)

pq and D(b)
pq ) and two half-diagrams with two ph-lines (D̃(a)

p2p1q2q1 and
D̃

(b)
p2p1q2q1). Therefore, for the PSD construction of the PSD response function Eq. (3.183) we have N = 2,

i.e., we have two classes of half-diagrams: (a) with one ph-line and (b) two ph-lines. We need to make
both of these two classes PSD. The lesser response diagram constructed from Fig. 3.29b is

iP< =
{
D(a)
pq D

(b)∗
pq +D(b)

pq D
(a)∗
pq

}
+
{
D̃(a)
p2p1q2q1D̃

(b)∗
p2p1q2q1 + D̃(b)

p2p1q2q1D̃
(a)∗
p2p1q2q1

}
, (3.205)

where we omitted the integrals over the vertices for notational simplicity and we used the brackets to
group the one particle hole diagrams and the two particle hole diagrams into their own respective sums for
extra clarification.

The structure for the response function in Eq. (3.205) is not of the form of Eq. (3.183) and hence it is not
PSD. We can construct the corresponding PSD approximation by finding the minimal set of partitions to
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add in order to make the first order vertex diagram for the response function PSD. The PSD approximation
can be found by taking the one ph-line diagrams and squaring them with their conjugate diagrams, as well
as squaring the two ph-line diagrams with their conjugate diagrams (see Fig. 3.29C). The resulting PSD
response is

iP<PSD =
∑

ij=a,b

D(i)
pqD

(j)∗
pq +

∑

ij=a,b

D̃(i)
p1p2q1q2D̃

(j)∗
p1p2q1q2 , (3.206)

where in each of the sums the indices i and j independently take values a, b. The resulting diagrammatic
approximation for P is illustrated in Fig. 3.29c. This example demonstrates the important point that
the additional diagrams do not need be skeletonic in G. In conclusion, one needs to be careful when
constructing PSD approximations for dressed Green’s functions and to avoid double countings one should
not dress the G with the same self-energy appearing in the diagrams of the PSD polarizability.
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Figure 3.30: (a) PSD self-energy corresponding to the 1st order vertex correction for the self-energy.
(b) A simplified PSD vertex. (c) PSD diagrams for the 1st order response function. The interaction is a
bare Coulomb. (Fig (a) and (b) from Stefanucci et al. Phys. Rev. B 90 115134 (2014) [4] Fig. (c) from
Uimonen et al. Phys. Rev. B 91 115104 (2015)

To this end, we demonstrate that the cutting procedure works also in practice, thanks to the impressive
numerical power of Dr. Yaroslav Pavlyukh. The PSD approximation corresponding to the first order vertex
function with bare coulomb interaction lines is demonstrated in Fig. 3.30a. We see that in order to make
the spectra positive we need to include diagrams which are of fourth order in interaction. However, we
notice that we can write a simplified vertex shown in Fig. 3.30b. The numerical results corresponding
to this approximation are shown in Fig. 3.31a. The green curve corresponds to the contribution coming
from the first order diagram (A) of Fig. 3.30b, while the red curve corresponds to the contribution from
second order diagrams (B) and (C) of Fig. 3.30b. The contribution from these is seen to be negative. The
contribution from third order diagram (D) of Fig. 3.30b is denoted by the blue curve. The sum of all these
contributions to the spectra is denoted by the black curve which is PSD.

The PSD approximation corresponding to the first order vertex correction to the response function with
bare Coulomb interaction lines is shown in Fig. 3.30b. We see that in order to make the spectra PSD
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we need to include terms which are of second oder in the interaction. The numerical results are shown
in Fig. 3.31b. In the upper left panel we show the contribution from the zeroth order term, which is
the Lindhard function. The contribution from the first order term is shown in the upper right panel of
Fig. 3.31b. We see that this approximation has a domain with negative spectrum. The contribution from
the second order term is illustrated in the lower left panel of Fig. 3.31b while the sum of all three orders is
demonstrated in the lower right panel of Fig. 3.31b which we see to be PSD.

!4 !2 2 4 6

!2

2

4

6 1
2
( )
F

F

1 2 3 4

0.2

0.4

0.6

0.8

1 2 3 4
!0.5

0.5

1.0

1.5

1 2 3 4

0.2

0.4

0.6

0.8

1.0

1 2 3 4

0.5

1.0

1.5

2.0

2.5

3.0

/ F

/ F

/ F

/ F

�
(0
) (1
.2
k F
,
)

~ �
(1
) (1
.2
k F
,
)

~

�
(2
) (1
.2
k F
,
)

~ �
PS
D
(1
.2
k F
,
)

~

a) b)

Figure 3.31: (a) The rate operator 1
2Γ(k, ω) = −Im ΣR

c (k, ω) for a different momentum k = 1.2kF (b)
The spectral function for the polarizability P of homogeneous electron gas at rs = 3. Top left: zeroth order
contribution B̃(0). Top right: first order contribution B̃(1). Bottom left: second order contribution B̃(2).
Bottom right: the sum of all three contributions B̃PSD which is positive. Dots (blue) denote numerical
Monte Carlo results. Solid lines (red) stand for analytical results. (Fig. (a) from Stefanucci et al. Phys.
Rev. B 90 115134 (2014) [4] Fig. (b) from Uimonen et al. Phys. Rev. B 91 115104 (2015) [5]).
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4
DENSITY FUNCTIONAL THEORY

Ground state density functional theory (DFT) has been one of the most used theories in condensed matter
physics and quantum chemistry in past decades due to its power, if applied carefully, to calculate ground
state properties of various electronic systems, yielding especially good estimates for the ground state
charge density and ground state energy. The original idea behind DFT, introduced by Hohenberg, Kohn
and Sham in the 1960s [128, 129], is to describe the system via the density. Therefore, the complexity of
the problem is reduced from the many particle Schrödinger equation for ground state Ψ0

ĤΨ0(x1, ...,xN ) =
(
T̂ + ŵ + v̂

)
Ψ0(x1, ...,xN ) = EΨ0(x1, ...,xN )

to an effective one-particle problem, where each quantum mechanical observable is written as a functional
of the density [34, 35, 36, 38, 37, 40, 41]. In the Hamiltonian T̂ denotes the kinetic energy operator, ŵ is
the electron-electron interaction term and v̂ is the external potential.

The Hohenberg-Kohn theorem states that for a finite interacting many-particle system there exists a
one-to-one correspondence between the external potential v(r) and the ground-state density n(r). This
means that the external potential is a unique functional of the ground-state density n(r) up to an arbitrary
constant [128, 39]. This one-to-one correspondence implies that the external potential and the ground
state density are conjugated variables, which allows us to use the total energy functional

E[v] = 〈Ψ([v], r)|T̂ + ŵ + v̂|Ψ([v], r)〉, (4.1)

where the expectation value is taken with respect to normalized antisymmetrizedN -particle wave functions
Ψ in a such a way that the total energy is minimized for a given density. The total energy functional is
associated with a given external potential v(r) to the electron density n(r) via the Legendre Transform

F [n] = E[v]−
∫
dr v(r)n(r) = 〈Ψ([v], r)|T̂ + ŵ|Ψ([v], r)〉 (4.2)
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where the external potential v now depends on the density, since by utilizing the Hellmann-Feynman
theorem we see that δE[v]

δv(r) = n(r) and δF [n]
δn(r) = −v(r). It is to be noted that F [n] is defined for v-

representable densities, i.e., which densities that are obtainable by solution of Schrödinger equation.
The derivation is also valid for ŵ = 0. In that case we consider a non-interacting system, with density
n, which we will call the Kohn-Sham (KS) system. Then the functional F [n] is denoted by TKS[n] =

〈ΨKS[n]|T̂ |ΨKS[n]〉 and has the property δTKS[n]
δn(r) = vKS(r), where vKS(r) is the potential that produces

density n(r) in non-interacting system and the wave function ΨKS[n] corresponds the ground state. Since
the interaction term ŵ is zero the total Hamiltonian for the KS system ĤKS will be a sum of the kinetic and
the potential terms and we can write the total energy functional as

EKS[n] = TKS[n] +

∫
dr vKS(r)n(r). (4.3)

Separating the KS kinetic energy and the Hartree potential from the universal functional F [n] we can
define the exchange-correlation functional Exc[n] as

Exc[n] = F [n]− TKS[n]− 1

2

∫
drdr′n(r)n(r′)w(|r− r′|). (4.4)

If we differentiate the exchange-correlation functional with respect to the density, we obtain the exchange-
correlation potential. Via this relation we can define the KS potential as the sum of external potential v,
Hartree potential v H and the exchange-correlation potential vxc

vKS([n], r) = v(r) +

∫
dr′ n(r′)w(|r− r′|) + vxc([n], r). (4.5)

Explicitly written, the exchange-correlation potential vxc(r) is defined as

vxc([n], r) =
δExc[n]

δn(r)
. (4.6)

The exchange-correlation energy is a sum of exchange energy Ex[n] and correlation energy Ec[n], where
the exchange energy functional is defined as difference between the contribution to the total energy from
the electron-electron repulsion and the Hartree energy functional as

Ex[n] = 〈ΨKS([n], r)|ŵ|ΨKS([n], r)〉 − E H[n] (4.7)

with
E H[n] =

1

2

∫
dr

∫
dr′ n(r)n(r′)w(|r − r′|). (4.8)
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For a system of non-interacting particles we can write the ground-state wave function as a Slater de-
terminant, i.e. as an anti-symmetrized product of single-particle orbitals φi(r) allowing us to write the
Shcrödinger equation as a set of single-particle Kohn-Sham equations

(
−1

2
∇2 + v(r) +

∫
dr′ n(r′)w(|r− r′|) + vxc(r

′)
)
φi(r) = εiφi(r) (4.9)

where εi is the KS orbital eigenvalue and the ground state density is obtained from the N lowest occupied
single-particle orbitals as n(r) =

∑N
i=1 |φi(r)|2. This is the Kohn-Sham description of non-interacting

particles moving in effective local single-particle Kohn-Sham potential v̂KS = v̂ + v̂ H + v̂xc where the
complicated many-particle effects are hidden in the exchange-correlation potential vxc. The exact form of
the exchange-correlation potential as well as the exchange-correlation energy functional are unknown and
in practice these quantities need to be approximated. When compared to the self-energy approximations in
the many-body perturbation theory, the main drawback is that DFT lacks strategies allowing systematically
to construct approximations for the exchange-correlation terms, except only at a formal level with the use
of many-body perturbation theory [130, 131]. The lack of systematics can sometimes be also an advantage
since one might find clever shortcuts in deriving better and more accurate functionals.

4.1 TIME-DEPENDENT DENSITY-FUNCTIONAL THEORY

Despite the success of DFT, it is only a ground state theory. To be able to describe time-dependent processes
we need to go beyond ground state DFT to time-dependent density-functional theory (TDDFT) [132,
133, 134, 135, 136]. TDDFT is based on the Runge-Gross theorem [132, 133, 134] which states that
the time-dependent potential v(r, t) is a functional of the time-dependent density n(r, t) up to a time-
dependent constant. In other words two densities n(r, t) and n′(r′, t) evolving from a common initial
state Φ0 under two different external potentials v(r, t) and v′(r, t) 6= v(r, t) + c(t) will become different
infinitesimally later than t0. The time-dependent constant is related to a time-dependent phase factor since
the external potential determines the time-dependent wave function which can be seen as a functional of the
time-dependent density modulo a phase. Therefore, the expectation value of an operator Ô(t) is a unique
functional of the density since the ambiguity of the phase cancels out. The one-to-one correspondence
only ensures the uniqueness of v([n], r, t) for all v-representable densities but not its existence for an
arbitrary n(r, t). The Runge-Gross theorem is not a simple extension of the Hohenberg-Kohn theorem,
which is based on the Rayleigh-Ritz variational principle for the ground state energy which is not well
defined on the time-dependent case, and the proof is based directly to the time-dependent Schrödinger
equation [132, 133, 134].

Extensions of the Runge-Gross theorem [133, 134] guarantee that the time-dependent density n(r, t) of
an interacting system evolving under a time-dependent potential v(r, t) from an initial state Ψ0 can be
described in terms of the time-dependent non-interacting density moving in a effective time-dependent
potential vKS[n,Ψ0,Φ0](r, t) [39, 137], where Φ0 is the non-interacting initial state. The Kohn-Sham
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potential in analogy with stationary KS-theory can be written as

vKS[n](r, t) = v[n](r, t) +

∫
d3r′

n(r′, t)
|r− r′| + vxc[n](r, t) (4.10)

where v is again the external potential, the second term on the right hand side is the time-dependent
Hartree potential, and as in the static case the exchange-correlation effects are incorporated via the
exchange-correlation potential vxc[n](r, t) which now is time-dependent and is even more involved than
static case due to the involvement of non-local memory effects. Most of the applications of TDDFT are in
the regime of linear response and utilize the fact that the excitation energies of a finite system are obtained
as finite poles Ω = Ei − E0 of the density response function [138, 139, 135, 140].

In the time-dependent situation it is not possible to define the exchange-correlation potential as a functional
derivative of the exchange-correlation energy functional, since if we assume that vxc(r, t) is obtainable
from some action functional Axc[n] as

vxc(r, t) =
δAxc[n]

δn(r, t)
(4.11)

would this mean that
δvxc(r, t)

δn(r′, t)
=

δ2Axc[n]

δn(r, t)δn(r′, t)
(4.12)

where the right hand side is symmetric under interchange of the coordinates but the left hand side is not
due to the causality requirement of the KS-potential [141, 142]. Due to this contradiction the exchange-
correlation potential cannot be written as a functional derivative of any functional. The contradiction
between symmetry and causality can only be circumvented by constructing an action functional on the
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Figure 4.1: Graphical illustration of the Runge-Gross theorem.
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4.1. TIME-DEPENDENT DENSITY-FUNCTIONAL THEORY

Keldysh contour [143, 137] which allows us to define the time-dependent density functional as a Legendre
transformation on the Keldysh contour C (see also section 4.2 in chapter 4).

In a similar fashion as in the static DFT, we can also derive the time-dependent Kohn-Sham (KS) equations.
Assuming that the initial state wave function Ψ0 can be written as a Slater determinant of the single-particle
orbitals we can write the time-dependent Schrödinger equation as a set of single particle equations

i∂tφj(r, t) =

(
−1

2
∇2 + v([n], r, t) +

∫
d3r′

n(r′, t)
|r− r′| + vxc([n], r, t)

)
φj(r, t) (4.13)

where initial orbital φ0
j is obtained form solving the stationary KS-equations. The time-dependent density

is now given as the sum over time-dependent occupied orbitals n(r, t) =
∑N

j=1 |φj(r, t)|2. In the time-
dependent KS scheme we have to assume non-interacting v-representability, i.e, we have to assume that a
potential vs exists that produces the time-dependent density of the interacting system of interest.

THE EXCHANGE-CORRELATION KERNEL

In the linear response regime we perturb the system by a sufficiently small external potential δv(r1, t1)

which is zero for times t1 before some initial time t0 at which the perturbation is switched on. Thus, the
total external potential in the linear response regime is v(r1, t1) = v0(r1) + δv(r1, t1), where v0(r) is
the time-independent external potential. The one-to-one correspondence between the time-dependent
potentials and the time-dependent densities provided by the Runge-Gross theorem allows us to formally
write the time-dependent external potential as a functional of the density v(r1t1) = v([n], r1, t1), while
from the time-dependent Schrödinger equation it follows that the time-dependent density can be seen as a
functional of the external potential as n(r1, t1) = n([v], r1, t1). For small perturbations δv we can expand
the density n([v], r1, t1) as Taylor series around the perturbation δv. Retaining only the first order term
we obtain the first order density response as

δn(r1, t1) =

∫
dr2

∫
dt2 χ(r1, t1; r2, t2)δv(r2, t2) (4.14)

where χ is the density response function, defined as the functional derivative of the time-dependent density
with respect to the time-dependent perturbation

χ(r1, t1; r2, t2) =
δn[v](r1, t1)

δv(r2, t2)
. (4.15)

Naturally, the Runge-Gross theorem holds also for the non-interacting particles moving in an external
field proceeded by the KS potential vKS[n](r1, t1), implying it to be invertible as well, i.e., vKS(r, t) =

vKS[n](r, t) and n(r, t) = n[vKS](r, t). Furthermore, since the KS system has the same density as the true
interacting system, there exist an analogous relation to Eq. (4.14) for KS particles

δn(r1, t1) =

∫
dr2

∫
dt2 χKS(r1, t1; r2, t2)δvKS(r2, t2). (4.16)

87



CHAPTER 4. DENSITY FUNCTIONAL THEORY

where the KS response function is defined as

χKS(r1, t1; r2, t2) =
δn([vKS], r1, t1)

δvKS(r2, t2)

∣∣∣∣
vKS[n0]

. (4.17)

and evaluated with the density n0 corresponding to the time-independent potential v0. We can relate the
response function χ of the true interacting system to the KS response function by applying a chain rule for
the functional derivative of the density with respect to the external potential in Eq. (4.15) as

χ(r1, t1; r2, t2) =

∫
dr3

∫
dt3

δn([v], r1, t1)

δvKS(r3, t3)

δvKS(r3t3)

δv(r2, t2)
. (4.18)

where the functional derivative of the KS potential with respect to the external potential reads explicitly as

δvKS(r1, t1)

δv(r2, t2)

∣∣∣∣
vKS[n0]

= δ(r1 − r2)δ(t1 − t2)

+

∫
dr3

∫
dt3

(
w(r1t1, r3t3) +

δvxc(r1, t1)

δn(r3, t3)

)
δn(r3, t3)

δv(r2, t2)
. (4.19)

where w(r1t1, r2t2) = δ(t1 − t2)/|r1 − r2| is the Coulomb interaction. Combining the above equations
gives us a Dyson-type equation relating the true interacting response function to the non-interacting KS
response function

χ(r1, t1; r2, t2) = χKS(r1, t1; r2, t2)

+

∫
dr3

∫
dt3 [w(r1t1, r3t3) + fxc([n0], r1, t1; r3, t3)]χ(r3, t3; r2, t2)(4.20)

where we defined the exchange correlation kernel fxc as a functional of the ground state density as

fxc[n0](r1, t1; r2, t2) =
δvxc(r1, t1)

δn(r2, t2)

∣∣∣∣
n0(r)

. (4.21)

Due to the one-to-one correspondence between the density and the KS potential we can see that the
exchange-correlation kernel relates the change in xc potential due to the change in density n as

δvxc(r1, t1) =

∫
dr2

∫
dt2

δvxc([n], r, t)

δn(r2, t2)

∣∣∣∣
n0(r)

δn(r2, t2). (4.22)

It can be shown that the interacting and non-interacting response functions depend only on the difference
between the time-arguments which will imply similar dependence for the xc-kernel and can be therefore
Fourier transformed [39] giving us the definition of the frequency-dependent xc-kernel

fxc(r1, r2, ω) =

∫
d(t1 − t2)eiω(t1−t2) δvxc([n], r1, t1)

δn(r2, t2)

∣∣∣∣
n0(r)

. (4.23)
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SHAM-SCHLÜTER EQUATION

Another concept within TDDFT what we will to utilize later in the discussion of quantum transport results
is the Sham-Schlüter equation relating the exchange-correlation potential to the many-body self-energy.
The Sham-Schlüter equation can be derived by taking the equation of motion for the full interaction
Green’s function (Eq. (3.51)) and solving the Dyson equation with the KS reference Green’s function. The
KS Green’s function satisfies the following equation of motion

(
i∂z1 − ĥKS(r1, z1)

)
GKS(r1, z1; r2, z2) = δ(r1 − r2)δ(z1, z2) (4.24)

where the KS-hamiltonian is a sum of kinetic energy term and the KS potential, i.e., ĥKS = t̂+ vKS. This
yield the following equation for the fully self-consistent Green’s function

G(r1, z1; r2, z2) = GKS(r1, z1; r2, z2) +

∫
dr3dr4

∫

C
dz3dz4G

KS(r1z1, r3z3)[Σxc(r3z3, r4z4)

− δ(z3, z4)δ(r3 − r4)vxc(r4, z4)]G(r4, z4; r2, z2). (4.25)

Since the exact density is given by both the KS and the exact Green’s function, i.e.,

n(r, z) = −iG(r, z; r, z+) = −iGKS(r, z; r, z+), (4.26)

it follows that
∫
dr3

∫

C
dz3G

KS(r1, z1; r3, z3)vxc(r3, z3)G(r3, z3; r1, z1)

=

∫
dr3dr4

∫

C
dz3dz4G

KS(r1, z1; r3, z3)Σxc(r3, z3; r4, z4)G(r3, z3; r1, z1), (4.27)

where Σxc is the many-body self-energy with the Hartree potential subtracted. If the self-energy is exact
then the corresponding xc-potential that solves this Sham-Schlüter equation [131] yields the exact density
of the system.

THE ADIABATIC LOCAL DENSITY APPROXIMATION

To perform practical calculations within TDDFT we need to approximate the exchange-correlation
potential vxc somehow. The simplest approximation for the vxc potential is the adiabatic local density
approximation (ALDA) given as

vALDAxc (r, t) =
dεhxc[n]

dn

∣∣∣∣
n=n(r,t)

(4.28)

where εhxc(n) is the exchange-correlation energy per unit volume of homogeneous system of density n
whose derivative, with respect to the density, is evaluated at the instantaneous time-dependent density
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n(r, t) which means that ALDA is local in time and in space, i,.e.,

δvxc([n], t)

δn(t′)
= δ(t− t′)dvxc(n)

dn
. (4.29)

Therefore, ALDA neglects the memory effects. Despite its simplicity ALDA performs quite well even for
systems which are not slowly varying in space and time [144, 1].

In the lattice systems we can construct a BALDA approximation for the xc-potential, which is based on the
local density approximation (LDA) for the static, non-uniform one-dimensional Hubbard model derived
from the Bethe ansatz, (Bethe ansatz LDA, BALDA). From the Bethe-ansatz solution for the 1D Hubbard
model below the half-filling of the energy band we have the following total energy expressions for the
limiting cases U →∞ and U = 0

ε<(n,U →∞) = −2V

π
sin(πn) (4.30)

ε<(n,U = 0) = −4V

π
sin
(π

2
n
)

(4.31)

where the superscript ” < ” denotes below the half-filling, V is the hopping between sites and U is the
on-site interaction strength. The analytical formula for the total energy at half-filling is

εn=1(U) = −4

∫ ∞

0

J0(x)J1(x)

x(1 + exp(Ux/2))
dx (4.32)

as given by Lieb and Wu [145]. Here Ji=0,1(x) are Bessel functions. Capelle et al. [146] showed that for
the infinite Hubbard chain the total energy density can be interpolated from the limiting cases

ε<(n,U) = −2ξ(U)

π
sin

(
πn

ξ(U)

)
(4.33)

where the parameters ξ is determined from the solution at half-filling

−2ξ

π
sin

(
π

ξ

)
= −4

∫ ∞

0

J0(x)J1(x)

x[1 + exp(Ux/2)]
dx (4.34)

to guarantee the correct result at the particle-hole symmetric point. In the transport situation the parameter
U/Vlink, where Vlink is the coupling between central region and leads, determines the strength of the
correlations and therefore in the modified version of ABALDA for the transport setup [147] we need to
take into account the different hopping between the impurity site and the leads. For the transport problem
the half-filling condition therefore takes the form

2ξ

π
sin(π/ξ) = 4

∫ ∞

0
dx

J0(x)J1(x)

x[1 + exp(Ux/(2Vlink ))]
. (4.35)

We can obtain the exchange correlation energy from the total energy by utilizing the symmetry relation
for the 1D Hubbard chain around the half-filling point i.e., ε>xc(n) = ε<xc(2− n). Since, the total energy
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is a sum of the kinetic, Hartree and exchange energy, we can obtain the exchange correlation energy by
subtracting the non-interacting kinetic energy and the Hartree energy from the total energy

εxc(n,U) = ε(n,U)− ε(n,U = 0)− ε H(n,U) (4.36)

where the kinetic energy is obtained from the total energy for non-interacting particles. By differentiating
with respect to the density we obtain the exchange-correlation potential for BALDA as

vBALDA
xc [n] = θ(1− n)v<xc(n)− θ(n− 1)v<xc(2− n), (4.37)

where
v<xc(n) = −1

2
Un− 2Vlink

[
cos
(πn

2

)
− cos

(
πn

ξ

)]
. (4.38)

A particularly interesting property of the interpolated BALDA is its discontinuity at half-filling [148]:
vxc(1

+) − vxc(1
−) = U − 4Vlink cos(πξ ) which can be either positive or negative depending on the

parameter used as seen in Fig. 4.2 but the results are not to affected by the change in sign due to the
symmetry of the dynamics of 1D Hubbard model around the particle-hole symmetric point [147].
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Figure 4.2: The BALDA XC-potential as a function of the density.
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4.2 TIME-DEPENDENT CURRENT DENSITY FUNCTIONAL THEORY

In this section we give a brief discussion of time-dependent current density-functional theory (TDCDFT)
for the purposes of providing background for the article VII [7], where we study the diagrammatic content
of the photocurrent with TDDFT. One motivation to switch from TDDFT to TDCDFT is that TDCDFT
provides a natural framework to construct non-adiabatic approximations [39] for vxc which in TDDFT lead
to violation of basic theorems [39]. The problem with TDDFT is that it can break down when considering
uniform local changes in density as illustrated in Fig. 4.3. Let us look at the time-dependent density at
point x0 where the system is moving in time to the right. The movement causes the density distribution to
change which by continuity equation induces a flow of current. If we just observe the density at the point
x0 it is impossible to notice any change as long as the edges of the slab are far away. Thus, one needs to
look at the current density to observe the movement of the slab, and a theory based on the ALDA will fail
to describe this situation correctly within standard TDDFT (see Ref. [39]).
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Figure 4.3: Schematics demonstrating how the local density n(x0, t) remains constant when
the slabs is moving to the right while generating current j(x0, t).

In TDCDFT we are considering systems which are moving in general time-dependent electromagnetic
fields depending on both of the external scalar potential v(r, t) and of the external vector potential A(r,t)
described by the Hamiltonian

Ĥ(t) =
N∑

j=1

(
1

2
[−i∇j + A(rj , t)]

2 + v(rj , t)

)
+

1

2

N∑

i,j 6=i
w(ri − rj) (4.39)

The electric E(r, t) and magnetic B(r, t) fields are naturally given in terms of the vector potential A(r, t)

as E = −∇v(r, t)− ∂A(r,t)
∂t and B = ∇×A(r, t). The electric and magnetic fields will transform under

the Coulomb gauge∇ ·A = 0 as

v(r, t) → v(r, t) +
∂λ(r, t)

∂t
(4.40)

A(r, t) → A(r, t) +∇λ(r, t) (4.41)
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which leaves the Hamiltonian invariant.

In TDCDFT one can prove that the current density j and the vector potential A will be conjugate variables
i.e. the vector potential determines the current density uniquely up to a gauge. The proof goes in the same
spirit as the Runge-Gross proof for the TDDFT. Assuming that all the potentials are Taylor expandable
around the initial time t0 one can prove that two current densities j1(r, t) and j2(r, t) evolving from
common initial state and generated by external potentials {v1(r, t),A1(r, t)} and {v2(r, t),A2(r, t)}
cannot be the same provided that the set of potentials differ by more than a gauge transformation of the
form of the Coulomb gauge. Like for the TDDFT also for TDCDFT one can write down the Kohn-Sham
equations [

1

2

(
− i∇+ AKS(r, t)

)2
+ vext(r)

]
φj(r, t) = i∂tφj(r, t),

where we included the KS vector potential defined as

AKS(r, t) = A(r, t) + A H(r, t) + Axc(r, t). (4.42)

In TDCDFT the xc-vector potential can be obtained as functional derivative from a functional F [j] defined
as a Legendre transformation of the action functional F̃ [A] defined on the Keldysh contour C as

F̃ [A] = i ln〈Ψ0|Û(t0, t0)|Ψ0〉

where the time-evolution operator Û is defined on the Keldysh contour C as (here we chose a gauge such
that all time-dependence is in the vector potential, this same convention is used in the article VII [7])

U(t, t′) = TC e−i
∫
C dzĤ(z), (4.43)

where TC denotes contour ordering on the contour C running from t0 back to t0. It is now easy to see that
the functional derivative of the time-evolution operator with respect to the vector potential is

δÛ(t, t′)
δA(r, t′)

= −iÛ(t, t′)[ĵp(r) + n̂A(r, t′)]Û(t, t′), (4.44)

yielding the following functional derivative for the action functional

δF̃
δA(r, z)

= 〈ĵp(r, z)〉+ 〈n̂(r, z)〉A(r, z) = j(r, z), (4.45)

where jp is the paramagnetic current and j is the physical gauge-invariant current. In general the physical
gauge-invariant current j, which is a central object in TDCDFT, is given as
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j(r, t) = 〈Φ(t)|ĵ(r)|Φ(t)〉 = jp(r, t) + n(r, t)A(r, t), (4.46)

where Φ(t) is time-dependent many-particle wave function and jp is the paramagnetic current density and
the second term in the right hand side is the diamagnetic current density. Since the vector potential and the
current density are conjugate variables we obtain current functional F [j] by a Legendre transform

F [j] = −F̃ [A] +

∫
dr

∫

C
dz j(r, z) ·A(r, z) (4.47)

such that
δF [j]

δj(r, z)
= A(r, z). (4.48)

Similarly, as in the static DFT for the universal functional, we can start from the non-interacting system
with |Ψ0,s〉 and obtain a KS-current functional FKS[j] and define the exchange correlation part of the
action function Fxc as the difference between true interacting and non-interacting functionals

F [j] = FKS[j]−Axc[j]− 1

2

∫
dr1dr2

∫

C
dt1 n(r1, t1)n(r1t1)w(|r1 − r2|) (4.49)

where w is the Coulomb interaction and the density n(r, z) is regarded a functional of the current through
the continuity equation. Differentiating this equation with respect to j gives us the xc-vector potential

Axc(r, t) = AKS(r, t)−A(r, t)−AH(r, t) (4.50)

where we defined

Axc(r1, t1) =
δFxc(r1, t1)

δj(r2, t2)
(4.51)

AH(r1, t1) =
δFH(r1, t1)

δj(r2, t2)
. (4.52)

Like in TDDFT the KS scalar potential is such a non-interacting potential which produced the density of
the true system. In a same way the KS vector potential AKS is the vector potential that for a non-interacting
system gives the current density j. We can also study the linear response with TDCDFT due to sufficiently
small external perturbing vector potential and obtain the current-current response function as

χµν(r1t1, r2t2) =
δjµ(r1, t1)

δAν(r2t2)

= δµνn(r, t)δ(t1, t2)δ(r1 − r2)− i〈TC [∆ĵp(r1, t1)∆ĵp(r2, t2)]〉 (4.53)

where the fluctuation operator is defined as ∆ĵp(r, t) = ĵp(r, t)− 〈ĵp(r, t)〉. Like we did in the TDDFT
section, we can now proceed via application of the chain rule and the definition for the KS vector potential
and find the relation between the true response function and the KS-response function as a Dyson equation
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χ(r1, t1; r2, t2) = χKS(r1, t1; r2, t2) +

∫
dr3dt3

∫
dr4t4 χKS(r1, t1; r2, t2)

[
f H(r3, t3; r4, t4)

+fxc(r3, t3; r4, t4)
]
χ(r4, t3; r2, t2) (4.54)

where we defined the Hartree and exchange-correlation kernels as

f H(r1, t1; r2, t2) =
δA H(r1, t1)

δj(r2, t2)

fxc(r1, t1; r2, t2) =
δA H(r1, t1)

δj(r2, t2)
. (4.55)

This concludes our introduction regarding density functional theories used in this thesis.

4.3 GLANCE INTO PHOTOEMISSION SPECTROSCOPY

One of the fundamental questions in solid state physics is the spectrum of the one-particle and collective
excitations of a system of correlated electrons. Information on the excitation spectrum of a many-particle
system can be gained via photoemission spectroscopy techniques and the theoretical understanding of this
spectrum constitutes a long-standing and not yet generally solved problem of many-particle physics. The
complication of the theoretical description of the photo-emission process is due to several reasons. First of
all the accurate description constitutes a description of the equilibrium and excited electronic structure
of a many-particle system as well as the interaction of the many-particle system with the perturbing
electromagnetic fields. In addition, we need to solve this problem in the vicinity of the surface, through
which all system properties change dramatically.

The basic approximation done in the many-particle theoretical description of photoemission process is
called the sudden approximation. In sudden approximation the photo-electron is directly excited into
vacuum, i.e., the electron is removed suddenly from the material without leaving any time for the system
to relax. Hence, for example the many-particle effects, like the energy losses experienced by the photo-
electron during its travel inside the material are neglected. Since we are removing an electron suddenly we
can calculate the photoemission spectra from the single-particle spectral function A(ω). The photocurrent
within the sudden approximation can be obtained via Fermi’s golden rule as

I(k, ω) ∝ |〈ΨN−1|ĉk|ΨN,0〉|2δ(EN−1 + ω − EN,0 − ~ν)

= A(k, ω − ~ν)f(ω − ~ν), (4.56)

where ΨN−1 is the excited state of the system after removal of an electron while ΨN,0 is the N -particle
ground state. The annihilation operator ĉk removes an electron with momentum k, EN−1 is the energy
of the excited state and EN,0 is the energy of the ground state. The photon has an energy ~ν and f
denotes a Fermi function. In Fig. 4.4 we show the standard photo-current Feynman diagram contributing
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to photocurrent within sudden approximation. At the point r1t the photoelectron is excited by the photons,
after which the photoelectron travels freely to the detector at R. The excitation of the electron leaves an
photo-hole behind in the material. The propagation of the hole is described by the bulk Green’s function.
A neutralizing electrical contact between the detector and the sample is described by the electric field
coupling at point r2.
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Figure 4.4: The no-loss diagram of the photocurrent in the sudden approximation,

In reality the photoelectron is not excited directly into the vacuum and it might travel a certain distance in
the system and may undergo energy losses on its way out. The energy losses can be divided into extrinsic
losses and intrinsic losses. The extrinsic losses are related to the interaction of the photoelectron with
the system (material), like impurity scattering, scattering of the photoelectron against other electrons or
electron-phonon scatterings. Intrinsic losses, on the other hand, are related to the damping of the effects,
causing the excitations to have a finite life-time. In order to take theses processes into account we need to
expand the expression for the photocurrent diagrammatically [149, 127].

To see which kind of processes constitute the photocurrent with density functional theory we examined
its diagrammatic content. We will consider a many-particle system described by a Hamiltonian of the
form Ĥ(t) = Ĥ0 + ∆̂(t) where ∆̂ describes the electromagnetic field applied for times t > t0 and Ĥ0 is
the many-body Hamiltonian of the sample before the field is applied. In the photo-emission problem the
quantity of interest is the current density outside the sample which is a one-particle observable and can be
calculated from the lesser Green’s function as

ĵ(r, t) = −1

2

∑

σ

(∇−∇′)G<(xt,x′t′)|x=x′ . (4.57)

Let us now expand the expectation value for the current j(r, t) = 〈Φ(t)|ĵ(r)|Φ(t)〉 in terms of the
electromagnetic coupling ∆̂. To do this we first expand the time-dependent many-body state in powers of
∆̂, after which we are able to find the lowest non-zero contribution to the photo-current in terms of the
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one-particle Green’s function. The expansion of the many-particle wave function in powers of ∆̂ is

|Ψ(t)〉 = |Ψ(0)(t)〉+ |Ψ(1)(t)〉+ |Ψ(2)(t)〉+ ... (4.58)

with |Ψ(0)(t)〉 = e−iε0(t−t′)|Φ0〉. Therefore, the expectation value for the current is

〈ĵ(rt)〉 = 〈Ψ(0)(t)|ĵ(r)|Ψ(0)(t)〉+ 〈Ψ(0)(t)|ĵ(r)|Ψ(1)(t)〉
+〈Ψ(1)(t)|ĵ(r)|Ψ(0)(t)〉+ 〈Ψ(1)(t)|ĵ(r)|Ψ(1)(t)〉+ 〈Ψ(0)(t)|ĵ(r)|Ψ(2)(t)〉
+〈Ψ(2)(t)|ĵ(r)|Ψ(0)(t)〉+O(∆̂3). (4.59)

Since we are interested in the photo-emission current outside the sample the zeroth order term does
not contribute since |Ψ(0)(t)〉 is localized to the sample in position space and all matrix elements with
|Ψ(0)(t)〉 vanish outside the sample. Therefore the lowest order contribution to the photocurrent is

〈ĵ(2)(rt)〉 = 〈Ψ(1)(t)|ĵp(r)|Ψ(1)(t)〉 (4.60)

which is second order in the applied field and we restricted ourselves to the paramagnetic current since the
diamagnetic current n̂(rt)A(rt) is even smaller due to the terms higher order in the applied field. Since
the lowest order non-zero contribution for the photocurrent involves the expectation value with respect to
the many-particle wave function in first order of the applied field, we need to find the first order change in
the many-particle state. If Û(t, t′) = e−iH0(t−t′) is the time-evolution operator of the unperturbed system
and the operator in the Heisenberg representation is ÂH(t) = Û0(t0, t)ÂÛ0(t, t0), we find the first order
change to the unperturbed ground state |Φ0〉 to be

|Ψ(1)(t)〉 =

∫ t

t0

dt′Û0(t, t′)∆̂(t′)Û(t′, t)|Φ0〉. (4.61)

It can be readily seen that (i∂t − Ĥ0)|Ψ(1)(t)〉 = ∆̂(t)|Ψ(1)(t)〉 with the initial condition |Ψ(1)(t0)〉 = 0.
We can now write the photocurrent as

〈ĵ(rt)〉(2) =

∫ t

t0

dt1

∫ t

t0

dt2〈Φ0|Û(t0, t2)∆̂(t2)Û(t2, t)ĵ(r)Û0(t, t1)∆̂(t1)Û(t1, t0)|Φ0〉 (4.62)

=

∫ t

t0

dt1

∫ t

t0

dt2〈Φ0|∆̂H0(t2)ĵH(rt)∆̂H0(t1)|Φ0〉 (4.63)

where the operators are now in the Heisenberg representation with respect to Ĥ0. This is equivalent to the
calculation of the equal-time lesser Green’s function to second order in the external perturbation as

G(2)<(xt,x′t) = i

∫ t

t0

dt1dt2 〈Φ0|∆̂H0(t2)ψ̂†H0
(x′t)ψ̂H0(xt)∆̂H0(t1)|Φ0〉 (4.64)

97



CHAPTER 4. DENSITY FUNCTIONAL THEORY

which we can expand in terms of the Feynman diagrams. Since t1, t2 ≤ t and the ∆̂(t1) appears to the right
of ψ̂†H0

(x, t)ψ̂H0(x, t) while ∆̂†(t2) appears to the left, we can write the Eq. (4.64) on the Keldysh contour
C where ∆̂(t1) is on the upper branch and ∆̂†(t2) lives on the lower branch. Thus, it is advantageous to
rewrite the Eq. (4.64) as

G(2)<(xt,x′t) = i

∫ t

t0

dt1dt2 〈Φ0|∆̂+(t2)ψ̂†(x′)ψ̂(x)∆̂−(t1)|Φ0〉 (4.65)

where we defined

∆̂−(t1) = Û0(t, t1)∆̂(t1)Û0(t1, t0),

∆̂+(t2) = Û0(t0, t2)∆̂(t2)Û0(t2, t).

We notice that ∆̂−(t1) is surrounded by vertices labeled with − sign while ∆̂+(t2) is surrounded by
vertices labeled with + sign. Hence, operator ∆̂−(t1) can now be expanded in time-ordered powers of the
many-body interaction, whereas ∆̂+(t2) can be expanded in anti-time-ordered powers of the interaction.
An example, of the resulting expansion can be seen in Fig. 4.5.
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X

P1,P22⇡̃N+1,p

Q1,Q22⇡̃N,q

(�)P1+Q1+P2+Q2

dN+1,pdN,q

X

pq

D
(j2)
P2(p)Q2(q)

(2)D
(j1)

⇤

P1(p)Q1(q)
(1)

k = 0.5kF (12)

Equations used in talks

G<(xt,x0t0)(2) = (1)

xt (2)

x0t0 (3)

�̂ (4)

t1 (5)

t2 (6)

�̂ (7)

D(a)
p1p2q1

(8)

D(a⇤)
p1p2q1

(9)

D(a⇤)
p2p1q1

(10)

D
(a⇤)
P (pq,p1)q1

(11)

⌃<
c,,PSD(1, 2) = i

1X

N=1

X

j1,j22ĨN
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X

P1,P22⇡̃N+1,p

Q1,Q22⇡̃N,q

(�)P1+Q1+P2+Q2

dN+1,pdN,q

X

pq

D
(j2)
P2(p)Q2(q)

(2)D
(j1)

⇤

P1(p)Q1(q)
(1)

k = 0.5kF (12)

Equations used in talks

G<(xt,x0t0)(2) = (1)

xt (2)

x0t0 (3)

�̂ (4)

t1 (5)

t2 (6)

�̂ (7)

D(a)
p1p2q1

(8)

D(a⇤)
p1p2q1

(9)

D(a⇤)
p2p1q1

(10)

D
(a⇤)
P (pq,p1)q1

(11)

⌃<
c,,PSD(1, 2) = i

1X

N=1

X

j1,j22ĨN
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Figure 4.5: Expansion of G(2)<(xt,x′t) in Eq. (4.5) in G andW .

Since the incoming and outgoing vertices are evaluated at the same time, it is customary to draw these
diagrams in closed from as a triangles as in Fig. 4.6. In Fig 4.6. we show the skeleton diagram expansion of
G(2)< to lowest order in the screened interactionW and the dressed Green’s function G. These diagrams
are the lowest order contributions to the photocurrent beyond sudden approximation. In Fig. 4.6 diagrams
(a)-(c) contribute to the no-loss current while diagrams (d)-(f), including an interaction line between
upper and lower branch of the Keldysh contour, describe extrinsic losses. Diagrams (g)-(h) describe
renormalisation of the photo field inside (close) the sample within RPA.
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4.3. GLANCE INTO PHOTOEMISSION SPECTROSCOPY
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Figure 4.6: Skeleton expansion of G(2)< in G andW to the first order.
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5
NON-EQUILIBRIUM DYNAMICS OF OPEN QUANTUM

SYSTEMS

The problem of quantum dynamics in open systems has gained attention in recent decades and not the least
due to the advances made in quantum transport in molecular systems [11, 15, 12, 17, 14, 13, 16, 150, 151].
The main motivation behind the quantum transport and molecular electronics is the futuristic goal to be
able at some point to replace or to complement the silicon-based technology with molecular electronics
to make the electronic devices faster [152]. Although, the replacement of silicon-based electronics with
a molecular one will not very likely ever happen molecular electronics has established itself in recent
decades as a field of study of its own. One of the boosts for molecular electronics was due to the work
by Mark Reed et al. who was the first to be able to measure current through molecules between small
nanoscale-structures between metals or semi-conductors [153]. The miniaturization of the silicon-based
electronics and the research done on the molecular devices has given need for a truly quantum mechanical
description of the transport problem where the electron-electron and electron-phonon interactions are
taken into account. Examples of non-classical behavior in transport problem are, for instance, negative
differential resistance (NDR), bistability and hysteresis or polaronic conduction due to electron-phonon
interactions. The understanding of the different phenomena in quantum transport does not rely solely on
understanding the underlying physical phenomena, but in addition understanding of the structure-function
relationships in transport devices plays a crucial role.

Density functional (DFT) and non-equilibrium Green’s function (NEGF) based methods are widely used
nowadays in electron transport calculations [154, 10, 155, 156, 157, 57, 158, 159, 160, 161] which solve
a system of nonlinear equations for the non-equilibrium density and current via self-consistent iterations.
The power of DFT and NEGF based methods is that they can treat the underlying electronic structure of the
transport device from the first principles together with electron-electron and electron-phonon interactions,
hence answering the very question of phenomena-structure-function of molecular electronics.

In this thesis we focus on the description of time-dependent phenomena by using non-equilibrium Green’s
functions together with the Kadanoff-Baym equations and try to answer the fundamental question of how
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the electrons move through nanoscale junctions. The time-dependent description of quantum transport is
motivated by the constant need to speed up electronic devices, which means that they are most of the time
operating in non-equilibrium and there is hardly any time for the steady-state to equilibrate. Therefore, it
is important to understand the underlying mechanism of non-equilibrium dynamics and the mechanisms
for reaching a steady-state, and whether the steady-state is unique, and if not, how we can determine which
steady-states are obtainable via time-propagation.

This chapter is organized as follows. At first we introduce the time-propagation scheme with the Kadanoff-
Baym (KB) equations followed by introduction to generalized Kadanoff-Baym ansatz (GKBA) and an
introduction to two different types of embedding schemes after which we will show how the standard
Meir-Wingreen formula [162] relates to the current calculated via KB-equations. Finally, we will study
some basic quantum transport situations.

5.1 KELDYSH-KADANOFF-BAYM EQUATIONS

In the transport calculations, we take the system to be initially in thermal equilibrium described by a
statistical grand canonical ensemble. At time t0 the system is perturbed by an external perturbation after
which its time-evolution is followed. This process is described by the Keldysh contour of Fig. 3.1b, where
we have the vertical imaginary track describing the ground state and the time-loop contour on the real axis
describing the non-equilibrium dynamics. By utilizing the Langreth rules we are able to distinguish, from
the equation of motion for the one-particle Green’s function (3.51), different components on the contour C.
These different componets are commonly called the Kadanoff-Baym equations and they read as

[
i∂t1 − ĥ(t1)

]
G≷(t1, t2) =

[
ΣR ·G≷ + Σ≷ ·GA + Σe ? Gd

]
(t1, t2) = I≷1 (t1, t2), (5.1a)

G≷(t1, t2)
[
−i←−∂ t2 − ĥ(t2)

]
=

[
GR · Σ≷ +G≷ · ΣA +Ge ? Σd

]
(t1, t2) = I≷2 (t1, t2), (5.1b)

[
i∂t1 − ĥ(t1)

]
Ge(t1, τ2) =

[
ΣR ·Ge + Σe ? GM

]
(t1, τ2) = Ie(t1, τ2), (5.1c)

Gd(τ1, t2)
[
−i←−∂ t2 − ĥ(t2)

]
=

[
Gd · ΣA +GM ? Σd

]
(τ1, t2) = Id(τ1, t2), (5.1d)

[
−∂τ1 − ĥM

]
GM (τ1, τ2) = iδ(τ1 − τ2) +

[
ΣM ? GM

]
(τ1, τ2) = IM (τ1, τ2), (5.1e)

GM (τ1, τ2)
[
∂τ2 − ĥM

]
= iδ(τ1 − τ2) +

[
GM ? ΣM

]
(τ1, τ2) = IM (τ1, τ2). (5.1f)

Here we omitted the spatial indices, introduced a short-hand notation I≷,e,d called collision integrals
for the inhomogeneous part of the equations as well as defined the convolution integrals on the real and
imaginary axis as [a · b](t1, t2) =

∫∞
t0
a(t1, t)b(t, t2)dt and [a ? b](t1, t2) = −

∫ β
0 a(t1, τ)b(τ, t2)dτ . The

greater and lesser collision integrals I≷, due to the integration over all the earlier times, take into account
the history dependence for self-energy approximations which are time non-local, i.e., have non-zero
greater and lesser component. The mixed terms in the collision integrals, Ie,d, take into account the initial
correlations of the system, being components having one time-argument on the imaginary track and other
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on the real axis. The boundary conditions for solving the initial Green’s function on the imaginary axis
are given by the Kubo-Martin-Schwinger (KMS) boundary conditions as G(x1t0, 2) = −G(x1t0 − iβ, 2)

and G(1,x2t0) = −G(1,x2t0 − iβ). The self-energy will also fulfill KMS boundary conditions due
to the structure of the Dyson equation. For the mixed e, d components of the Green’s function and the
self-energy we have the following conditions

[
Gd(−iτ, t)

]†
= Ge(t,−i(β − τ)), (5.2)

[
Σd(−iτ, t)

]†
= Σe(t,−i(β − τ)), (5.3)

which imply for the mixed collision integrals a similar condition
[
Id(−iτ, t)

]†
= Ie(t,−i(β − τ)). The

equal time relation for the lesser and greater Green’s function

G>(x1t,x2t) = −iδ(x1,x2) +G<(x1t,x2t) (5.4)

together with the symmetry relations for the Green’s function and self-energy

[
G≷(t1, t2)

]†
= −G≶(t2, t1), (5.5)

[
Σ≷(t1, t2)

]†
= −Σ≶(t2, t1), (5.6)

imply similar symmetry relation also for the greater and lesser collision integral
[
I≷1,2(t1, t2)

]†
=

−I≷2,1(t2, t1). We see that in practice we need to propagate only a part of the Kadanoff-Baym equa-
tions, namely (see Fig. 5.1)

G<(t1, t2) & Σ<(t1, t2), for t1 ≤ t2, (5.7)

G>(t1, t2) & Σ>(t1, t2), for t1 > t2, (5.8)

involving only I>1 , I<2 and Ie. The rest of the components are obtainable via the symmetry relations. Now
the initial conditions for the time-propagation can be seen to be

G>(t0, t0) = −iGM (τ+
0 ), (5.9a)

G<(t0, t0) = iGM (τ−0 ), (5.9b)

Ge(t0, t0 − iτ) = iGM (−τ), (5.9c)

Gd(t0 − iτ, t0) = −iGM (τ). (5.9d)

The numerical procedure for solving the Kadanoff-Baym equations starts by determining the Matsubara
component of the Green’s function after which the Green’s function on the real axis is initialized with the
initial conditions (5.9). All these conditions together with Kadanoff-Baym equations determine the one-
particle Green’s function at all times when an approximation for the self-energy has been made [163, 164].
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DYSON EQUATION

The first step is to solve the equilibrium ground state system. This amounts to solving the system on the
imaginary time axis, i.e., solving the Matsubara component of the Green’s function. In our discussion we
will consider only spin-compensated systems and therefore the Green’s function has the form

G(x1z1,x2z2) = δσ1σ2G(r1z1, r2z2). (5.10)

Furthermore, since the system is initially in equilibrium both the Green’s function and the self-energy will
depend only on the time difference of their time-arguments and therefore it is convenient to introduce the
following notation

GM (τ1 − τ2) = −iGM (−iτ1,−iτ2), (5.11)

ΣM (τ1 − τ2) = −iΣM (−iτ1,−iτ2), (5.12)

where we omitted the spatial arguments, and due to the factor i, the Matsubara Green’s function GM and
the self-energy ΣM are real quantities if the Hamiltonian on the imaginary axis ĥM and the interaction
term w are real quantities. Therefore, the equation of motion for the Matsubara component of the Green’s
can be written as

∑

k

(−δik∂τ1 − h0
ik)G

M
kj (τ1) = δijδ(τ1) +

∫ β

0
dτ3

∑

k

ΣM
ik (τ1 − τ3)GMkj (τ3), (5.13)

where the integration over the spatial coordinates is replaced by a matrix multiplication. We have also set
τ2 = 0. Since the Green’s function GM and the self-energy ΣM are symmetric on the interval [−β, β]

we need to calculate it only on the half of the interval. We have reduced the full domain to [−β, 0], since
G(0−) is related to the density matrix. We can now cast the equation (5.13) into a form of a Dyson
equation with help of a reference Green’s function G0(τ) satisfying the homogeneous equation

∑

k

(−δik∂τ − h0
ik − Σ0

ik)G0,kj(τ) = δijδ(τ). (5.14)

where Σ0 is the static part of the self-energy, yielding

GMij (τ1) = G0,ij(τ1) +

∫ 0

−β
dτ4

∫ β

0
dτ3

∑

kl

G0,ik(τ1 − (τ3 − β))ΣM,c
kl (τ3 − (τ4 + β))GMlj (τ4),(5.15)

where we used the Kubo-Martin-Schwinger boundary conditions for the G0 and GM and defined the
time nonlocal part of the self-energy to be ΣM,c

ij (τ) = ΣM
ij (τ) − δ(τ)Σ0

ij . This equation is solved to
self-consistency for the Matsubara Green’s functionGM . In other words, for the first iteration the reference
Green’s function G0(τ) is calculated either from the Hartree-Fock or DFT calculation from which the first
approximation for the self-energy is obtained. The equation (5.15) will yield a new approximation for the
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GM Green’s function from which we get a new estimate for the self-energy. This procedure is applied
until the desired convergence is reached. The converged Green’s function is then used as a starting point
for the time-propagation along the real time-axis on the contour C.

The Dyson equation (5.15) can be cast into a system of linear equations of the form Ax = b which we
can solve very efficiently by utilizing biconjugate gradient methods [165, 166]. First of all, we notice that
the the Dyson equation (5.15) can be written as a Fredholm integral equation

GMij (τ)−
∫ 0

−β
dτ ′
∑

k

Fik(τ, τ
′)GMkj (τ

′) = G0,ij(τ), (5.16)

where the integral kernel is given as

Fij(τ, τ
′) =

∫ β

0
dτ1

∑

k

G0,ik(τ − (τ1 − β))ΣM,c
kj (τ1 − (τ ′ + β)). (5.17)

By discretizing the Dyson equation in the Fredholm form (5.16) we are able to write our problem as a set
of linear equations of the form Ax = b

n∑

k=1

m∑

q=0

A(ip),(kq)G
M
kj (τq) = δijG0,i(τ) (5.18)

where our matrix A consists of the Fredholm integral kernel

A(ip),(kq) = δikδpq − Fik(τp, τq) (5.19)

The unknown x is naturally the Matsubara component of the Green’s function which we want to solve
GMkj (τq) and the inhomogenous part b is given by our reference Green’s function δijG0,i(τ). In appendix A
we present the BiCGSTAB and BiCGSTAB(l) algorithms applied to the solution of the Dyson equation.

TWO-TIME PROPAGATION

From the obtained solution of the Dyson equation Eq. (5.15) we can start our two-time propagation with
the initial conditions Eq. (5.9). Due to the symmetries discussed earlier we have only a subset of equations
of motion which we need to propagate which are

i∂t1G
>(t1, t2) = ĥ(t1)G>(t1, t2) + I>1 (t1, t2) (5.20a)

−i∂t1G<(t2, t1) = G<(t2, t1)ĥ(t1) + I<2 (t2, t1) (5.20b)

i∂t1G
e(t1,−iτ) = ĥ(t1)Ge(t1,−iτ) + Ie(t1,−iτ) (5.20c)

−i∂t1Gd(−iτ, t1) = Gd(−iτ, t1)ĥ(t1) + Id(−iτ, t1), (5.20d)
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where we again suppressed spatial indices for the notational simplicity. We will now propagate these
equations with a small time step ∆ from t → t + ∆. From the symmetry relations of equations (5.20)
it follows that we need to take time-step in the first time-argument for the greater Green’s function
G>(t + ∆, t2) and for the second time-argument for the lesser Green’s function G<(t1, t + ∆) (see
Fig. 5.1). For the time-diagonal part t1 = t2 we need to take a time-step in both time-arguments as
G<(t, t)→ G<(t+ ∆, t+ ∆). For the mixed components Gd and Ge the time-stepping is done in the
real-time argument while the imaginary time τ is kept fixed. We define new Green’s functions with the
help of the time-evolution operator Û as

G≷(t1, t2) = Û(t1)g≷(t1, t2)Û †(t2), (5.21)

Ge(t1,−iτ) = Û(t1)ge(t1,−iτ), (5.22)

Gd(−iτ, t2) = gd(−iτ, t2)Û †(t2). (5.23)

The time-propagation is done by using HF Hamiltonian, hence, the time-evolution operator Û satisfies the
equation i∂tÛ(t) = ĥHF(t)Û(t). The HF hamiltonian is evaluated with the density matrix obtained from
the previous time-step. We will propagate the Green’s functions with a small time-step ∆, during which we
assume that the Hamiltonian is approximately constant on the interval [t, t+ ∆] and ĥHF(t1) ≈ h̄HF(t) as
well as the collision integrals I≷,e,d stay constant. We now define the time-evolution operator for the time-
propagation to be Û(t1) = eih̄HF(t)t1 . Furthermore, we take the Hartree-Fock Hamiltonian to be a a sum of
the one-particle part of the Hamiltonian and the Hartree-Fock self-energy h̄HF(t) = ĥ0(t+ ∆/2) + ΣHF(t),
where the one-body hamiltonian, being a known function of time, is evaluated at half of the time-step.
Now, together with equations of motion (5.20) we have

i∂t1g
>(t1, t2) = Û †(t1)I1(t1, t2)Û(t2), (5.24)

−i∂t2g<(t2, t1) = Û †(t1)I2(t1, t2)Û(t2), (5.25)

i∂t1g
e(t1,−iτ) = Û †(t1)Ie(t1,−iτ), (5.26)

−i∂t2ge(−iτ, t2) = Id(−iτ, t2)Û(t2). (5.27)

From these equations we see that in order to be able to propagate the Green’s function in time we
need to know what is the time-evolution of the collision integrals I≷,d,e. From the assumption that
the collision integrals I≷,e,d are constant on the interval [t, t + ∆] we have that I>1 (t1, t2) ≈ Ī>(t2)

and I<2 (t1, t2) ≈ Ī<2 (t1). Evaluating the equations of motion for the transformed Green’s functions at
g<(t1, t+ ∆) and g(t+ ∆, t+ ∆) we see that they satisfy the following equations [164]

g>(t+ ∆, t2) = Û(∆)g>(t, t2)− 1

h̄HF

[
1− e−i∆h̄HF

]
Ī>1 (t2), (5.28a)

g<(t1, t+ ∆) = g<(t1, t)Û
†(∆)− Ī<2 (t1)

1

h̄HF

[
1− e−i∆h̄HF

]
. (5.28b)
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The mixed terms gd(−iτ, t+ ∆) and ge(t+ ∆,−iτ) can be found to satisfy the following

gd(−iτ, t+ ∆) = gd(−iτ, t)Û †(∆)− Īd(−iτ)
1

h̄HF

[
1− e−i∆h̄HF

]
, (5.29a)

ge(t+ ∆,−iτ) = Û(∆)ge(t,−iτ)− 1

h̄HF

[
1− e−i∆h̄HF

]
Īe(−iτ). (5.29b)
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Figure 5.1: The double time-plane for the greater and lesser
Green’s functions G≷(t1, t2).

The time-diagonal propagation is a bit more tedious but g(t + ∆, t + ∆) can be found to satisfy the
resulting equation

g<(t+ ∆, t+ ∆) = Û(∆)g<(t, t, )Û †(∆)− iÛ(∆)

[∫ ∆

0
dt̄ Û †(t̄) Ī<12(t) Û(t)

]
Û †(∆)

= Û(∆)

[
g<(t, t) +

∞∑

n=0

Cn

]
Û †(∆), (5.30)

where we introduced a short hand notation Ī12 = Ī<1 (t1, t2) − Ī<2 (t1, t2) = [Ī1(t2, t1)>]† − Ī<2 (t1, t2)

and Cn = i∆
n+1 [h̄HF, C

n−1] with the initial term C0 = −i∆I12 [164]. We see that the right hand sides of
equations (5.28), (5.30) and (5.29) depend as well on the time t+ ∆, therefore in practice we need to take
the time-step twice. For the first time we evaluate the right hand sides of Eqs. (5.28), (5.30) and (5.29)
after which the values for the collision integrals and for the Hartree-Fock self-energy are taken to be
averages evaluated at times t and t+ ∆ as I = [I(t) + I(t+ ∆)]/2 and ΣHF = [ΣHF(t) + ΣHF(t+ ∆)]/2.
The actual time-step for the Green’s functions is then taken by using these averaged quantities.
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5.1.1 GENERALIZED KADANOFF-BAYM ANSATZ

In previous section we saw that the two-time propagation of Kadanoff-Baym equations can be quite tedious.
Together with the memory kernel involving integrations over all earlier times is causing the computational
effort grows as a function of time as t3 compared to the propagation of one-time wave function equations
in TDDFT where the computational effort goes as t2 (with memory kernel). One way to reduce the
computational cost is to use the Generalized Kadanoff-Baym Ansatz (GKBA) derived by Lipavský [167]
for non-equilibrium situation where the two time propagator G≷(t1, t2) is approximated with the reduced
one-particle density matrix G< times the retarded Green’s function accounting for correlations between
different times. By construction the GKBA is exact for equal times which gives reasons to believe that for
short time intervals the approximation should work relatively well.

We will start by deriving the GKBA as it is presented by Lipavský [167], Hermans [168] and Balzer [169].
We will again omit the space-spin indices for notational simplicity. First of all, we split the lesser
propagator into a lower and upper diagonal as

G<L (t1, t2) = θ(t1 − t2)G<(t1, t2) (5.31)

G<U (t1, t2) = −θ(t2 − t1)G<(t1, t2), (5.32)

where for example the lower propagator will satisfy the equation of motion

i∂t1G
<
L (t1, t2) = iδ(t1, t2)G<(t1, t2) + iθ(t1 − t2)G<(t1, t2). (5.33)

To find a construction for the lesser propagator in terms of the one particle reduced density matrix and
retarded / advanced propagators we will need to evaluate convolutions

∫
dt3 [GR(t1, t3)]−1G<L (t3, t2) (5.34)

∫
dt3G

<
U (t3, t2)[GA(t1, t3)]−1. (5.35)

If we succeed in this, we will have an expression for the G< propagator when we multiply Eq. (5.34) from
the left with GR and Eq. (5.35) from the right with GA with integration over the intermediate coordinate.
Let us start by considering the convolution

∫
dt3 [GR(t1, t3)]−1G<L (t3, t2). Using the definition for the

inverse retarded Green’s function [GR]−1 = [G0]−1 − ΣR where G0 is some a non-interacting reference
Green’s function and ΣR is some many-body self-energy. The inverse of G0 can be obtained from
the homogeneous solution for the equation of motion as [G0(t1, t2)]−1 = δ(t1, t2)(i∂t1 − ĥ(t1)) and
[G0(t1, t2)]−1 = δ(t1, t2)(i

←−
∂ t2 − ĥ(t2)).
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Inserting all this into equation (5.34) we obtain

∫
dt3 [GR(t1, t3)]−1G<L (t3, t2) = iδ(t1, t2)G<(t1, t2) + iθ(t1, t2)∂t1G

<(t1, t2)

−
∫
dt3 ĥ(t3)G<L (t3, t2)−

∫
dt3 ΣR(t1, t3)G<L (t3, t2) (5.36)

which simplifies with the use of the definition for the lower propagator (5.31) together with the definition
for the inverse of the non-interacting Green’s function [G0]−1 to form

∫
dt3 [GR(t1, t3)]−1G<L (t3, t2) = iδ(t1, t2)G<(t1, t2) + θ(t1, t2)

∫
dt3 [G0(t1, t3)]−1G<(t3, t2)

−
∫
dt3 ΣR(t1, t3)G<L (t3, t2). (5.37)

If we now solve for [G0]−1 from the equation for the inverse of the retarded Green’s functon [GR]−1 =

[G0]−1 − ΣR we get

∫
dt3 [GR(t1, t3)]−1G<L (t3, t2) = iδ(t1, t2)G<(t1, t2) + θ(t1, t2)

∫
dt3 [GR(t1, t3)]−1G<(t3, t2)

+θ(t1, t2)

∫
dt3 ΣR(t1, t3)G<(t2, t2)

−
∫
dt3 ΣR(t1, t3)G<L (t3, t2), (5.38)

where the last two terms cancel due to the definition (5.34). Furthermore, utilizing the equality

∫
dt3 [GR(t1, t3)]−1G≷(t3, t2) =

∫
dt3 Σ≷(t1, t3)GA(t3, t2) (5.39)

we obtain
∫
dt3 [GR(t1, t3)]−1G<L (t3, t2) = iδ(t1, t2)G<(t1, t2) + θ(t1, t2)

∫
dt3Σ<(t1, t3)GA(t3, t2)

−θ(t1, t2)

∫
dt3θ(t1, t3)[GR(t1, t3)]−1G<(t3, t2) (5.40)

where the last term corrects for the step function. Using again the definition for the inverse retarded Green’s
function together with relation

∫
dt3 [G0(t1, t3)]−1G≷(t3, t1) =

∫
dt3G

≷(t1, t3)[G0(t3, t1)]−1 = 0 we
have
∫
dt3 [GR(t1, t3)]−1G<L (t3, t2) = iδ(t1, t2)G<(t1, t2) + θ(t1, t2)

∫
dt3Σ<(t1, t3)GA(t3, t2)

+θ(t1, t2)

∫
dt3 θ(t1, t3)ΣR(t1, t2)G<(t3, t2). (5.41)
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Similarly, we can study the term
∫
dt3G

<
U (t3, t2)[GA(t1, t3)]−1 in Eq. (5.35) yielding

∫
dt3G

<
U (t3, t2)[GA(t1, t3)]−1 = iδ(t1, t2)G<(t1, t2)

−θ(t1, t2)

∫
dt3 θ(t1, t3)GR(t1, t3)Σ<(t3, t2)

−θ(t1, t2)

∫
dt3 θ(t1, t3)G<(t1, t3)ΣA(t3, t2). (5.42)

Now multiplying Eq. (5.41) from left with GR and Eq. (5.42) from right with GA and integrating over the
intermediate coordinate we obtain

G<(t1, t2) = −GR(t1, t2)ρ(t2) + ρ(t1)GA(t1, t2)

+

∫ t1

t2

dt3

∫ t2

t0

dt4G
R(t1, t3)Σ<(t3, t4)GA(t4, t2)

+

∫ t1

t2

dt3

∫ t2

t0

dt4G
R(t1, t3)Σ<(t3, t4)G<(t4, t2)

+

∫ t1

t2

dt3

∫ t2

t0

dt4G
R(t1, t3)Σ<(t3, t4)GA(t4, t2)

+

∫ t1

t2

dt3

∫ t2

t0

dt4G
<(t1, t3)ΣA(t3, t4)GA(t4, t2) (5.43)

where we used the definition for the one particle reduced density matrix given as a equal time limit of the
lesser Green’s function ρ(t) = −iG<(t, t). It is obvious, that we can derive also a similar equation for the
G>. Now the GKBA is done by keeping only the non-integral terms giving

G<(t1, t2) = −GR(t1, t2)ρ(t2) + ρ(t1)GA(t1, t2)

= iA(t1, t2)[θ(t1, t2)ρ(t2) + θ(t2 − t1)ρ(t1)], (5.44a)

G>(t1, t2) = GR(t1, t2)ρ̄(t2)− ρ̄(t1)GA(t1, t2)

= iA(t1, t2)[θ(t1, t2)ρ̄(t2) + θ(t2, t1)ρ̄(t1)], (5.44b)

where we introduced the GKB ansatz also for the greater propagator with definition ρ̄(t) = 1− ρ(t) =

iG>(t, t) andA denotes the spectral function. For practical proposes we need to find an expression for the
retarded and advanced propagators. Since these are two-time variables we cannot treat them at the same
approximation level as the rest of the time-propagation. To perform time-propagation we will propagate
the time-diagonal part of the greater and lesser Green’s functions Eq. (5.30) while the off-diagonal retarded
and advanced propagators need to be known. We will determine these propagators at the Hartree-Fock
level satisfying following equation of motion

[
i∂t1 − ĥHF(t1)

]
GR/A(t1, t2) = δ(t1, t2) (5.45)
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where ĥHF = ĥ0 + ΣHF. The solution for this gives us the retarded and advanced Hartree-Fock propagators
as

GR/A(t1, t2) = ∓θ[±(t1 − t2)]T e−i
∫ t1
t2
dt3ĥHF(t3). (5.46)

where T is the time-ordering operator. From the Kadanoff-Baym Eqs. (5.1) for the equal time propagation
of G< Eq. (5.30) we need to determine the collision integral I<12 defined as

I<12(t) = I<1 (t, t)− I<2 (t, t) = I<1 (t, t) + [I<1 (t, t)]†

=

∫ t

t0

dt3
[
Σ>(t, t3)G<(t3, t)− Σ<(t, t3)G>(t3, t)

+G<(t, t3)Σ>(t3, t)−G>(t, t3)Σ<(t3, t)
]
. (5.47)

Inserting the GKB-ansatz (5.44) for the greater and lesser propagators as well as the solution for the
retarded and advanced propagators at HF-level Eq. (5.46), we obtain the GKBA approximation for the
collision integral I12

I<12(t) =

∫ t

t0

dt3

{[
Σ>(t, t3)G<(t3, t3)− Σ<(t, t3)G>(t3, t3)

]
e
−i

∫ t
t3
dt4 ĥHF(t4)

+e
−i

∫ t
t3
dt4 ĥHF(t4)[

G<(t3, t3)Σ>(t3, t)−G>(t3, t3)Σ<(t3, t)
]}

(5.48)

where the self-energy is evaluated at the chosen level. It is to be noted that for isolated systems the GKBA
approach becomes exact at the Hartree-Fock level while for the embedded systems, discussed in the next
section, we would need to replace Eq. (5.45) with the inhomogeneous one

[
i∂t1 − ĥHF(t1)

]
GR(t1, t2) = δ(t1, t2) +

∫
dt3 ΣR

EM(t1, t3)GR(t3, t2) (5.49)

where ΣR
EM is the so-called embedding self-energy. If we used this equation the numerical advantage of

the GKBA would be lost. By approximating the embedding self-energy in the wide-band limit given as
ΣR

EM(t1, t2) = −(i/2)ΓEMδ(t1, t2) (see next section for details) all we need to know now is that ΓEM is a
positive-semidefinite self-adjoint matrix. This allows us to write the retarded and advanced propagators as

GR/A(t1, t2) = ∓θ[±(t1 − t2)]T e−i
∫ t1
t2
dt3ĥHF(t3)−iΓEM/2. (5.50)

In addition we need to take into account the embedding self-energy in the time-stepping procedure like
we would need to do for the solving the standard embedded Kadanoff-Baym equations introduced in the
next section. It is to be noted that since the equal-time limit of the lesser Green’s function gives us the
one-particle reduced density matrix which obeys the equation of motion

d

dt
ρ(t) + i[hHF, ρ(t)] = −(I<1 (t, t) + I>2 (t, t)) (5.51)
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where the collision integrals I1 and I2 are as in Eq. (5.1) but without the imaginary track. Therefore, we
see that the GKBA leads to closed kinetic equations for the one particle reduced density matrix involving
scattering integrals, which demonstrates the fact that the quantum dynamics is non-Markovian, i.e., we
have introduced memory into our description. It is to be noted that the GKBA is an approximation for
the real time lesser and greater propagator only and so far the equilibrium version is unknown. This
means that during the time-propagation we need to build the correlations adiabatically in by starting
the time-propagation from the non-interacting system and letting the system to relax on the correlated
ground-state.

In article VI [6] we compared the full two-time Kadanoff-Baym (KBE) calculations with the GKBA. In
the left panel of Fig. 5.2 we illustrate the performance of the GKBA in open systems at Hartree-Fock
level. We have two- and four-site chain connected to semi-infinite leads. For the two-site chain we show
the density of the first site while for the four-site chain we show the current at the right lead interface
with bias voltages 1.6 and 2.4. In both of the cases the agreement between the GKBA and the KBE is
satisfactory, although some discrepancy for the steady-state value of the site density in the two-site chain
can be observed. For the four-site chain we see that all the features of the transient currents as well as the
damping towards steady-state value is well captured with the GKBA. We also benchmarked the GKBE
against the KBE in a more complicated system modeling a photovoltaic junction as a donor acceptor
complex which is connected to left and right reservoirs [170]. Also for this system we found very good
agreement between GKBA and KBE as seen in the right panel of Fig. 5.2 where we show the donor
HOMO-LUMO densities denoted by nl and nh as well as the acceptor occupations ni, i = 1, 2, 3, 4. The
KBE is represented by dotted lines. The GKBA0 scheme denotes the GKBA with HF propagators and is
denoted by the dashed lines while the GKBA-SC refers to GKBA approximation with the quasi-particle
propagator (see Eq. (36) of paper IV for details [6]).

(a)
(b)

Figure 5.2: a) Comparison of GKBA with KBE of densities for 2-site chain and currents for 4-site chain.
b) Comparison of GKBA with KBE for photovoltaic junction perturbed with a light pulse. nl and nh
denote LUMO and HOMO densities respectively while ni, i = 1, 2, 3, 4 denote the acceptor densities (see
article IV [6] for details, Figs. from Latini et al. Phys. Rev. B 89 0 75306 (2014) [6] ).
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5.1.2 EMBEDDED KADANOFF-BAYM EQUATIONS

The description of quantum transport through a nano-junction or a molecule involves modeling an open
system consisting of semi-infinite electrodes attached to a finite central system, which is eventually
driven out of equilibrium. With the non-equilibrium Green’s function technique and the Kadanoff-Baym
equations together with embedding technique we are able to project the infinite system to a finite one where
the semi-infinite leads come into play via an embedding self-energy. The non-equilibrium Green’s function
technique allows us to take into account electron-electron interactions beyond mean-field allowing us to
include non-local memory effects to our description [10, 171, 1, 3]. We are also able to drive the system out
of equilibrium by various ways: by applying a bias voltage (ramp-up, smoothly switched-on or AC bias) or
by a laser field. These are major improvements towards a more realistic description of transport problem
and towards a better understanding of dynamics of open quantum systems. Other theories usually neglect
the electron-electron interactions, like in scattering theory, or they are concentrated on the steady-state
properties like the Meir-Wingreen approach [162, 13]. Some of the previous approaches to the quantum
transport problems partition the system into three different regions; left and right lead having their own
chemical potentials and to the central system. At time t0 these three parts are connected and the current
flows through the system [172]. Partitioning the system initially is purely a theoretical trick to simplify the
problem, which does not give physically correct results in the transient regime. To describe these transient
currents the system has to be treated as a whole and the driving perturbation is the bias voltage applied
over the system.

5.1.3 EMBEDDING OF SEMI-INFINITE LEADS

One of the complications in describing transport through a molecular junction is that we have an open
infinite system at hand. Therefore, we need to rely on some approximations. First, we could truncate
the problem and take only a finite part of the leads into account. This works well if our central system is
small enough and we do not need to propagate too far in time. In that case we are able to include a large
enough portion of the leads without causing any artificial reflection effects from the boundary of the lead.
However, if the central region is large or the characteristic dynamics are slow the extra computational
effort from including the lead directly into the calculation will become eventually too large. Therefore,
it is advantageous to develop a method which gives us a way to treat the leads without increasing the
computational effort. The embedding technique will allow us to include the whole semi-infinite lead
without introducing artificial reflections from the boundary while keeping the computational cost at the
level of solving the central system only.

In our first example of the embedding technique we will show how to project an infinite open system (see
Fig. 5.3) to an interacting finite central region. We will start from the equation of motion for the full
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system derived in Sec. 3.3 given in matrix form as

[i∂z1I −H(z1)]G(z1, z2) = δ(z1, z2)I +

∫

C
dz3 ΣMB(z1, z3)G(z3, z2), (5.52)

where z is a variable on the contour C and I denotes identity matrix. In the localized (site) basis the
Hamiltonian will consist of the Hamiltonian for the leads hαα (α = L,R), the Hamiltonian for the central
region hCC, and of the coupling or hybridization between the leads and the central region hCα and hαC.
We will assume that there is no direct connection between the left and right lead. We will need this
assumption to be able to project the Eq. (5.52) into a closed form. If for the description of the problem it
is necessary to include interactions between the leads, a possible way would be to increase the central
region in order to include some of the lead region as well [171]. Now we can write the Hamiltonian in the
following block-matrix form

H(z) =



hLL hLC 0

hCL hCC hCR

0 hRC hRR


 (z). (5.53)

We only consider the central region as interacting whereas the leads are effectively noninteracting (it
is possible to include a Hartree field in the leads). As a consequence, the many-body self-energy has
non-vanishing elements only for the central region because the diagrammatic expansion starts and ends
with an interaction line (all being contained in the central region). Thus, the many-body self-energy has
the following block-matrix form

ΣMB(z, z′) =




0 0 0

0 ΣMB
CC[GCC] 0

0 0 0


 (z, z′). (5.54)

Finally, we have the one-particle Green’s function which in block-matrix form reads as

G(z, z′) =



GLL GLC GLR

GCL GCC GCR

GLR GRC GRR


 (z, z′). (5.55)

By projecting the equation of motion Eq. (5.52) into CC subspace we obtain

[i∂z1I − hCC(z1)]GCC(z1, z2) = Iδ(z1, z2) +

∫

C
dz3 ΣMB

CC (z1, z3)GCC(z3, z2)

+
∑

α=L,R

hCαGαC(z1, z2). (5.56)

We can close this equation by finding an expression for GαC(z1, z2). Introducing a non-interacting Green’s
function g(z1, z2) describing the unconnected systems (LL, CC, RR), which satisfies the following
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Non-equilibrium Green’s function

G(1, 2) = �ihT [ ̂H(1) ̂†
H(2)]i

G<(1, 2) = ih ̂†
H(2) ̂H(1)i

G>(1, 2) = �ih ̂H(1) ̂†
H(2)i

G(1, 2) = ✓(t1, t2)G
>(1, 2) + ✓(t2, t1)G

<(1, 2) (19)
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Figure 5.3: Schematics of the transport setup described by semi-infinite leads described by Hamiltonian
hαα, α = L,R, the interacting central region denoted by hCC as well as the hybridization between the
leads and the central system hCα and hαC.

equation of motion

(
i∂z1I + H(z1)− h off) g(z1, z2) = Iδ(z1, z2) (5.57)

where h off describes the off-diagonal part of the total Hamiltonian (5.53). With the help of this we can
invert the equation of motion Eq. (5.52) into a form of Dyson equation

G(z1, z2) = g(z1, z2) +

∫
dz3 g(z1, z3)hoffG(z3, z2)

+

∫
dz3dz4 g(z1, z3)ΣMB(z3, z4)G(z4, z2). (5.58)

Taking αC-component of this equation gives

GαC(z1, z2) =

∫
dz3 gαα(z1z3)hαCGCC(z3, z2). (5.59)

Inserting this to Eq. (5.56) gives us equation of motion for the central region Green’s function

[i∂z1I − hCC(z1)]GCC(z1, z2) = Iδ(z1, z2)

+

∫

C
dz3 [ΣMB

CC(z1, z3) + ΣEM(z1, z3)]GCC(z3, z2). (5.60)

This equation has exactly the same form as the equation of motion for the full system, except that now we
have an extra term which we call the embedding self-energy defined as

ΣEM(z1, z2) =
∑

α=L,R

hCαgαα(z1, z2)hαC (5.61)

describing the effect of leads. The embedding self-energy includes the time-dependent effects of the
leads into our description via the lead Green’s function gαα(z1, z2), while the strength of the lead–central
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system–lead hybridization is described by the coupling hamiltonians hCα and hαC. This is a general form
of the embedding self-energy which does not assume anything from the structure of the lead.

5.1.4 EMBEDDED TIME-DEPENDENT KOHN-SHAM EQUATIONS

Within TDDFT we are also able to derive embedded Kohn-Sham equations where we need to propagate
the central system Kohn-Sham wave functions (see S. Kurth et al. [154] for details). As we did in the
earlier section within the MBPT, we can partition the infinite open system KS Hamiltonian into a localized
basis to left lead, device, and right lead. The KS Hamiltonian in a block-diagonal matrix form reads




HKS
LL(t) HLC 0

HCL HKS
CC(t) HCR

0 HRC HKS
RR(t)


 , (5.62)

where HKS
CC(t) is the Hamiltonian of the isolated device and HKS

αα(t) = HKS
αα is the Hamiltonian of the

isolated lead α, α = L,R. The terms HCα and HαC describe the coupling between lead α and the device.
The equation of motion for the single-particle orbitals projected to central region can readily seen to be
(see Kurth et al. for details [154])

[i∂t − hKS
CC(t)]ψC(t) =

∫ t

0
dt̄ ΣR

KS,EM(t, t̄)ψC(t̄) +
∑

α

hCα g
R
αα(t, 0)ψα(0), (5.63)

where Σ R
KS,EM(t, t̄) is the KS embedding self-energy, g R

αα is the retarded lead Green’s function, and hCα

describes the coupling between the leads and the central region. Assuming that the exchange-correlation
potential is zero in the leads then Σ R

KS,EM(t, t̄) can be replaced by ΣR
EM(t, t̄) Eq.(5.61).

5.1.5 FORM OF EMBEDDING SELF-ENERGY FOR TIGHT-BINDING SEMI-
INFINITE LEAD

As an example of the embedding self-energy in transport situation we consider a linear chain of a one-body
tight-binding model described by the Hamiltonian

Ĥlead(t) =
∑

α=L,R

∞∑

k,l∈α

[
tαkl +Wα(t)δkl

]
d̂†kασd̂lασ (5.64)

where α = L/R and tαkl = (εkα − µ)δkl + V α
〈k,l〉 is the nearest neighbor Hamiltonian of the lead α where

〈k, l〉 denotes the nearest neighbor indices, εkα denotes the onsite energy in the lead α, while V α
〈k,l〉 denotes

the hopping between nearest neighbor sites. The time-dependent bias in lead α is denoted with Wα(t).

This section will allow us to introduce the basic notation and properties of the lead used later in discussing
the numerical results. The main effect of the lead is that when the central system consisting of set of
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discrete states is coupled to a continuum of the lead electronic states, this coupling will cause an extra
broadening for the central system levels. Therefore, even for the non-interacting system we do not have
anymore discrete delta-function like states but levels with certain life-time which are proportional to the
imaginary part of the embedding self-energy, commonly called the level broadening and denoted by ΓEM

which is usually a positive-semidefinite self-adjoint matrix. We defined the embedding self-energy to
be proportional to the non-interacting lead Green’s function in the localized basis and to the coupling
hamiltonians as

ΣEM(z1, z2) =
∑

α=L,R

hCαgαα(z1, z2)hαC, (5.65)

where the coupling matrix elements, being the off-diagonal elements of the full block matrix Hamiltonian
Eq. (5.53), are

ĥoff =
∑

ik

[
Vki,αd̂

†
k ĉi + Vik,αĉ

†
i d̂k

]
, (5.66)

where the indices i ∈ C and k ∈ α label the basis functions in the central region C and leads α = L,R
respectively. The non-interacting Green’s function in delocalized basis can be readily found to be [22, 173]

g̃<α,kl(t1, t2) = iδklf(εkα)e−i
∫ t1
t2
dt3 [εkα−µ−Wα(t3)], (5.67)

g̃>α,kl(t1, t2) = iδkl[f(εkα)− 1]e−i
∫ t1
t2
dt3 [εkα−µ−Wα(t3)], (5.68)

where again εkα is the on-site energy of the lead sites, µ is the chemical potential and Wα(t) is the bias
voltage in the lead α while f(εkα) denotes the Fermi distribution and δkl is the standard Dirac-delta. We
can obtain the lead Green’s function in localized site basis via a basis transformation which diagonalizes
the lead Hamiltonian D†ĤleadD = diag[εkα] giving us

gij(t, t
′) =

[
Dg̃(t, t′)D†

]
ij
. (5.69)

Therefore, the lesser and greater components in the site basis are

g<ij(t1, t2) = i
∑

k

Dikf(εkα)e−i
∫ t1
t2
dt3 (εkα−µ−Wα(t3))D†kj , (5.70)

g>ij(t1, t2) = i
∑

k

Dik[f(εkα)− 1]e−i
∫ t1
t2
dt3 (εkα−µ−Wα(t3))D†kj (5.71)

in terms of which we can write the embedding self-energies. For example, the ij-component of the lesser
self-energy is

Σ<
ij,α,EM(t1, t2) =

∑

kl

Vi,kαg
<
kl(t1, t2)Vlα,j

= i
∑

kl

∑

m

Vi,kαDkmf(εmα)e−i
∫ t1
t2
dt3 (εmα−µ−Wα(t3))D†mlVlα,j
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= ie−i
∫ t1
t2
dt3Wα(t3)

∫
dε

2π
f(ε)Γij,α(ε)e−i(ε−µ)(t1−t2), (5.72)

where we defined so-called level-broadening or the linewidth function ΓEM in local site basis as

[Γ]ij,α,EM(ε) = 2π
∑

klm

Vi,kαVlα,jDkmδ(ε− εmα)D†ml. (5.73)

Similarly we can derive the greater embedding self-energy

Σ>
ij,α,EM(t1, t2) = ie−i

∫ t1
t2
dt3Wα(t3)

∫
dε

2π
[f(ε)− 1]Γij,α(ε)e−i(ε−µ)(t1−t2). (5.74)

The other components of the embedding self-energies needed to propagate the Kadanoff-Baym equations
can be obtained from the definitions of the mixed and Matsubara components in terms of the lesser and
greater Green’s functions.

Our problem has now reduced to the determination of the exact form for the level broadening ΓEM(ε),
which clearly will need to depend on the energy spectrum of the lead. This can be seen by diagonalizing
the tight-binding Hamiltonian for the leads [173] yielding following eigenvalues and eigenvectors

λk = εα ± 2Vα cos

(
πk

N + 1

)
, (5.75)

x(k)
n = (−1)n+1

√
2

N + 1
sin

(
nπk

N + 1

)
, (5.76)

where N is number of sites in the tight-binding chain (eventually we will take the limit N → ∞),
k = 1, ..., N and n = 1, ..., N , and Vα is the hopping between the sites in the lead. The eigenvectors
determine now the transformation matrix D and the level-broadening matrix can now be written with
these eigenvectors as

Γij,α,EM(ε) = 2πVi,1V1,j

N∑

k=1

x
(k)
1 δ(ε− εkα)x

(k)
1 . (5.77)

Assuming infinite leads the spacing between energy levels will be small and the number of levels will be
infinite, therefore we will turn the summation over k into a integration and the the limit N →∞ together
with the change of integration variables according to y = −2Vα cos

(
kπ
N+1

)
⇒ cos

(
kπ
N+1

)
= − −y2Vα

and

using an identity sin2
(

kπ
N+1

)
= 1− y2

4V 2
a

gives an expression for the level broadening [173]

Γij,α,EM(ε) =
2Vi,1V1,j

Vα

∫ 2Vα

−2Vα

dy

√
1− y2

4V 2
α

δ(ε− εα + µ− y)

=
2Vi,1V1,j

Vα

√
1− ε2

4V 2
α

θ(2Vα − |ε|). (5.78)

Inserting this equation to the expressions of the greater and lesser components of the embedding self-energy
we obtained our result. For time-independent bias voltages or if the system has reached a steady-state we
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Figure 5.4: Real and imaginary part of the retarded component embedding self-energy. Vlink denotes the
coupling between central region and the leads while V denotes the hopping between the lead sites.

can Fourier transform the embedding as

Σ≷
EM,α(t1 − t2) =

∫
dω

2π
eiω(t1−t2)Σ≷

EM,α(ω) (5.79)

where

Σ<
EM,α(ω) = ifα(ω −Wα)ΓEM(ω −Wα), (5.80)

Σ>
EM,α(ω) = i[fα(ω −Wα)− 1]ΓEM(ω −Wα), (5.81)

giving us the retarded and advanced embedding self-energies Σ
R/A
EM,α(t1, t2) = ∓θ(±(t1−t2))[Σ>

EM,α(t1, t2)−
Σ<

EM,α(t1, t2)] in Fourier space as

Σ
R/A
EM,α(ω) = Λα,EM(ω)∓ i

2
Γα,EM(ω), (5.82)

where the real part of the retarded embedding self-energy is defined as the Hilbert transform of the
broadening ΓEM =

∑
α=L,R Γα,EM

Λα(ω) = P
∫
dω′

π

Γα,EM(ω′)/2
ω − ω′ . (5.83)
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The retarded embedding self-energy for the tight-binding leads in Fourier space can compactly be written
as

ΣR
EM,α(ω) = Λα,EM(ω)− i

2
Γα,EM(ω) =

V1α,iVj,1α
2V 2

α





ωα −
√
ω2
α − 4V 2

α , ωα > 2|Vα|
ωα +

√
ω2
α − 4V 2

α , ωα < −2|Vα|
ωα − i

√
4V 2

α − ω2
α , |ωα| < 2|Vα|

(5.84)

where ωα = ω − εα + µ−Wα, with the lead-on-site parameter a and the hopping parameter between
the lead sites b. The chemical potential is denoted by µ, the applied bias for the lead α by Wα, and
V1α,0, V0,1α are the left/right couplings between leads and the central site. In Fig. 5.4 we show the real
and imaginary part for the retarded component of the self-energy with different parameters. The spectral
function of the non-interacting coupled system reads

A(ω) =
1

2π

ΓEM(ω)

[ω − ε− ΛEM(ω)]2 + [ΓEM(ω)/2]2
. (5.85)

We see that the band width of the lead is given by the nearest neighbour hopping parameter Vα, which
determines the width of the non-zero domain for Im [ΣR

EM]. The coupling parameter Vlink on the other
hand determines the magnitude of the Im [ΣR

EM] yielding larger broadening for the central region levels.
The real part of the retarded self-energy determines the sift of central region levels compared to the
unconnected system. The wide-band approximation is obtained by approximating ΣR

EM at zero frequency
ΣR

EM(ω = 0) yielding the real part to be zero while the imaginary part is frequency independent constant
having value Γ = 2V1α,iVj,1α/V

2
α .

5.1.6 EMBEDDING OF A FINITE REGION

The charge transport and charge transfer in large molecules has attracted a lot of interest for their potential
use as light-based devices. We will now introduce a way to use the embedding technique to study
energy transfer through long organic molecules by using many-body perturbation theory together with the
Kadanoff-Baym equations. The system is excited at the one end of the molecule and a charge cloud is
transported to the other end-group via the connecting wire, usually a large organic molecule, which will
transfer the electronic excitation energy.

In order to study the charge and energy transfer through a large organic molecule we need to reduce the
system size to be able to handle the system numerically. Therefore, we divide the system in two parts A
and B, A denoting the middle carbon backbone based structure whereas B denotes the end-groups (see
Fig. 5.5). Consequently, the Hamiltonian matrix, the Green’s function, and the self-energy matrices attain
the following block matrix from

H =

(
HAA HAB

HBA HBB

)
, G =

(
GAA GAB

GBA GBB

)
, Σ =

(
0 0

0 ΣBB

)
. (5.86)
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Figure 5.5: Schematics showing the division of the system into end-groups and to embedded central
region.

We will treat the electron-electron interactions only on the end-groups which reduces the self-energy
matrix to have only the ΣBB element. Extracting from the equation of motion of the Green’s function
Eq. (3.51) the equation for the GBB(z, z′) only, and with the help of the non-contacted non-interacting
Green’s function of the subsystem A

[
i
d

dz
1−HAA(z)

]
gAA(z, z′) = δ(z, z′)1 (5.87)

we obtain a closed equation for the Green’s function GBB(z, z′) only,

[
i
d

dz
1−HBB(z)

]
GBB(z, z′) = δ(z, z′)1 +

∫

γ
dz̄
[
ΣEM(z, z̄) + ΣBB(z, z̄)

]
GBB(z̄, z′), (5.88)

where Σem(z, z′) is now the embedding self-energy having a general form

ΣEM(z, z′) = HBA(z)gAA(z, z′)HAB(z′). (5.89)

As an example we give the lesser component of the embedding self-energy

Σ<
EM,rs(t, t

′) =
∑

ij

∑

k,l∈B
Vr,iUikg

<
kk(t, t

′)U †ljVj,s

= i
∑

k

VnA,1BU1B ,kf(εk) exp[−iεk(t− t′)]U
†
k,nC

Vn,BA , (5.90)

as well as the greater component of the embedding self-energy

Σ>
EM,rs(t, t

′) =
∑

ij

∑

k,l∈B
Vr,iUikg

<
kk(t, t

′)U †ljVj,s

= i
∑

k

VnA,1BU1B ,k[f(εk)− 1] exp[−iεk(t− t′)]U
†
k,nB

VnB ,nA , (5.91)

where the Vi,j are the coupling matrix elements, Ui,j are the elements of the unitary transformation matrix
between the site and orbital basis, g(t, t′) is the non-interacting Green’s function in the embedded region,
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f(ε) is the Fermi-Dirac distribution and εk are the eigenenergies of the embedded region. Therefore, in
practice the calculation of the embedding self-energy reduces to the finding of these eigenenergies, e.g., to
the diagonalization of the Hamiltonian matrix describing the embedded region.

As an example system we study a chain consisting of fourteen sites. The two sites at the end-groups
(system B) are treated as interacting while the ten middle sites (system A) we treat via the embedding
self-energy. The system is described by a Hamiltonian Ĥ = ĤA + ĤB + ĤAB , where

ĤA =

NA∑

i=1∈A,σ
εAiσ ĉ

†
iσ ĉiσ +

NA−1∑

i=1,σ

[
VAĉ

†
iσ ĉi+1σ + h.c.

]
(5.92)

describes the embedded region. The on-site potential is denoted by εAiσ, where i is the site index and σ
labels the spin index, ĉ†, ĉ are the creation and the annihilation operators in the embedded region, and VA
denotes the hopping between sites. The interacting end groups are described by the following Hamiltonian

ĤB =

NB∑

i∈B
[εBiσ(t) +Wi(t)]d̂

†
iσd̂iσ +

NB−1∑

i=1,σ

[
VB d̂

†
iσd̂i+1σ + h.c.

]

+
1

2

NB∑

i,j=1, i,j∈Bσσ′
wij d̂

†
iσd̂
†
jσ′ d̂jσ′ d̂iσ, (5.93)

where εBiσ is the on-site potential for the end-group sites, Wi(t) is a time-dependent external perturbation
on the site i, d̂†, d̂ are the creation and the annihilation operators for the end-group sub-system, VB is the
hopping between neighboring sites and wij is the interaction strength having the form wij = U if i = j

and wij = wii/2|i− j| if i 6= j. The tunneling Hamiltonian between the sub-system A and B is

ĤAB,BA = −
∑

ij,σ

[(Vi,j ĉ
†
iσd̂jσ + Vj,id̂

†
jσ ĉiσ) + h.c.], (5.94)

where Vi,j denotes the coupling element between the site i in sub-system A and site j in sub-system B.

We benchmark the embedded scheme against the full interacting calculation of the Kadanoff-Baym method
to test our embedding scheme. We take the nearest neighbor hopping terms to equal to −1.0 everywhere,
i.e., VA = VB = Vi,j = −1.0. We apply a perturbation on the first site with step-like perturbation at t = 0,
i.e., Wi(t) = 0.5θ(t) for i = 1 and Wi(t) = 0 otherwise.

It is clear that for the non-interacting system the embedded and the full calculation will yield the same
result for the observables. Therefore, we consider an interacting system with interaction strength U = 0.5.
In Fig. 5.6 we show the time-dependent density for the first and last site without with embedding treatment
for HF and 2B approximations. We see a slight difference between the embedded calculation as we
would expect, since in the embedded case we have only the two end sites interaction on the both ends of
the noninteracting chain compared to the interacting 14-site chain. We notice that the density profile is
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slightly out of the phase but the qualitative features are in a good agreement which suggest that the optical
spectrum should be fairly reasonable compared to the one obtained from the full calculation.
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Figure 5.6: Density of the first and last site compared with the embedded and full calculation. The system
is driven out of equilibrium by applying a constant potential of W1 = 0.5 to the first site.

5.2 TIME-DEPENDENT MEIR-WINGREEN FORMULA

For the purposes of quantum transport calculations we need to evaluate the time-dependent current through
the central-region–lead interface which we will denote by Iα(t), where α = L,R. This current will be
proportional to the total change of the particle number in the lead α denoted by n̂α. Thus, by the continuity
equation

Iα(t) =
d

dt
n̂α(t) = −i d

dt
G<
αα(t, t) = −iTrα

[
∂tG

<
αα(t, t′) + ∂t′G

<
αα(t, t′)

]
t=t′

. (5.95)

From the equation of motion with the Hamiltonian for the transport setup Eq. (5.52) we can extract the
αα component of the lesser Green’s function

i∂tG
<
αα(t, t′) = δ(t, t′)1αα + hαα(t)G<

αα(t, t′) + hCα(t)G<
αC(t, t′), (5.96)

i∂t′G
<
αα(t, t′) = −δ(t, t′)1αα −G<

αα(t, t′)hαα(t′)−G<
αC(t, t′)hCα(t′). (5.97)

Inserting these equations back into the equation for the time-dependent current trough the interface α Eq.
(5.95) we find

Iα(t) = Trα
[
G<
αC(t, t)hCα(t) + G<

αC(t, t)hCα(t)
]
. (5.98)
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Using the symmetry property [hαCG
<
Cα(t, t′)]† = −G<

Cα(t′, t)hαC we can write the equation for the
current to be proportional to the real part of the trace over the central system states as a product of the
coupling Hamiltonian and Green’s function over the contact

Iα(t) = −2Re
{

Trα[G<
αC(t, t)hCα(t)]

}
= −2Re

{
TrC[G<

Cα(t, t)hαC(t)]
}
. (5.99)

From this equation (Eq. (5.98)) we see that the current through the interface α is proportional to the
coupling Hamiltonian hαC as well as to the Green’s function GαC. This is very intuitive since the stronger
the coupling, the easier the current flows while the Green’s function describes the propagation of the
particle from the lead to the central region. To write the current without referring to the lead indices we
will solve the equation of motion for the G<

Cα component of the Green’s function as (see Eq. (5.59))

GCα(t, t′) =

∫

C
dt̄GCC(t, t̄)hCαgαα(t̄, t′) (5.100)

from which we obtain the lesser component as

G<
Cα(t, t′) =

∫
dt̄
[
G<

CC(t, t̄)hCαg
A
αα(t̄, t′) + GR

CC(t, t̄)hCαg
<
αα(t̄, t′)

]
(5.101)

+

∫ −iβ

0
dτ̄G

e
CC(t, τ̄)hCαg

d
αα(τ̄ , t′). (5.102)

Thus, we obtain the equation for the time-dependent current to be

Iα(t) = −2Re

{
TrC

[∫ ∞

0
dt̄[G<CC(t, t̄)ΣA

α,EM(t̄, t) +GRCC(t, t̄)Σ<
α,EM(t̄, t)]

+

∫ −iβ

0
dτ̄G

e
CC(t, τ̄)Σ

d
α,EM(τ̄ , t)

]}
,

(5.103)

which we call the time-dependent Meir-Wingreen formula. The equation for the current depends only on
the central region Green’s function while the leads come into play via the embedding self-energy. The
many-body part of the self-energy is implicitly coded in the Green’s function via the Dyson equation. The
first two terms in the current equation (5.103) involving integrations over the earlier times take the history
effects into account while the last term, depending on the times on the imaginary track as well as on the
real axis, describes the initial correlations.

The time-dependent version of the Meir-Wingreen formula (5.103) reduces to the standard steady-state
version [162] by taking the limit t → ∞. This assumes that in this limit the Green’s functions are
time-translationally invariant, i.e., they depend only on the time-difference of the arguments. We will also
need to assume that the Green’s function and self-energy will vanish if the separation between their time
arguments goes to infinity, i.e., the initial correlation terms approaches to zero. By letting t0 → −∞, after
a Fourier transformation and some algebra we obtain
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Iα = −iTrC

{∫ ∞

−∞

dω

2π
Γα,EM(ω)

[
G<

CC(ω)− 2πifα(ω)ACC(ω)
]}

(5.104)

where Γα,EM is the imaginary part of the retarded embedding self-energy for lead α = L,R and fα(ω) =

f(ω +Wα) is the Fermi distribution for the lead α and ACC is the spectral function for the central region.

We can also check that the continuity equation is satisfied for the currents, i.e., IL = −IR = I implied by
the charge conservation. From the equation (5.103) in the long time limit we obtain the following formula
for the current in frequency space

Iα =

∫
dω

2π
TrC

[
Σ<
tot,α(ω)G>

CC(ω)−Σ>
tot,α(ω)G<

CC(ω)
]

(5.105)

where Σtot,α = ΣMB + ΣEM,α. If we now look at the difference between the currents flowing through the
left and right interface ∆I = IL + IR we have

∆I =

∫
dω

2π
TrC

[
Σ<
tot(ω)G>

CC(ω)−Σ>
tot(ω)G<

CC(ω)
]

(5.106)

which for conserving approximations is zero according to equation (3.124).

5.3 NUMERICAL SIMULATIONS

In this section we will demonstrate some basic properties and phenomena of the quantum transport
problem which will help the reader to understand the results presented in the articles I-III. We will start
by considering transport through a linear chain consisting of five sites described by tight-binding model
connected to semi-infinite non-interacting one dimensional tight-binding leads (see Eq. (2.37)). The
tight-binding parameters characterizing the lead hαkl = (εkα − µ)δkl + V α

〈k,l〉, where εkα is the on-site
energy and V α

〈k,l〉 = V α is the hopping between the lead sites, are chosen as follows. We take εkα to be
equal to the chemical potential, resulting half-filling for the lead energy states, while the value for the
nearest neighbor hopping V α is taken to be −2.0. The on-site parameter for the central region system
εC is taken to be zero while the nearest neighbor hopping is taken to be VC = −1.0. The form of the
electron-electron interaction is taken to mimic the Coulomb interaction by wij = wii/(2|i− j|) if i 6= j

and wij = wii if i = j. Furthermore, we will take the on-site repulsion between electrons to be wii = 2.0.
The coupling parameter Vlink between the central system and the leads is 0.35 and we use atomic units.
First we will solve the system at equilibrium characterized by a chemical potential µ and the inverse
temperature β. At t0 we will drive the system out of equilibrium by a bias voltage of the form

WL(t) =




W sin2(ωt) t < π

2ω

W t ≥ π
2ω

, (5.107)
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i.e. we switch the bias slowly as sin2 and when the maximum amplitude is reached the bias is kept
constant at W . Furthermore, the bias for the right lead is taken to be the negative of the bias on the left
lead as WR(t) = −WL(t). We chose the amplitude for the bias to be W = 0.8 while the frequency for
the switching is ω = 1.0. In Fig. 5.7a we will show the current through the right interface with the HF,
2B and GW self-energy approximations. We will observe a big difference in the currents between the
uncorrelated HF approximation and the correlated 2B and GW approximations. We can understand this
from the Meir-Wingreen formula which basically states that the magnitude of the current is proportional
to the spectral weight inside the bias window, which determined by the biased Fermi-levels of the left
and right lead as [µ − |WR|, µ + |WL|]. The bias window is demonstrated by the green dashed box in
Fig. 5.7b which shows the spectral density for the three different self-energy approximations.

From Fig. 5.7b) we see that the HOMO-LUMO levels in the HF approximation are peaked at the Fermi
levels of the left and right lead respectively, i.e., at the edges of the bias window. As a consequence, there
is hardly any spectral weight inside the bias window. Thus, the current within the HF approximation is
close to zero. Within the correlated many-particle self-energy approximations, where the quasi-particle
life-time is much larger, and hence the spectral function is more broadened, there is more spectral weight
inside the bias window yielding higher absolute value for the current [10, 173]. The transient structure of
the current can be analyzed by Fourier transformation, where the peaks in the Fourier spectra shown in
the inset of Fig. 5.7b can be identified as transitions from the left/right lead to the HOMO/LUMO levels
respectively.
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Figure 5.7: Quantum transport through 5-level system connected to semi-infinite leads. a) Time-dependent
current IR(t) through central system – right lead interface. b) Spectral density for HF, 2B and GW
approximations. The green box denotes the bias window. Inset shows the Fourier spectra of the current.
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Figure 5.8: Upper left panel: Time-dependent current at different levels of approximation. Upper right
panel: Time dependent currents with different switching of bias voltage. The amplitude of the bias is
W = 1.0. Lower panel: Spectral functions for HF and 2B approximation at different values of bias. All
the results are done for the parameters presented in the text.

In the upper left panel Fig. 5.8 we show the time-dependent current with HF, 2B and GW approximations
for parameters Vlink = 0.5, Vα = −2.0, VC = −1.0, wii = 2.0 and µ = 2.61 with two different values
of bias W = WL −WR = 1.0 and W = WL −WR = 3.0. We see an enhancement of current due to
the increased bias window and consequent increase of spectral mass inside the bias window. A more
interesting phenomena due to increase of bias is the enhanced quasi-particle scattering causing a collapsing
of the spectral function under higher values of bias [158, 57, 10]. This can be seen clearly in the lower
panel of the Fig. 5.8 in which we plot the HF and 2B spectral functions for the bias values W = 1.0 and
W = 3.0, where the 2B spectral function at the bias W = 3.0 is more broader compared to the spectral
function at biasW = 1.0. On the other hand, in the HF spectra we notice only a bias dependent gap closing
and no collapsing. The broadening of the spectral function under bias for correlated approximations is due
the fact that when adding and removing particles the many-particle interactions lead to a fast decay of
many-particle states. Finally, in the upper right panel of Fig. 5.8 we plot the current for 2B approximation
with different switchings of the bias voltage. We introduced a third smooth switching in the form of the
error function
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WL(t) =




W erf(ωt) t < π

2ω

W t ≥ π
2ω

(5.108)

where the bias of the right lead is WR(t) = −WL(t). This result demonstrates the fact that if the steady-
state is reached it does not depend on the applied bias voltage. As we will see later in this chapter there
can be multiple steady-states and in order to obtain a different steady-state we need to perturb the system
in other ways than just by changing the type of bias. Later we will also notice that if the steady-state is not
reached, the change in the bias conditions can very easily lead to another (stable) solution (see [3]).

Now it is clear that if we increase the bias, we will have more levels inside the bias window. Hence, the
value for the current will be larger. We can plot the current as a function of time and voltage as seen in
Fig. 5.9 and obtain the step-like structure for the IV-characteristics. In Fig. 5.9 we also notice that for large
bias values the current starts actually to decrease, this is called the negative differential resistance (NDR)
regime where due to the finite band-width of the leads the overlap between the left and right energy band
will start to eventually to decrease with increasing of the bias.

Figure 5.9: Current as a function of time and bias for HF approximation for five level system with
parameters Vlink = 0.1, VC = −1.0, wii = 2.0 and Vα = −2.0. We see that by increasing the bias the
current develops a step-like structure as a higher levels participate in the charge transport.
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5.3.1 COMPARISON OF DIFFERENT APPROXIMATIONS FOR NON-EQUILIBRIUM

DYNAMICS

To compare TDDFT method with MBPT for quantum transport we studied the interacting resonant
level model or the Anderson impurity model [92]. This allowed us to compare these two approaches to
numerically exact time-dependent density matrix (tDMRG) results. The Anderson impurity model is
described by the Hamiltonian (see also section 2.2 in chapter 2)

ĥC =
∑

σ

ε0d̂
†
σd̂σ +

1

2

∑

σ,σ′

Ud̂†σd̂
†
σ′ d̂σ′ d̂σ,

ĥα(t) =

∞∑

i=−∞
i 6=0,σ

(
εα +Wα(t)

)
ĉ†iσαĉiσα −

∞∑

i=−0
i 6=0,σ

(
Vαĉ

†
iσαĉi+1σα +H.c.

)
, (5.109)

ĥT = −
∑

σ

(
Vlink d̂

†
σ ĉ1σL + Vlink d̂

†
σ ĉ1σR +H.c.

)
,

where d̂ operators create and annihilate an electron in the impurity site described by on-site energy ε0

and U is the on-site electron-electron repulsion term. The operators ĉ are the fermionic creation and
annihilation operators for the leads described by the hamiltonian ĥα, the parameter εα describes the on-site
energy and the time-dependent bias is denoted by Wα(t). The hopping between the nearest neighbor
sites in the lead is described by parameter Vα and the hybridization parameter between the leads and the
impurity is denoted by Vlink.

We will use the MBPT approach using the two-time Kadanoff-Baym equations together with the HF,
2B, GW and T -matrix approximations (see section 5.1 in chapter 5 and 3.4 in chapter 3). The TDDFT
approach is used with the modified ABALDA approximation for the exchange-correlation potential vxc[n]

(see section 4.1 in chapter 4). These two methods are benchmarked against tDMRG results presented by F.
Heidrich-Meisner, A. E. Feiguin, and E. Dagotto, in Phys. Rev. Lett. 79, 235336 (2009) [174]. At t0 the
infinite connected system is in equilibrium at zero temperature with Fermi energy εF . The initial state is
determined in MBPT approaches by solving the Dyson equation on the imaginary axis (see section 5.1 in
chapter 5). Within TDDFT the initial state is obtained via a self-consistent static DFT calculation [175]
with a modified BALDA for the exchange-correlation potential. At t0 we suddenly switch on the bias
Wα in the lead α = L,R after which we follow the time-evolution of the system until the steady-state is
reached. We choose the lead on-site energies to be zero, εL = εR = 0 and the hopping in the left and right
lead are the same VL = VR = V . Values of all the parameters will be given in units of the lead hopping V .
Since we are especially interested in the correlation effects in the quantum transport, we will study only
the weak coupling regime , i.e., Vlink � V , where the correlation effects are enhanced.
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Figure 5.10: The steady-state density voltage (left panel) and current voltage (right panel) for the anderson
impurity model with onsite energies ε0 = −U/2, 0, U/2 with HF, ABALDA of TDDFT and 2B of MBPT
compared to tDMRG. U = 1.0 and Vlink = 0.5.

In Fig. 5.10 we show the voltage-density and voltage-current characteristics for the Anderson impurity
with uncorrelated HF approximation and correlated ABALDA of TDDFT and 2B approximation of MBPT
compared to tDMRG with different values for the on-site energy ε0 = U/2, 0,−U/2 with symmetrically
applied bias WL = −WR = W and with the coupling parameter Vlink = 0.5 (in article I [1] one
can see also the asymmetrically applied bias). For the MBPT approximations we are showing only
2B approximation because the GW and T-Matrix approximations are very close to the 2B. In the left
panel of Fig. 5.10 we show the density as a function of the bias. For the particle-hole symmetric point
ε0 = −U/2 all the approximations correctly predict the impurity site to be half-filled. Above the particle-
hole symmetric point we see that the uncorrelated HF approximation and the correlated ABALDA and 2B
approximations all produce approximately the same estimate for the density in the impurity. The density
in the impurity is higher for higher values of bias voltages W/U > 1, since the coupling is weak and the
driving bias voltage overcomes the Coulomb repulsion which causes the density approach the particle-hole
symmetric point.

In the right panel of Fig. 5.10 we display the steady-state current as a function of the bias voltage W with
different values for the on-site energy of the impurity ε0. For small bias all the approximations yield the
same value for the steady-state current which is on top of the tDMRG results for all values of the on-site
energy. By increasing the bias we start to see some differences between the different approximations.
Especially for the particle hole-symmetric point the uncorrelated HF approximation (dashed line) and the
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correlated ABALDA for TDDFT (dashed line with diamonds) differ from the tDMRG results (solid line)
and yield the same value for the steady-state current. On the other hand, we see that the correlated 2B
approximation follows relatively closely to the tDMRG results. Despite the discrepancies in the values for
the steady-state current as a function of the bias voltage we see that the differential conductances given by
the slopes of the IV curves are in close agreement in all of the approximations, which agrees with the
Friedel sum rule that relates the conductance to the density [176].

We also compared the different MBPT approximations and TDDFT to tDMRG in the time-domain to study
their performance in the description of the transient phenomena. We take the lead-impurity parameter to be
Vlink = 0.3535 which will slightly enhance the effect of correlations compared to the steady-state results.
In Fig. 5.11 we demonstrate the behavior of transient currents as a function of time. We study two different
values for the symmetrically applied bias WL = WR = W/2 with W = 0.4, 1.0. The electron-electron
repulsion term is taken to be U = 0.5. Since the tDMRG is a method for finite systems, we see the
reflection effects from the system boundaries at a long propagation time. We see that all the correlated
many-particle results are in close agreement with the tDMRG results. The 2B approximation performs
most accurately, as it produces the same steady-state value as the tDMRG as well as the characteristic bump
in the transient region. On the other hand, we see that the HF and ABALDA approximations overestimate
the steady-state value for the current, especially at low bias voltage. The HF and ABALDA are also
overestimating the transient bump. One reason for the lack of transient bump in the HF approximation
arises from the fact that, at the HF level the initial correlations in the current formula Eq. (5.103) are
missing, which causes extra damping [177]. Thus, the time-local approximations have a tendency to
overshoot the transient currents [10].
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Figure 5.11: Transient currents for symmetrically applied bias WL = WR = W/2. The electron-electron
repulsion term is U = 0.5 and the lead-impurity is Vlink = 0.3535.
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The main finding from our comparison results is that the correlated 2B approximation yields the best
estimate for the transient and steady-state value for the current when compared to the benchmark tDMRG
results. We did not have benchmark data for the density on the impurity level, but as we see from
Fig. 5.10 and from the Fig. (3) and Fig. (7) of article I [1], all of the correlated approximations yield
very similar estimate for the density at the impurity. When increasing the electron-electron repulsion at
the dot (see Fig. (7) of article I [1]), the HF approximation will start to differentiate from the correlated
approximations when looking at the density at the impurity. While the ABALDA, assuming that 2B
is closest to the exact, performs well. On the other hand for the currents we see again, that ABALDA
overestimates the steady-state value, compared to the 2B approximation. We thus conclude that the
the ABALDA approximation with TDDFT produces very accurately the density at the interacting dot,
while it overestimates the steady-state and transient currents. From the MBPT approximations the 2B
approximation performs best for the system and parameters studied when compared to benchmark tDMRG
results.

We can explain the discrepancy between the ABALDA currents compared to other correlated approxima-
tions by studying the electron density deep inside the leads which is uniquely determined by the Fermi
energy εF and thus same for all approximations. We will denote by ng the ground state density at site
jd in the lead far from the impurity site so that nj = ng for all j > jd. When we apply a bias voltage,
no change in density is observed until after a time td = jd/v. The velocity of the density wave-front v
moving into the right lead as seen in Fig. 5.12, where we illustrate the density profile for the first 20 sites
in the right lead for 2B approximation. In Fig. 5.12 we see a density wave moving into the right lead with
velocity v. We also notice the Friedel oscillations in the density profile as a function of the site number.

To see if the deficiencies in the ABALDA are due to the time-space locality of the xc-potential we will
study the steady-state value for the density deep inside the lead, for which we can derive an estimate as a
function of the ground-state density deep inside the lead ng, speed of the density wave front v and the
value of the steady-state current I . We can do this by studying an interval in the right lead [jd, jd +Nd]

where Nd � 1, which in equilibrium contains ngNd electrons. At time t0 we apply the bias voltage
WL = 0.4 and WR = 0,it takes the time t ∼ td for the density wave-front to reach the site jd, and it
takes the time Td = Nd/v for the wave-front to propagate through the interval [jd, jd +Nd] that we are
interested in. The local steady-state is reached for times t > td + Td and the number of electrons in the
interval [jd, jd +Nd] is then given by

nsNd = ngNd +

∫ td+Td

td

dt Id(t) ∼ ngNd + IsTd, (5.110)

where Is the value of the steady-state current. From this we conclude that the steady-state density in the
lead far from the impurity is

ns = ng + Is/v. (5.111)

This equation shows that if different approximations yield a different value for the steady-state current
they will also yield a different value for the steady-state density deep in the leads.
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We note that for the half-filled leads the velocity of the density wave front will be close to the Fermi velocity
and given by v = 2V for tight-binding lead. We can now calculate the difference in the steady-state and
the ground state values, ns−ng, for the density far from the impurity with different approximations as seen
in Fig. 5.13. From the Fig. 5.13 we notice that the ABALDA overestimates the density difference ns − ng
far from the impurity while it gives a good estimate for the density at the interacting impurity. This means
that the xc-potential is good at the impurity but approximating vxc to be zero in the leads is a too simple
approximation. From the Sham-Schlüter equation (see Eq. 4.27), relating the vxc and the many-body
self-energy Σ, we see that since the Green’s function has non-zero components everywhere, must vxc have
more than only one non-zero element. In other words, we need to have an exchange-correlation potential
which has nonzero values in the leads.

Figure 5.12: Time-dependent density in the right lead within the 2B approximation for a system with
Fermi energy εF = 0, and ε0 = 0.2, Vlink = 0.2 and U = 0.6). The system is driven out of equilibrium
by an external bias WL = 0.4 and WR = 0. A density wave entering the lead can clearly be observed.
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Figure 5.13: Difference between steady-state and ground state density in the right lead for a system with
Fermi energy εF = 0, and ε0 = 0.2, Vlink = 0.2 and for different values of the charging energy U = 0.6
(top panel) and U = 1.4 (bottom panel). The system is driven out of equilibrium by an external bias
WL = 0.4 and WR = 0.

5.3.2 BISTABILITY AND NON-LINEAR PHENOMENA

The question of uniqueness of the steady-state in correlated non-equilibrium quantum or classical systems
is an interesting fundamental problem [178, 179, 2, 3] which gained attention in the field of quantum
transport after experimental observation of hysteresis behavior in IV -characteristics of double barrier
resonant tunneling structures [50, 51]. Theoretically this hysteresis or multi-stability phenomenon has
been studied at mean-field level by several authors [180, 181, 182] explaining the occurrence of multiple
solutions to be caused by electrostatic build-up in the quantum well at the negative differential resistance
regime [50]. The increased interest towards molecular electronics and the possibility of molecular devices
at large differential resistance regime to behave analogously to double barrier resonant tunneling structures
has given a new attention to the multi-stability problem.

The theoretical studies done on the multi-stability problem at the nano-scale have mainly been limited
to Hartree-Fock approximation or static density functional theory, where the effects of memory are
discarded [183, 179]. In our work we studied whether the multi-stability can be found in correlated
approximations beyond the Hartree-Fock and static DFT approximations when the time non-local effects
are taken into account. To study the multi-stability phenomenon we first solved the steady-state equations
at mean-field level to find the regime for the occurrence of multi-stability in our model systems. After
which we performed full time-dependent Kadanoff-Baym calculations with correlated self-energies as
well as adiabatic TDDFT calculations [175, 184]. Due to our time-dependent description of the quantum
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transport process we were also able to answer the question whether it is possible to switch between
multiple steady-states in the time domain.

We started our analysis for the multi-stability phenomenon by deriving a density self-consistency equation
for the steady-state density nj := limt→∞ nj(t) at the site j ∈ C in the central region. At the steady-state
all the real-time Green’s functions and thus all of the real-time self-energies will depend only on the
difference of the time-arguments. Therefore, by taking t0 → −∞ we can Fourier transform our objects
into the frequency space. Now the density at site j can be calculated from the central region Green’s
function as

〈n̂j〉 = −i[G<
CC(t, t+)]jj =

∫
dω

2πi
[G<

CC(ω)]jj . (5.112)

The lesser Green’s function for the central system can be obtained from the Dyson equation by utilizing
the Langreth rules

G<
CC(ω) = GR

CC(ω)Σ<
totG

A
CC(ω) + ∆<(ω), (5.113)

where the retarded and advanced Green’s functions are GR(ω) = [ω− ĥC −ΣR
tot(ω)]−1 and [GR(ω)]† =

[GA(ω)]. The total self-energy is given as a sum of many-body and embedding self-energies as Σtot =

ΣMB + ΣEM and the term ∆ is

∆<(ω) =
[
1 + GR

CC(ω)ΣR
tot(ω)

]
G<

0,CC(ω)
[
1 + ΣA

tot(ω)GA
CC(ω)

]
, (5.114)

where G<
0,CC(ω) is the equilibrium Green’s function of the contacted system [57]. This term is zero

(except in some special cases). Which can be seen by solving for the self-energy in Dyson equation giving
ΣR,A
tot (ω) = [GR,A

0,CC(ω)]−1 − [GR,A
CC (ω)]−1 and using the equilibrium fluctuation-dissipation relations for

the non-interacting Green’s function G<
0,CC(ω) = −f(ω − µC)[GR

0,CC(ω)−GA
0,CC(ω)], giving

∆<(ω) = 2iηf(ω − µC)GR
CC(ω)GA

CC(ω), (5.115)

where η is a small positive infinitesimal. The product of retarded and advanced Green’s functions will not
depend on the small imaginary part η. Thus, when taking η → 0 we have ∆< → 0. Now we can write the
density for site j as

nj =

[ ∫
dω

2π
GR

CC(ω) [ΓL,EM(ω)fL(ω) + ΓR,EM(ω)fR(ω)] GA
CC(ω)

−iGR
CC(ω)Σ<

MB(ω)GA
CC(ω)

]

jj

, (5.116)

where we wrote explicitly the lesser component of the self-energy Σ<
α,EM = ifα(ω)Γα,EM(ω), with

Γα,EM = −2Im [ΣR
α,EM], α = L,R (see section 5.1.5 of chapter 5). The Fermi function for the lead α is

defined as fα(ω) = f(ω +Wα) For the Anderson impurity model the equation for the density reduces to
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simple Meir-Wingreen type integral for the density

n =

∫ ∞

−∞

dω

2π

ΓL,EM(ω)fL(ω) + ΓR,EM(ω)fR(ω)− iΣ<
MB(ω)

(ω − ε0 − Re [ΣR
MB(ω)]− ΛEM(ω))2 + (Im [ΣR

MB(ω)]− ΓEM(ω)/2)2
. (5.117)

where ΓEM = ΓL,EM + ΓR,EM and ΛEM = ΛL,EM + ΛR,EM. For the Hartree-Fock approximation this
equation reduces to simple self-consistent equation for the density at the interacting impurity since
Im [ΣMB] = Σ<

MB = 0 and Re [ΣR
MB] = nU where U is the electron-electron repulsion term.

From the Eq. (5.117) we can now solve for the steady-state density at the impurity as seen in Fig. 5.14. At
the upper panel of Fig. 5.14 we consider a single impurity level connected to semi-infinite leads described
by following parameters: Vlink = 0.7, WL = 3.0, WR = 0.0, εC = 0.0, εα = εF = 0.6. The leads
are half-filled such that the Fermi-level of lead α is positioned at εF +Wα. All energies are measured
in units of the lead nearest neighbor hopping parameter V . In the biased system the band-width of the
leads is [εF + Wα − 2V, εF + Wα + 2V ]. With these parameters we are able to find several solutions
for the steady-state density at the impurity in function of the electron-electron repulsion U within HF
approximation. The maximum number of three different solutions for the steady-state density is obtained
for the electron-electron interaction strengths at the interval [3.95, 4.64] as seen from the upper left panel
of Fig. 5.14. One special feature of the low density solution n1 and high density solution n3 is that
n1,3 = 2− n3,1, i.e., they resemble the weights of the Green’s function at the Coulomb blockade regime

GRσσ′ ≈
2− nσ

ω − εσ − ΣR
EM(ω)

+
nσ

ω − εσ − U − ΣR
EM(ω)

(5.118)

although it is not necessary that the density nσ has the exact same value as one of the solutions. This
resemblance of Coulomb blockade solutions and bistability still requires further investigations.

In the lower panel of Fig. 5.14 we show the solutions for the steady-state density at the interacting impurity
with the following parameters Vlink = 0.3, WL = 1.8, WR = −1.0, εC = 0.0, εα = εF = 0.6. The leads
are again half-filled. With these parameters we are able to find several solutions for the steady-state density
at the impurity in function of the electron-electron repulsion U within HF approximation. The maximum
number of five solutions for the steady-state is obtained for the interaction strengths [1.88, 2.08] and again
the high-low density solutions are symmetric to each other. We can analyze the stability of the solutions
by utilizing the fixed point theorem. This means in practice that a solution is stable if

∣∣dg(n)
dn

∣∣
ñ
< 1,

where g(n) is the right hand side of Eq. (5.117). This implies the stability of solutions ñ1 and ñ3 for
the situation shown in upper left panel of Fig. 5.14, while the solutions ñ1, ñ3 and ñ5 are stable for the
situation demonstrated in upper right panel of Fig. 5.14.

To study the multi-stability in time-domain and to see which one of the solutions is reachable by time
propagation we choose U = 4.0 for the parameters possessing three fixed point steady-state solutions
and U = 2.0 for the parameters with five different solutions for the density. We will denote these two
different parameter sets as A and B, A = {U = 2.0, Vlink = 0.3,WL = 1.8,WR = −1.0, εC = 0.0}
and B = {U = 4.0, Vlink = 0.7,WL = 3.0,WR = 0.0, εC = 0.0, }. For both of the parameter sets we
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have εα = εF = 0.6. The values for the steady-state densities corresponding to the parameter set A are
ñ1 = 0.66, ñ2 = 1.16 and ñ3 = 1.32 while for the parameter set B the corresponding densities for the
HF approximation are ñ1 = 0.17, ñ2 = 0.54, ñ3 = 1.0, ñ4 = 1.46 and ñ5 = 1.83. Since the ABALDA
is a time-local approximation we can derive a similar self-consistency equation for the density as in the HF
case, just by replacing ĥCC with ĥKSCC = ε0 +vH [n] + vxc[n](j). This will result three fixed point densities
for the parameter set A: ñ1 = 0.80, ñ2 = 1.0 and ñ3 = 1.28 (see upper right panel in Fig. 5.17a) and also
three fixed point solutions for the density for the parameter set B: ñ1 = 0.18, ñ2 = 1.00, ñ3 = 1.82 (see
Fig. (2) of article III [3]).

In Fig. 5.16a we show the time-dependent densities for the parameter set A with various self-energy
approximations and ABALDA for TDDFT. We solve for the system at the ground state and ramp up the
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Figure 5.14: Solutions for the steady-state density at HF level obtained from Eq. 5.117. Upper panel:
Vlink = 0.7, WL = 3.0, WR = 0.0. Lower panel: Vlink = 0.3, WL = 1.8, WR = −1.0, The dashed line
in upper right panel corresponds to U = 4.0 and in the lower right panel U = 1.0.
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bias at t0 after which we follow the system’s time evolution. We notice that in both of the cases: HF and
ABALDA, the system goes in to the steady-state value of the density given by fixed point n1. To switch to
an another steady-state we will apply a time-dependent kick on the impurity in form of the exponentially
decaying gate voltage of the form

Vg(t) =





Vge
−γt , if 0 < t < Tg

−Vge−γ(t−Tg) , if Tg < t < 2Tg

Vge
−γ(t−2Tg) , if t > 2Tg

. (5.119)

Applying the kick with amplitude of the gate Vg = 3.0 and the decay rate γ = 0.2 together with the bias
at t0 we are able to reach the fixed point solution n3 for the steady-state density, both in HF approximation
and ABALDA. The middle fixed point solution n2 is not reachable by time-propagation. The closest
time-dependent solution for the n2 fixed point in both HF approximation and ABALDA is obtained with
the gate of Vg = 3.0 and the decay rate γ = 1.0, but the steady-state value for the density will be either n1

or n3. If we apply the gate at a later time t > t0 or we wait until the gate voltage has decayed and apply it
again, we see that we are able to switch between the n1 and n3 fixed point solutions for the density both in
HF and ABALDA as seen in Fig 5.16a. Naturally the different fixed point solutions for the density lead to
multiple solutions for the steady-state current. We are also able to derive a Meir-Wingreen equation for
the steady-state current Ist in terms of the density n

Ist =

∫
dω

2π

[fL(ω)− fR(ω)]ΓL,EM(ω)ΓR,EM(ω)

(ω − ε0 − Vg − Un− ΛEM(ω))2 + (ΓEM(ω)/2)2
. (5.120)

For the parameter set A we have the following values for the current corresponding to the three fixed
points of the steady-state density Ĩ1 = 0.055, Ĩ2 = 0.12 and Ĩ3 = 0.08, from which Ĩ1 and Ĩ2 are stable
solutions corresponding to the ñ1 and ñ2 solutions for the steady-state density. For the parameter set B we
have four solutions for the current Ĩ1 = 0.0052, Ĩ2 = 0.035, Ĩ3 = 0.056 and Ĩ4 = 0.027 from which two
are again stable: Ĩ1 corresponding to both ñ1 and ñ5 solutions for the density as well as Ĩ4 corresponding
to ñ3 fixed point for the density. In Fig. 5.16b we show the time-dependent current and density for the
parameter set B. In a similar way as seen for the parameter set B we are again able to switch between the
stable fixed points both for density and current in time domain while the unstable fixed points are just
solutions with finite life time.

For the correlated many-body approximations we are not able to write a simple self-consistency equation
in terms of the density only, since the many-body self-energy depends also on the frequency. However, we
can try to see if the correlated approximations possess multiple solutions for the same parameters as HF
and ABALDA. In Fig. 5.16a we show the 2B, GW and T -matrix solutions for the time-dependent density
which possess only one solution for the steady-state density despite the attempts to find other solutions
by applying the gate voltage kick. We can understand the occurrence of only one solution by looking at
the steady-state spectral functions presented in Fig. 5.17a. First of all we note that the left lead energy
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band is at [1.6, 5.6] with µL = 3.6 and the right lead energy band is at [−1.4, 2.6] with µR = 0.6. The HF
spectral function corresponding to the three fixed point solutions is shown on the left panel of Fig. 5.17a.
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Figure 5.15: a) The time-dependent density and current with parameter set A.
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Figure 5.16: The time-dependent density and current with parameter set B.

139



CHAPTER 5. NON-EQUILIBRIUM DYNAMICS OF OPEN QUANTUM SYSTEMS

We see that the spectral functions corresponding to the stable solutions ñ1 and ñ3 are clearly separable and
are peaked approximately around the Fermi level of the left/right lead respectively. The unstable solution
on the other hand is peaked on the top of the right lead energy band, and therefore the middle solution will
very likely to slip into the solution ñ3. We display also the spectral functions for ABALDA although it is
a spectral function of a KS system and thus should not be regarded as a true spectral function. For the
correlated many-body approximations we now see that the spectral functions are extremely broad due to
enhanced quasi-particle scattering at a finite bias [10] and the spectral weight spreads almost uniformly
over the entire lead energy spectrum extending even well beyond the band width of the leads. Therefore, it
is almost impossible to posses multiple steady-state solutions in these simple systems by only considering
electron correlations. The multi-stability could occur again when vibrational degrees of freedom are taken
into account [185]. In Fig 5.17b we show the non-equilibrium spectral function A(T,w) (see Eq. (3.41))
with a snapshot of spectral function during the transition from ñ1 to ñ3. This snap shot of the spectra is
very close to the unstable state ñ2 and although this state is not a stable state it can be observed in the
non-equilibrium spectral function.
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Figure 5.17: a) Spectral functions A(ω) for the parameter set A at various levels of approximation. b)
Non-equilibrium spectral function A(T, ω) within HF approximation for switch from density n1 to n2

with parameter set A. Snapshot is showing the spectral function corresponding to density n2.

Naturally the phenomenon of multi-stability is not restricted to the Anderson impurity model only and it is
actually more likely to be found in systems possessing a more complicated level structure. In our work we
studied also a two site Hubbard model connected to two semi-infinite, non-interacting tight-binding leads
(see article III [3]). We could again find several fixed point solutions for the steady-state density from
which some are again stable and reachable via time propagation while the rest are unstable. An interesting
result was obtained with parameters Vlink = 0.4, WL = 2.2, WR = -1.2, U = 2.0, V1,2 = 0.4, εα = εF = 0.6,
εC1 = εC2 = 0 and β = 90, with the half-filled leads. With these parameters together with asymmetrically
applied gate voltage Vg,1 = 1.0 and Vg,2 = 0 with decay rate γ = 0.2 the HF approximation possess a
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persistent oscillatory solution as shown in left panel of Fig. 5.18. These oscillations are very sensitive
to the initial bias condition which can be seen by applying the bias smoothly as Wa = Wα sin2(ωαt)

and otherwise Wα(t) = Wα with ωα = 0.04, instead of abruptly ramping up the bias will destroy these
oscillations.

We can analyze the nature of these oscillations by studying the equation of motion for the density matrix ρ
for the isolated Hubbard dimer. The density matrix satisfies the Heisenberg equation of motion

i∂tρ(t) = [ĥHF, ρ(t)], (5.121)

where the HF Hamiltonian reads

ĥHF (t) =

(
ε1 + 1

2Un1 V12

V21 ε2 + 1
2Un2

)
. (5.122)

By defining following quantities

∆n(t) = n1(t)− n2(t) = ρ11(t)− ρ22(t) (5.123)

J(t) = iV12[ρ21(t)− ρ12(t)] (5.124)

K(t) = V12[ρ21(t) + ρ12(t)] (5.125)

we can derive the following set of coupled equations of motion

d

dt
∆n(t) = 2J(t) (5.126)

d

dt
J(t) =

(
−2V 2

12 +
1

2
K(t)U

)
∆n(t) + ∆εK(t) (5.127)

d

dt
K(t) = −1

2
UJ(t)∆n(t)− δεJ(t) (5.128)

where ∆ε = ε1 − ε2. For our situation the on-site potentials for both sites are equal , i.e., ε1 = ε2 and we
can solve for ∆n(t)

∆n̈(t) = 2J̇(t) = −(4V 2
12 −K(t)U)∆n(t) (5.129)

where K(t) = −U/8(∆n(t))2 +D and D is a real constant number related to the initial conditions via
relation D = V12[ρ12(0) + ρ21(0)] + U

8 [∆n(0)]2. Thus, the equation of motion for the density difference
reads

∆n̈(t) + (4V 2
12 − UD)∆n(t) +

U2

8
(∆n(t))3 = 0. (5.130)
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This equation is of the form of a classical anharmonic oscillator and as a consequence it supports oscillating
solutions. Solving Eq. (5.130) for the constant D as

D =
∆n̈(t)

U∆n(t)
+

4V 2
12

U
+
U

8
[∆n(t)]2 (5.131)

and use estimates for the densities from the long-time limit, i.e., after the transients have died out and
average D over oscillation period in Fig. 5.18, since for the connected Hubbard dimer D is not a constant
in time. In the right panel of Fig. 5.18 we show the oscillation frequency and amplitude as a function of
the inter-site hopping V12 of the Hubbard dimer connected to semi-infinite biased leads for a gate voltage
kick of amplitude Vg,1 = 1.0 with different decay rates γ. These oscillation frequencies and amplitudes
are compared to those of the isolated Hubbard dimer. Indeed, we find quantitative similarities between
the behavior of the oscillations for the connected and isolated dimer. This allows us to conclude that the
connected Hubbard dimer in the quantum transport situation can, under certain parameters, behave as
anharmonic oscillator and possess artificial oscillatory solutions. It is to be noted that both the oscillations
and the multi-stability of the steady-state solutions disappears when including correlation effects beyond
the mean-field level.
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To conclude this section, we described the method of Kadanoff-Baym equations to study non-equilibrium
dynamics of many-particle systems. We showed how to reduce a computational cost in time-propagation by
introducing generalized Kadanoff-Baym anstaz, and in space by treating parts of the system via embedding
self-energy. We demonstrated the basic concepts of quantum transport problem by analyzing briefly a
five-level system. In addition, we studied the Anderson impurity model in out-of-equilibrium situations
with various levels of approximation. We found remarkable agreement between 2B approximation within
many-body perturbation theory and numerically exact time-dependent density matrix renormalization
group technique. The mean-field approximations can possess artificial behavior in terms of multiple
steady-states and undamped oscillations for the density and current. It is to be pointed out that the multiple
steady-states could be restored beyond mean-field approximations when vibrational degrees of freedom
are taken into account [185].
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We have studied many-particle systems in and out of equilibrium by using many-body perturbation
theory with non-equilibrium Green’s functions and time-dependent density functional theory. The work
has consisted of theory development as well as of numerical simulations. We started the discussion by
introducing the many-particle problem together with an introduction to many-body perturbation theory
and time-dependent density functional theory. A large part of the work done in this thesis consists of
describing the time-dependent quantum transport problem, where our purpose was to understand the
quality of many-particle self-energy approximations in non-equilibrium systems as well as uniqueness of
the steady-state. Some preliminary developments towards description of photoemission processes with
the Kadanoff-Baym equations as well as description of time-dependent quantum transport with realistic
systems were also introduced but not presented here.

For the interacting Anderson impurity model we studied the electron transport within the TDDFT and
MBPT frameworks. Results obtained in the ground state, transient and steady-state regimes are compared
with numerically exact time-dependent density matrix renormalization group method. We found that in
particular the 2B approximation of MBPT compare nicely. Regarding the TDDFT approach we find that
the ABALDA performs very well and yields accurate densities on the interacting site but in many cases
overestimates the steady-state current. This problem was linked to an overestimation of the lead-densities
within the ABALDA. The result strongly suggest that it is necessary to go beyond the local approximation.
For the multi-stability problem we showed that only the stable solutions are accessible via time propagation.
By superimposing an exponentially decaying gate voltage we were able to switch between the different
steady-states. For the systems considered we found that by inclusion of dynamical XC-effects will
destroy the multi-stability phenomenon. We also concluded that in order to find bistable regimes beyond
mean-field approximations one should include other degrees of freedom such as vibrations of nuclear
coordinates.

The second part of this thesis consisted of studying many-body perturbation theory for the homogeneous
electron gas, where the main goal was to answer the long standing question of the role of vertex corrections
versus dressing of the Green’s functions. This is an enormous project of its own and this question still
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remains partially unanswered. Instead, we managed to construct a diagrammatic approach for construction
self-energy approximations with positive-semi definite spectral and response properties. We derived a
Lehmann-like representation of the exact self-energy and showed that it is given by the sum of squares
of irreducible correlators. In the partitioned Feynman diagrams, one half of the partition consists of
time-ordered quantities and the other half consists of anti-time-ordered quantities. The partitioning can
be seen as cutting the diagram in half along the lesser/greater Green’s function lines. After partitioning
a self-energy or polarization diagram, we search for the minimal set of half-diagrams in order to write
the approximation at hand as a perfect square of half-diagrams. The positivity of the spectral function is
guaranteed by the fact that the sum of the products of the half-diagrams is the sum of perfect squares. In
its simplicity these cutting rules can be seen as drawing rules for diagrams, and as an extension of the
Feynman rules. First we need to draw the diagrams and by assigning a label to the internal vertices we
are able to extend to a minimal set of diagrams any MBPT approximation and to generate PSD spectral
functions.

In conclusion this thesis work has constituted developments of the time-dependent description of non-
equilibrium quantum problem, with specialization to quantum transport situation as well as of develop-
ments in the description equilibrium properties of many-particle system. The future developments include
a time-dependent description of photoemission and pump-probe processes with Kadanoff-Baym equations
as well as a more thorough understanding of the photoemission process at a theoretical level. Also a
thorough understanding of the role of vertex corrections for many-particle problem and to examine how
the results obtained with it will compare with experiment is an interesting research line.
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A
BiCGSTAB and BiCGSTAB(l) Algorithms for Dyson

Equation

Here we present the BiCGSTAB and BiCGSTAB(l) algorithms used for solving the Dyson equation.The
Dyson equation in the form of Ax = b was

n∑

k=1

m∑

q=0

[
δikδpq − Fik(τp, τq)

]
GMkj (τq) = δijgi(τq) (A.1)

by combining the orbital index i and the grid index p into a single index Q1 we obtain the matrix equations

nm∑

Q2=1

AQ1,Q2x
(j)
Q2

= b
(j)
Q1

(A.2)

where we have defined the unknown and the inhomogeneous part as

x
(j)
Q2

= x
(j)
kq = GMkj (τq) (A.3)

b
(j)
Q1

= b
(j)
ip = δijg

M
i (τp). (A.4)

A.0.3 BICGSTAB

One of the algorithms used to solve the Dyson equation in the routine is biconjugate gradient stabilized
method BiCGSTAB [165].

The iteration cycle starts with determining initial guess for the Green’s function which in our case is taken
to be the Hartree-Fock Green’s function. Also other DFT-based initial guesses would be possible. So we
assume

x
(0)
Q2

= GHF
kj(τq) (A.5)
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to be given. With this initial guess we compute the first guess for the self-energy ΣM,c
ij (τq). With this given

self-energy the equation (A.2) is solved using the following BiCGSTAB - algorithm. First we compute the
initial guess for the residuals

r
(0)
Q1

= b
(0)
Q1
−

nm∑

Q2

AQ1Q2x
(0)
Q2

(A.6)

r̃
(0)
Q1

= r
(0)
Q1

(A.7)

Then the following is repeated until the convergence is reached, here q = 1, 2, ... is the index for
the iteration cycle. At the beginning we choose to convergence criterion to be ∆ = ||rQ1 || = 1

if 〈r(q+1)
Q1

· r̃(0)
Q1
〉 = 0 then method fails.

if (q == 1) then
The first guess for the error reduction polynomial is taken to be the first guess for the residual

p
(0)
Q1

= r
(0)
Q1

(A.8)

else

βq+1 =
〈r(q+1)
Q1

· r̃(0)
Q1
〉

〈∑nm
Q2

AQ1Q2p
(q)
Q2
· r̃(0)〉

αq
ωq

(A.9)

p
(q+1)
Q1

= r
(q+1)
Q1

+ βq+1

[
p

(q)
Q1
− ωq

nm∑

Q2

AQ1Q2p
(q)
Q2

]
(A.10)

end if

αq =
〈r(q)
Q!
· r̃(0)

Q1
〉

〈∑nm
Q2

AQ1Q2p
(q)
Q2
· r̃(0)

Q1
〉

(A.11)

s
(q)
Q1

= r
(q)
Q1
− αq

nm∑

Q2

AQ1Q2p
(q)
Q1

(A.12)

ωq =
〈∑nm

Q2
AQ1Q2s

(q)
Q2
· s(q)

Q1
〉

〈∑nm
Q2

AQ1Q2s
(q)
Q2
· ∑nm

Q2
AQ1Q2s

(q)
Q2
〉

(A.13)
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x
(q+1)
Q1

= x
(q)
Q1

+ αqp
(q)
Q1

+ ωqs
(q)
Q1

(A.14)

r
(q+1)
Q1

= s
(q)
Q1
− ωq

nm∑

Q2

AQ1Q2s
(q)
Q2

(A.15)

if (∆ < tol) then xQ1 is our solution for GMkj (τq) with given self-energy ΣM,c
ij (τq). with this G we

can calculate a new approximation for the self-energy and continue the self-consistency cycle until the
convergence is reached. For the continuation it is also necessary that ωq 6= 0.

A.0.4 BICGSTAB(L)

Another algorithm we us to solve the Dyson equation is called BiCGSTAB(l) [166]. which is an enhanced
version of the BiCGSTAB. The problem of BiCGSTAB is that the minimal residual polynomial has only
real roots and it can be a poor approximation for the matrices with complex eigenvalues. We again choose
the Hartree-Fock Green function to be our initial guess

x
(0)
Q2

= GHF
kj(τq) (A.16)

and we compute the first initial guess for the residuals

r̃
(0)
Q1

= r
(0)
Q1

= b
(0)
Q1
−

nm∑

Q2

AQ1Q2x
(0)
Q2

(A.17)

At the start we also set ∆ = ||rQ1 || = 1 and u−1 = 0, α = 0 and ω = 1. Then we repeat the following
procedure until the convergence is reached (q = 1, 2, ...).

ρ0 = −ωρ0 (A.18)

for i = 0, ..., l − 1 do

ρ1 = 〈r̂(j)
Q1
· r̃(0)

Q1
〉 (A.19)

β = α
ρ1

ρ0
(A.20)

ρ0 = ρ1 (A.21)

for i = 0, ..., j do

û
(i)
Q1

= r̂
(i)
Q1
− βû(i)

Q1
(A.22)

153



APPENDIX A. BICGSTAB AND BICGSTAB(L) ALGORITHMS FOR DYSON EQUATION

end for

û
(j+1)
Q1

=

nm∑

Q2

AQ1Q2 û
(j)
Q2

(A.23)

γ = 〈û(j+1)
Q2

· r̃(0)
Q1
〉 (A.24)

α =
ρ0

γ
(A.25)

for i = 0, ..., j do

r̂
(i)
Q1

= r̂
(i)
Q1
− αû(i+1)

Q1
(A.26)

end for

r̂
(j+1)
Q1

=
nm∑

Q2

AQ1Q2 r̂
(j)
Q2

(A.27)

x̂
(0)
Q1

= x̂
(0)
Q1

+ αû
(0)
Q1

(A.28)

end for

for j = 0, ..., l do
for i = 0, ..., j − 1 do

τij =
〈r̂(j)
Q1
· r̂(i)

Q1
〉

σi
(A.29)

r̂
(j)
Q1

= r̂
(j)
Q1
− τij r̂(j)

Q1
(A.30)

end for
end for

γl = γ′l (A.31)

ω = γl (A.32)
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for j = l − 1, ..., 1 do

γj = γ′j −
l∑

i=j+1

τjiγi (A.33)

end for

for j = 1, ..., l − 1 do

γ′′j = γ′j+1 −
l−1∑

i=j+1

τjiγi+1 (A.34)

end for

x̂
(0)
Q1

= x̂
(0)
Q1

+ γ1r̂
(0)
Q1

(A.35)

r̂
(0)
Q1

= r̂
(0)
Q1
− γ′l r̂

(l)
Q1

(A.36)

û
(0)
Q1

= û
(0)
Q1
− γlû(l)

Q1
(A.37)

for j = 1, ..., l − 1 do

x̂
(0)
Q1

= x̂
(0)
Q1

+ γ′′j r̂
(j)
Q1

(A.38)

r̂
(0)
Q1

= r̂
(0)
Q1
− γ′j r̂(j)

Q1
(A.39)

û
(0)
Q1

= û
(0)
Q1
− γj û(j)

Q1
(A.40)

end for

if (∆ < tol) then xQ1 is our solution for GMkj (τq) with given self-energy ΣM,c
ij (τq). with this G we

can calculate a new approximation for the self-energy and continue the self-consistency cycle until the
convergence is reached.
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