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diss.

In this thesis properties of individual carbon nanotubes (CNTs) are studied
performing measurements in electronic transport, including noise, optical spec-
troscopy and electron diffraction. Furthermore, novel sample geometry of sus-
pended CNT devices is developed and a CN'T synthesis setup relying on chemical
vapor deposition (CVD) has been established.

Combined Raman and transport measurements on individual singlewalled
nanotubes (SWNTs) are performed. These methods serve as powerful tools to
determine the properties of a single device. In addition, it is possible to evaluate
the reliability of these two mutually independent methods.

Suspended nanotube structures with a fully transparent path are very use-
ful in various measurements including optical spectroscopy with reduced back-
ground noise and various transport effect neglecting the substrate effects to the
CNT channel. The main benefit of the fully transparent path is that it is possible
to determine the exact chiral indices of the studied tube by using the electron
diffraction technique with transmission electron microscope (TEM). Such struc-
tures require new microfabrication techniques and a reliable method to prepare
suspended CNT's samples is developed. In this work though, fully working elec-
trical contacts could not be included in the measured samples due to various
fabrication problems. The past and the state-of-the-art of the relevant fabrica-
tion issues are discussed in this thesis.

The suspended CNTs were studied by in-house and other collaborators using
nonlinear optical techniques. The first four-wave-mixing (FWM) signal from
individual semiconducting SWNT was shown. Furthermore, FWM imaging is
presented which serves as a fast and sensitive imaging technique. The first
observation of second harmonic generation (SHG) from an individual CNT is
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also presented which could be exploited for fast determination of handedness of
a CNT in the future.

The last study presents the results of noise measurement on intermediate
sized multiwalled carbon nanotubes (MWNTSs). Such tubes can possess ballis-
tic conduction but don’t form noticeable Schottky barriers at the CNT-metal
contact, as opposite compared to SWNTs. We have shown that the noise prop-
erties of such a system is described better using ballistic noise models compared
to more conventional models developed for diffusive transport. Furthermore, the
noise magnitude was found to be one to two orders of magnitude smaller than
in similar SWN'T devices.

Keywords Carbon nanotube, electrical transport, 1/f noise, chemical vapor
deposition, electron diffraction, optical spectroscopy
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Chapter 1

Introduction

Carbon nanomaterials are most interesting in materials science. Their unique
mechanical and electrical properties make them suitable for a variety of different
applications. Especially graphitic materials such as fullerenes, nanotubes and
graphene have been the topic of an increasing number of studies in the past
decades. They are promising candidates in the future to replace many exist-
ing material and are already in use in many different fields. The present and
potential applications include composite materials, thin film applications such
as displays, electronics components such as transistors, energy storage such as
batteries and supercapacitors, energy harvesting such as solar cells, biosensors
and other biotechnology applications etc. [1]

Carbon nanotubes got international publicity in 1991 when Iijima published
the famous paper called Helical microtubules of graphitic carbon [2]. However,
the first images of such material were probably taken by Radushkevich et al.
in 1952 [3] but their report was written in Russian and didn’t get publicity in
the international community. In 1976 Oberlin et al. reported images of hollow
graphitic cylinders [4]. The production of first the nanotubes goes even further
in history and already ancient Syrian blacksmiths have been producing them in
the Middle Ages, when forging Damascus steel. Of course, the syrians were not
aware of that but it was verified later when examining ancient sword blades [5].

A new era of carbon-related research began in 1985 when a new allotrope
of carbon, fullerenes, was found by Kroto et al. [6]. They vaporized graphite
by laser irradiation which led to the formation of the Cg, molecule resembling
a football. It was named as buckminsterfullerene or buckyballs. The main
authors of the original paper won the Nobel Price of chemistry in 1996 for
their work on buckyballs. The building block of graphitic materials of all other
dimensionalities got publicity in 2004 when graphene was introduced [7]. It can
be wrapped up into 0D fullerenes, rolled into 1D nanotubes or stacked into 3D
graphite.



Description of this work

Still, lots of basic research needs to be done to understand the properties of such
materials even better and to bring forward them into the market on a larger
scale. In this thesis individual carbon nanotube devices are studied with dif-
ferent measurement techniques including electrical measurements, optical spec-
troscopy and electron microscopy. Chapter 2 describes combined transport and
Raman studies on individual single-walled carbon nanotube devices. Also the
development in sample fabrication is reviewed briefly. Chapter 3 concentrates
on the fabrication of suspended nanotube structures which would allow com-
bining optical spectroscopy and electrical transport measurements from index
identified nanotubes assigned using electron diffraction. In the beginning of the
chapter, a short literature review is given on the topic of suspended nanotube
samples. Chapter 4 then describes the electron microscopy and nonlinear optical
spectroscopy that was performed to the suspended devices. Understanding the
noise is crucial for many applications. Noise properties of CNTs are discussed
in chapter 5 and results from noise measurements of multiwalled nanotubes are
presented. Finally, the summary is presented in chapter 6.

1.1 The structure of carbon nanotubes

The structure of carbon nanotubes is closely related to graphene. Graphene
exhibits planar sp? hybridization. Carbon has four valence orbitals: 2s, 2p,, 2p,
and 2p, orbitals. Among these orbitals the (s, p,, p,) orbitals combine and
form bonding ¢ and antibonding ¢* orbitals. The o bonds are strong covalent
bonds with a large energy gap between the states. Therefore they don’t play
any role in the electronic properties of graphene and are often neglected. They,
however, determine the mechanical properties of graphene sheets. The remaining
p. orbital, pointing out from the graphene sheet cannot couple with the o states.
Instead it can form delocalized orbitals which have bonding 7 and antibonding
7m* orbitals close to the Fermi energy Er. These 7 orbitals cross at K-points
showing linear dispersion. Therefore graphene is called a semimetal. [§]

Graphene is a sheet of carbon atoms that are densely packed in a honeycomb
crystal lattice [9]. It is not a Bravais lattice (array of points that are generated
by a set of translations) but it can be formed from hexagonal Bravais lattice with
two atom basis. The unit cell and the Brillouin zone of the graphene honeycomb
lattice can be seen on fig. 1.1 (a) and (b). The Brillouin zone consists of three
high symmetry points, I', K and M as the center, the corner, and the center of
the edge, respectively. The energy dispersion relations are calculated between
these symmetry points. Furthermore, there are two inequivalent K-points in the
graphene Brillouin zone labeled as K : (O, i—g) and K’ : ( , —3—2).

The carbon nanotubes are just graphene rolled into a cylindrical form seam-
lessly. The nanotube chiral vector i.e. circumferential vector C, can be formed
by using graphene unit vectors. The chiral vector is always an integer multiple



Figure 1.1: a) Graphene honeycomb lattice with two-atom basis (white and
black dots represent the two inequivalent carbon atoms), lattice vectors aj, a3
and the unit cell (gray area). b) Reciprocal space, reciprocal lattice vectors b:,
by and first Brillouin zone (gray area) of the graphene. Adapted with permission
from reference [9)].

of the lattice vectors i.e. CTh = na; + may and it thus describes the structure of
nanotube (see fig. 1.2). This means that the whole geometry of the SWNT is
determined by a pair of integers (n m) [8]. The unit cell of a CNT is a rectangle
generated by the chiral vector C, and the translational vector T containing 2N
carbon atoms, where N is the number of hexagons in the unit cell. The Brillouin
zone of a nanotube is one dimensional and the zone edges are usually labeled
as X, X = +(n/ T)K);, where &) is the basis vector along T-direction i.c. axial
dlrectlon of the tube. Therefore, the nanotube band structure is represented
along the I' — X -direction. Nanotubes of the type (n,0) (6 = 0 °) are called
zigzag tubes, tubes of type (n,n) (6 = 30 °) are called armchair tubes and tubes
of type ((n,m # n # 0)) are called chiral tubes. All the essential structural
parameters of the SWNT are described in table 1.1.

The energy dispersion relation of the SWNT is obtained from graphene us-
ing the zone folding approximation. The periodic boundary conditions due to
rolling up of the sheet leads to quantization of allowed wave vectors in the cir-
cumferential direction since the circumferential length becomes comparable to
the Fermi wavelength Ay. The periodic boundary conditions are described as

k-C) = 2mq, (1.1)

where ¢ is integer. The wave vector k is continuous along the tube axis (k) but
restricted in the circumferential k| direction and thus a set of parallel lines to
the axial direction of the tube is generated as seen in figure 1.3 (a). Therefore
the energy bands are set of 1D dispersions formed from cross sections of the



Figure 1.2: Graphene honeycomb lattice with lattice vectors a; and a;. The
chiral vector dh represents a possible wrapping of the graphene sheet into a
tubular form. The direction perpendicular to C), is the tube axis and spans the
translational vector 7. Translational vector is the unit vector of CNT. Adapted
with permission from reference [8].



Table 1.1: Structural parameters for a (n,m) nanotube. Adapted with permis-
sion from reference [8].

Symbol Name Formula Values
a lattice constant a = V3a. ~ 2.46 A Gee ~ 1.42 A
ai, as basis vectors (?, %) a, (@, —%) a
b_i, b_é reciprocal-lattice (%, 1) 27”, (%, —1) %’r
vectors
Ch chiral vector Ch = ndi + mdy = (n,m) (0<|m| <mn)

. C
d, tube diameter dy = (Gl _ L/n? +nm + m?

T

0 chiral angle sinf = M_{gﬁ 010 <%

cosf = M%ﬁ tanf = zﬁ%
T translational vector 7T = t1d} + tady = (t1,t2) ged(ty, t2)

by = 2 gy = 2ndm Ng = ged(2m + n, 2n + m)
N¢ number of C atoms Ng = A nmim?)

Nr
per unit cell "




graphene dispersion relations [9]. If at least one k-line crosses the K point of
the graphene Brillouin zone, the tube is metallic. If none of the lines cross the
point, an energy gap between the valence and conduction bands is created and
the tube is thus semiconducting. In general, the (n,m) nanotube is metallic if
n —m = 3l (I is integer) and otherwise semiconducting. Thus armchair (n,n)
tubes are always metallic. However, (n,0) zigzag tubes satisfying the metallic
condition are actually small band gap semiconducting tubes (gap comparable
to thermal energy in room temperature) due to the curvature effects. The band
gap of the semiconducting nanotube is roughly inversely proportional to tube’s
diameter as 9a.
Qe
E, 4 (1.2)
where a,. is the C'—C bond length and A\g = 2.9 eV the transfer integral between
first-neighbor 7 orbitals. [8]

Figure 1.3: (a) Graphene Brillouin zone and allowed k-states in SWCNT (par-
allel lines). (b) Expanded depiction of allowed states near K point. Dashed line

is the direction of the chiral vector Cj,. Adapted with permission from reference
[10].

As described earlier, the unit cell of CNT contains 2N atoms and thus the
band structure consists of N bonding 7 orbitals and N antibonding 7* orbitals.
Furthermore, the density of states (DOS) D(E) = AN/AF represents the num-
ber of available states for a given energy interval. The shape of the DOS depends
dramatically on dimensionality. In one dimensional system the DOS is inversely



proportional to the square root of the energy [11]. The DOS diverges close to
band extreme and these peaks are called Van Hove singularities (VHSs). The
dispersion relation and the DOS is shown for metallic and semiconducting tubes
in figure 1.4.



Figure 1.4: Band structure and density of states (a) for a (5, 5) armchair metallic
nanotube and (b) for (10, 0) zigzag semiconducting nanotube. The Fermi energy
is located at zero energy. Adapted with permission from reference [8].



Chapter 2

Combined transport and Raman
measurements

Singlewalled carbon nanotubes were studied with Raman spectroscopy and low
temperature transport measurements. The idea was to obtain information of
the basic properties from an individual carbon nanotube with these mutually
independent methods. First, basic theory of electrical transport and Raman
spectroscopy is discussed. Then, the actual measurement results are presented
and discussed in the following sections.

2.1 Transport properties of carbon nanotubes
The conductance of quasi-1D system is given by the Landauer formula [12]:

2¢?

G(F) = TM(E)T’ (2.1)
where M(FE) is the number of subbands contributing to the charge transfer
and T is the average transmission probability of each subband. Three kinds of
characteristic lengths are present in the mesoscopic systems: the mean free path
l;m, the Fermi wavelength A\p and the phase relaxation length [, [13]. The mean
free path describes the average length that electrons travel before scattering.
The Fermi wavelength is the de Broglie wavelength of electrons at Fermi energy
and the phase-relaxation length is the average length where the electron retains
it coherence as a wave. Elastic scattering of electrons doesn’t contribute for
lg, but only for [,, as inelastic scattering contributes to both of them. Only
electrons that are near the Fermi energy contribute in transport so the lengths
I, and [, are scaled by the Fermi velocity as follows [13]

lm = VrTm & l¢ = VUFTy, (22)

where 7, is the momentum relaxation time and 74 the phase relaxation time.
The times correspond to the overall changes of phase and momentum in the
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system, not a single scattering event. It means that for example the changes in
momentum reach Akr and phase 7, respectively.

Transport through the system can be classified into three different regimes:
ballistic, diffusive and classical. The relationship between the characteristic
lengths determines then the transport regime. The conductance is ballistic when
the 1D channel length between contacts is smaller than the mean free path and
the phase relaxation length of the channel [13]. It means that there are no
scattering centers in the channel and thus transmission probability T reaches
one if assuming ideal contacts. So the only resistance in the ballistic case comes
from the contacts and if the contacts are ideal (Ohmic) i.e. reflectionless, the
resistance reaches the quantized value. However, in general some scattering in
the channel is always present. Therefore the resistance of the device is R. + Ry,
where R, is the contact resistance and R, is the resistance of the channel.

Carbon nanotubes are reported to be 1D ballistic conductors [14], [15], [16].
Metallic nanotubes have two conduction channels because two subbands cross
at the Fermi energy [17]. The theoretical maximum conductance for such device
can be obtained from the equation (2.1) by setting T'=1 and M = 2:

4 2
G, = % = 2Gy ~ 1.549- 1074 S d.e. Ry = (2Go) ™" = 6.45 kQ,

where Gy is the quantum conductance. Semiconducting nanotubes exhibit also
ballistic conduction and then both the valence and the conduction band act as
conduction channels. In reality there will always be backscattering from the
contact interface which leads to 7" < 1 and thus the metal electrode-nanotube
contact has a big influence on the transport properties of the tube [8]. Metallic
nanotubes can get really close to the conductance maximum with ideal Ohmic
contacts [14], [15]. In the case of metal-semiconducting nanotube contact a
Schottky barrier is formed in the interface [16], [18] and the characteristics of
the SWNT-FET is described by modulating the Schotkky barrier thickness at
the contacts. The critical issues in barrier formation are the work function of
the metal and size of the band gap (which furthermore is inversely proportional
to the diameter). Thus CNTs larger than ~ 2 nm don’t form Schottky barriers
with Palladium (Pd) as the contact metal [16].

The role of the contact has indeed a great influence to the behavior of the
CNT device but besides the geometry of the contact and the work function of
the metal also the wetting properties of the metal have big influence [16], [17].
The ideal case would be to have metal whose wetting properties are good and
work function is at the same level as the valence or conduction band of the tube.
Then the barrier would not affect the charge injection so much and the ON-state
current would not be affected by the barrier.

Additional resistance from the nanotube channel itself occurs due to different
scattering processes. One major scattering mechanism is electron-phonon scat-
tering. Acoustic phonon scattering dominates at small bias voltages, whereas at
large bias voltages it is scattering by optical and zone-boundary phonons [19].
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Scattering from optical phonons is especially large in metallic tubes working at
room temperature. Therefore, the effects of the environment have been demon-
strated to affect to the transport of the tube significantly and the transport
and phonon scattering is completely different in suspended tubes compared to
the tubes on the substrate[20]. The current saturates once the electron emits
a phonon which happens as soon as the energy of the electron has reached the
optical phonon energy. The excess energy created by the phonon can be remark-
able which furthermore heats the tube. Even negative differential conductance
can be seen in the suspended tubes. Tubes that are on the substrate have more
interaction with the substrate which leads to greater heat dissipation and relax-
ation of the optical phonons emitted through electron scattering. The phonon
scattering in the semiconducting tubes is due to acoustic phonons since the tube
ON-state resistance has been reported to grow linearly with temperature [21].
Many other sources of disorder such as localized lattice defects [22], electrostatic
potential fluctuations and mechanical deformations [23], [24] affect also the scat-
tering processes. The effects of disorder for clean nanotubes become dominant
at low temperatures and these effects can be determined by extracting the mean
free path of nanotube. The mean free paths of both metallic and semiconducting
nanotubes have been reported to be several microns at low temperature [25].

2.1.1 Coulomb blockade

Quantum effects become relevant at low temperature when thermal energy is
reduced enough. Especially in reduced dimensionality these effects are more
visible because of the larger energy scales. [19].

Coulomb blockade effects can arise when two conditions are fulfilled. Firstly,
the tunneling (or contact) resistance between the tube and the electrode must
be larger than the so called quantum of resistance R, = h/2e?. Secondly, the
total capacitance of a metallic island must be small enough so that the energy
required to add an electron to the island becomes larger than the thermal energy
[8]. The conditions are therefore

62

E. = 5 kgT = Ep, R.>> R, =12.9 k. (2.3)

When the contact resistance is very small so that the contacts are nearly
perfect and the channel itself is ballistic, Fabry-Pérot interference of electron
waves multiply reflected between two CNT-metal interfaces can occur. It means
that the tube act as a coherent electron waveguide and a resonant cavity is
formed between the electrode-nanotube interfaces [26].

2.2 Introduction to Raman scattering

Electromagnetic radiation incident upon matter will interact with it. Most of the
photons will go unscattered through the atom but a small part will scatter from
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it. Elastic scattering is called Rayleigh scattering and inelastic scattering either
Raman or Brillouin scattering. Raman scattering is a process where photons
scatter from optical phonons as in Brilloun scattering from acoustic phonons.
27
In this section we are concentrating on scattering processes from nano-objects
e.g. molecules and nanotubes. Scattering processes can be treated with a semi-
classical approach. The photons are treated as classical electromagnetic waves
while the scatterer as a quantum mechanical system. First-order Raman scat-
tering is a three step process. The absorption of an incoming photon creates
an electron-hole pair, which then scatters inelastically under the emission of a
phonon, and finally recombines and emits the scattered photon. If a molecule
absorbs energy, the scattering is called Stokes scattering and if it loses energy,
anti-Stokes scattering. Compared to Rayleigh scattering (where the molecule
returns to its incident state), Raman scattering is very weak. The scattered
photon can have frequencies
V1 =V £ Vpp, (2.4)

where 1 is the frequency of the incident photon and v, is the frequency of the
phonon. In Raman spectroscopy, one measures the vibrational frequencies as a
shift from the incident beam frequency. [28]

The scattering processes can be explained by the use of simple classical
physics [28]. Let’s consider an electromagnetic wave E(t) = Ey cos 2mvyt, where
Ey is the amplitude of the wave and 1 the frequency of the wave. In general,
the interaction between an electromagnetic field and a molecule can be described
with polarization density, or simply polarization, created by radiation hitting the
molecule. The field induces a force to the electrons of the molecule which will
then displace them related to the nucleus of the atom. Thus, an electric dipole
is generated and described by a dipole moment vector. In macroscopic scale the
polarization is defined as a sum of the individual dipole moment vectors. The
induced electric dipole moment p has the form of

u= okl = aFycos 2yt (2.5)

where « is called the polarizability. If the molecule is vibrating with a frequency
Um, the nuclear displacement ¢ is

q(t) = qo cos 2myp,t, (2.6)

where ¢y is the vibrational amplitude. In small amplitudes polarizability «
depends linearly on ¢ and thus it can be written as a Taylor series:

Oa
a=og+ | — + ... 2.7
: (aq>q:0q 2.7)
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Combining equations (2.5), (2.6), (2.7) one gets
W= akFycos 2yt

O«
= agoF 2wt — E 2wt
ag by cos 2wyt + <8Q)q:oq 0 COS 2T (2.8)

o
= aply cos 2wyt + (8_) qoE cos 2yt cos 2mygt.
4/ ¢=0

Furthermore, using a trigonometric formula 2cos = cos y = cos (z + y)+cos (z — y)
we get the equation (2.8) in the form

1/0
p= ook cos 2yt + - (a_a> qoEo[cos 2 (vy + vy,) +cos 27 (v — V). (2.9)

2

The first term describes Rayleigh scattering, the second term anti-Stokes scat-
tering and the third Stokes scattering. Thus, if the derivative Oa/0q is zero, the
vibration is not Raman active.

In general, molecules can be classified into different point groups i.e. same
symmetry groups. The basic symmetry operations are identity F, rotation C),,
reflection oy, improper rotation S, and inversion i. A molecule consisting of
N atoms has 3N degrees of freedom i.e. the number of coordinates needed to
specify the positions of all N atoms. The translational motion of the molecule in
space can be described with three coordinates and additional three coordinates,
such as Euler’s angles, are needed to describe the orientation. Hence, in total
3N —6 vibrational modes are available for each molecule. If the molecule is linear
(only two orientation coordinates needed) available modes are 3N — 5. . The
vibrational modes can be classified in different symmetry groups, some vibrations
being only infrared (IR) active or Raman active. Thus general selection rules of
certain vibrations being either IR or Raman active can be derived [28].

2.3 Raman spectrum of CNTs

The carbon nanotube has 6N phonon modes (since the unit cell of CNT consists
2N carbon atoms) but only few of them are either Raman or IR active depending
on the symmetry properties of the particular tube since different tube chiralities
belong to different symmetry groups. Only symmetry at the ['-point (]Z =0)
vibrations are Raman active since only phonons associated to k close to zero
are coupled to incident light. Even though the number of phonon modes can
vary significantly depending on the chiral indices and thus tube diameter, the
Raman and IR active modes are almost constant. In fact, there are either 15 or
16 Raman active modes in which only 6 or 7 are intense depending on the tube
chirality. [9]

Raman spectra of individual CNTs are based on resonance Raman condition.
Resonance Raman (RR) happens when the excitation energy of the laser is in
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the resonance of one of the electronic excitations. In that case one could obtain
huge enhancement in Raman cross-section (probability to Raman scattering) (in
order to ~ 10%). RR is hence very useful to study small objects such as carbon
nanotubes. A Raman spectrum of SWNT is shown in figure 2.1. Three major
peaks can usually be seen from the spectra: radial breathing mode (RBM), D-
band and G-band. The fourth peak which has getting more attention in recent
years is called the G’-band.

Figure 2.1: Raman spectrum of nanotube showing RBM, D-band, GG-band and
G’-band. Asterisks are from the Si/SiOs substrate. Adapted with permission
from reference [29].

2.3.1 Radial breathing mode

The radial breathing mode (RBM) originates from the A;, phonon mode where
the carbon atoms move radially and the diameter of tube varies as seen in figure
2.2. Tt occurs usually in the frequency region of 100—400 cm ™! and the frequency
of the mode is inversely proportional to the tube’s diameter:

WrBM = — + B, (2.10)
dy

where the values of constants a and B vary significantly in different studies
and the measurements have given values such as o = 248 cm~!'nm and B = 0
[30] and a = 217.8 em™!, B = 115.7 ecm™! [31] for substrate supported tubes.
Suspended tubes have been studied to minimize the effects with the substrate
and electron diffraction has been used to directly determine the chiral indices of
the tubes. Such studies have proposed values like o = 204cm™!, B = 27cm™~!
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Figure 2.2: Radial breathing mode of carbon nanotube.

[32], @ = 228ecm™!, B = 0 [33]. The difference has been explained by the
quality of the tubes. For example amorphous carbon at the tube surface might
affect the relation [34]. Studies of other groups [34, 35] seem to confirm also
that the constant o = 228cm™! (B = 0) is correct to pristine tubes without
environmental effects.

Chiral-index assignment

Since each tube has defined chiral indices and hence electronic properties related
to the tube’s diameter, they can be plotted in a so called Kataura plot (see figure
2.3), which plots the excitation energies of the tube as a function of tube’s
diameter. The plot is obtained e.g. by calculating the band structure of the
tubes [36]. If determining the transition energies from resonance peak profiles
[37] the transition energies of the tubes can be plotted as a function of measured
RBM frequency which is called the experimental Kataura plot. (see figure 2.3).
When the (Ej;, wrpar) pairs are determined, the index assignment can be done.

For example Maultzsch et al. [37] studied large amounts of tubes and estab-
lished a table on optical transition energies and RBM frequencies. They com-
pared characteristic patterns of the experimental and theoretical data but no
quantitative agreement between theoretical and experimental data was needed.
Furthermore, no calculated transition energies or RBM frequencies are needed.
As seen from figure 2.3 the transition energies as a function of diameter fol-
low roughly 1/d dependence. Different chiralities deviate from this dependence
resulting in V-shaped branches to it. The tubes with largest chiral angle (arm-
chair) are closest to the line and the small chiral angle tubes (zigzag) the out-
ermost. Let the (ny,ns) tube be the outermost tube of the branch. Then the
neighboring tubes in the branch are

(nh,m5) = (n1 — 1,m2 + 2), (2.11)

(nf > nf.) The assignment is done by using these branches and comparing the
experimental and theoretical plots. The plots are matched with each other by
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Figure 2.3: Kataura plot where second optical transitions of semiconducting
nanotubes Fj, (lower band) and first optical transitions of metallic nanotubes
EM (upper band) are shown. Large coloured dots are obtained from experimen-
tal data and small gray circles from theoretical calculations. The solid lines give
the approximate 1/d dependence of the transition energies. The dashed lines
indicate the V-shaped branches, where the chirality of the tube is related to its
left neighbour (n,m) by (n’,m’') = (n—1,m+2). The assignment in the experi-
mental data is given for the first tube of each branch. The semiconducting tubes
are divided into two families with v = (n —m)mod 3= —1 (full circles) and with
v = +1 (open circles). Such plots can be made for higher optical transitions
also. Adapted with permission from reference [37].
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shifting and stretching one plot in respect to the other. This is analogous with
tuning the coefficients o and B in equation (2.10). One key point is that the
number of tubes within a branch is unambiguously determined by the construc-
tion of a nanotube from a graphene sheet which will exclude many possibilities.
Further discussion on the accuracy of the method is given in reference [37].

The index assignment can be done also by comparing the excitation energy
with the optical transition E;; [31, 38]

B, cos (36) P c
———~=a- |1+ blog— 2.12
where 6 is the chiral angle, a = 1.049 eV -nm, b = 0.456 and ¢ = 0.812 nm ™! and
p=1,2,3,4,5 for EY, E3,, B, E3,, EY,, respectively. It was also found that a
correction term AE = ~/d with v = (0.305 £ 0.004 eV) is needed for higher
transitions to reproduce the experimental data [31].

E;; (pa d)

2.3.2 D-band

The D-band is observed in the 1300 — 1400c¢m™! range and it is common to
all sp?-hybridized disordered carbon materials. It comes from second-order Ra-
man process where also the phonons which are inside the Brillouin zone become
active, not only the phonons that are close to the I'-point. The phonons that
are close to K-points of the graphene Brillouin zone become active in nan-
otubes because of the defects (impurities or missing atoms), finite-size effects
and molecules linked to the tube’s sidewalls [39].

The behavior of the band is due to a double-resonance process. First an
electron-hole pair is created when the incident photon is absorbed. The electron
is then scattered by a phonon (or a defect) with wave vector ¢ and scattered
back by a defect (or a phonon) with wave vector —¢, recombining with the hole
and emitting a scattered photon. [40]

2.3.3 G-band

The G-band mode occurs in the frequency range of 1500—1605¢m=!. It is derived
from the double degenerate Raman-allowed optical E5; mode of the graphene
[-point. It is an intrinsic feature of nanotubes and it is related to vibrations
that all sp?-carbon materials have [29]. The double degenerate G-band peak of
graphene is split into two peaks G and G~. The modes are polarized along
the tube axis (LO) and along the tube circumference (TO) as shown in figure
2.4. The shape and position for the peaks depend strongly on the electronic
properties of the tube. Actually the Raman G-band consist of more peaks than
just the two main peaks (Gt & G7) especially in defective SWNTs due to
double-resonance Raman process [41].

The most striking feature of the G-band is the well-defined difference in the
line shapes of G™-peaks between metallic and semiconducting tubes as seen in
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Figure 2.4: Tangential LO and TO phonon modes of SWNT. Adapted with
permission from reference [42].

figure 2.5. Therefore, that feature is usually used to determine whether the
tube is metallic or semiconducting. In the semiconducting tubes both peaks
have a sharp Lorentzian line shape. But in the metallic tubes, the phonon line
width of the LO phonon (G~ -peak) is increased due to the electron-phonon
coupling (EPC) caused by the Kohn anomalies (KA) [43]. Such anomalies are
only present in the metallic tubes which have finite electronic density of states at
the Fermi surface. The non-zero EPC is responsible for the broad, asymmetric
Breit-Wigner-Fano (BWF) line shape which is given by [36]

(1+ (w—wpwr)/ql)?
0 (1 + (w — wBWF)/F)2 ’

where Iy, wpwr, I' and ¢ are the maximum intensity, renormalized frequency,
broadening parameter and the line shape parameter, respectively. Because the
EPC affects only LO phonon of the metallic tube and increases the line width
of the LO phonon, the TO phonon (G*) remains showing a sharp Lorentzian
line shape. Therefore the line shape of the lower frequency component between
metallic and semiconducting tube is very different and it can be used to deter-
mine between the metallic and semiconducting character of the tube.

The splitting between the LO and TO modes in the semiconducting tubes
can be explained in terms of curvature (see e.g. references [42, 43]. In the
metallic tubes there has been a strong debate on the subject and different the-
ories have been proposed [44-48]. In these theories the different behavior of the
G~ -band in semiconducting and metallic nanotubes is explained due to phonon-
plasmon coupling in metallic nanotubes. All these theories are qualitative and
fail to predict in a precise, quantitative way the observed features in Raman
G-band. However, widely accepted results indicate that the splitting in metallic
nanotubes is strongly induced by electron-phonon coupling and Kohn anomalies.

I(w) = (2.13)
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The Kohn anomaly softens only the LO mode which leads the lower frequency
G~ peak to originate from the LO phonon. This is quite opposite compared to
the semiconducting tube. The KA is furthermore responsible for the reduction
of the LO phonon lifetime, which then increases the phonon line width [43].

Figure 2.5: Raman G-band of semiconducting and metallic nanotubes. For
semiconducting tubes there are two sharp Lorentzian peaks as for metallic the
G~ peak is broad, asymmetric Breit-Wigner-Fano type of lineshape. Adapted
with permission from reference [42].
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2.4 Fabrication of CNT devices

This section begins with an overview of past of electrical transport measure-
ments and the evolution of sample fabrication (subsection 2.4.1). Then subsec-
tion 2.4.2 describes the details of our fabrication processes for standard substrate
supported SWNT-FET (singlewalled carbon nanotube field-effect transistor) de-
vices.

The fabrication of CNT devices for electrical measurements consists of dif-
ferent processing steps. The most standard way includes the deposition of the
nanotubes onto a substrate and then connecting them electrically to the mea-
surement setup. There are many types of sample geometries depending on con-
tacts, the environment of the channel or the gate configuration as illustrated in
figure 2.6. Common CNT deposition methods include dispersing tubes into solu-

Figure 2.6: Typical concepts of CNT devices. (a) Bottom contacts with Si back
gate i.e. the contact electrodes are fabricated before CNT deposition. (b) Top
contacts with Si back gate i.e. contacts are made after CNT deposition. (c)
Top-gated device with top contacts. Top gate is fabricated directly on top of
a CNT channel with small dielectric in between. (d) Top contacted suspended
device. The tube is hanging freely across a trench. (e) Suspended device across
a through-wafer slit that allows TEM studies on the tube.

tion and spin them onto substrate or grow the tubes via CVD-method (chemical
vapor deposition) directly onto substrate. More specialized methods include e.g.
transferring the tubes or trapping the tubes between the electrodes using DEP
(dielectrophoresis).
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2.4.1 Advances in CNT device fabrication

Exploratory techniques

The beginning of experimental research on transport in single CNT’s in the
1990’s faced problems for which there were no precedents. Therefore there has
been numerous exploratory techniques tried out that will be described in this
section. This history is relevant for this work which also has been aiming for
new untried measurement techniques.

STM lithography: The first electrical measurements of nanotube samples
were made on bundles of multiwalled nanotubes by Langer et al. [49] published
in 1994 and soon after first measurements on individual multiwalled samples were
performed [50]. In these measurements the nanotube made with arc-discharge
method were dispersed on top of a silicon oxide chip with prefabricated gold
pads on it. After that a second layer of gold is evaporated followed by deposition
of negative e-beam resist (w-tricosenoic acid) by using Langmuir-Blodgett (LB)
technique. Scanning tunneling microscope (STM) is used first to locate the tubes
and then to expose the resist. After development of the resist the unprotected
areas of gold are removed by argon milling [51]. The schematic of the sample
processing is presented in figure 2.7.

Prefabricated pads: Almost at the same time Dai et. al. [53] and Ebbesen et
al. [54] published their results on electrical transport measurements of individual
MWNTs. Dai et. al. dispersed nanotubes on top of prefabricated gold pads and
chose only those tubes in which the other end of the tube was on top of the gold
pad and the other end directly onto the substrate. The other contact was done
by bringing conducting AFM tip directly in contact with the tube. Ebbesen
et al. used also prepatterned gold pads. The dispersed nanotubes were now
connected to the pads by using focused ion beam deposition of tungsten (W).
It was later assessed that the ion beam very seriously damaged the nanotubes.
This method has not been used later despite the increased availability of ion
beam instruments.

Dipping of tubes: In 1998 Frank et al. [55] studied MWNTSs by dipping
CNT fibers into the liquid metal mercury (Hg). The MWNTs were embedded
into the fiber so that single rather long multiwalled tube was usually pointing
out and by lowering it into mercury, so that only the single MWNT was inside
the Hg, the transport measurements were possible to carry through.

Dielectrophoresis: Dielectrophoresis was first used to align carbon nanotubes
[56] and soon also to place them between electrodes [57]. In this method an AC-
electric field is generated between two electrodes which induce force affecting the
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Figure 2.7: a) CNT bundles are deposited on a Si/SiO5 chip with prefabricated
gold pads on it. (b) 15 nm thick gold film is evaporated followed by deposition
of Langmuir-Blodgett layers of negative e-beam resist (w-tricosenoic acid). A
STM is then used to locate the position of a nanotube or nanotube bundle
between the predefined gold pad at tunneling voltages below 5 V and then bias
voltage was increased in order to locally expose and to polymerize the LB resist
layers from both ends of the nanotube towards the contact pads. (¢) The LB-
film acts as a negative resist and the unexposed parts of the resist layer can be
removed by development in ethanol. Finally, the gold areas that were no longer
protected by the LB-film could be removed by argon ion milling. The result of
this process is an electrically connected nanotube or nanotube bundle. Adapted
with permission from reference [52].

tubes. The first electrical measurements on DEP-trapped SWNT bundles were
made by Krupke et. al. in 2003 [58] and later also FETs have been fabricated
by trapping CNTs between electrodes [59].

Standard methods

The first transport measurements of singlewalled devices were published by Tans
et al. in 1997 using a quite simple approach to fabricate bottom contacts (see
fig. 2.6 (a)) [60]. They fabricated platinum (Pt) electrodes on top of a Si/SiOs
substrate and deposited nanotubes produced by laser ablation method on top of
the substrate. The suitable tubes, that were connecting two Pt electrodes, were
then located using AFM. The measurement setup included also a third terminal
aka gate which could be realized from the Si substrate which was separated
from the tube with the help of a SiO, dielectric. Essentially these tubes were
metallic in nature that showed semiconducting behavior at low temperatures.
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After this more attention turned into singlewalled tubes since they represent
better model system for 1 D conductor. In 1999 the same group demonstrated
a room temperature transistor [61] using exactly the same fabrication method
than before.

The most widely used method nowadays to fabricate CNT-FET devices,
however, is to use e-beam lithography so that some marker and outer electrode
structure is fabricated first on top of the substrate, then the nanotubes are
deposited on the substrate, located with respect to the markers and finally con-
nected to the outer electrodes with a second lithography step (top contact, see
fig. 2.6 (b)). This method was first used by Bockrath et al. in 1997 [62] for
ropes and after that for individual tubes as well [63].

When an increasing number of transport studies of SWNTs were available,
it became clear that the contact between the semiconducting nanotube and the
metal electrode plays a major role in transport characteristics [64-66] and oper-
ation of Schottky barrier transistor was introduced comprehensively [18]. Soon
ballistic transport was realized also in semiconducting tubes by using proper con-
tact metal (Pd) that matches the valence band of the average sized singlewalled
nanotube [16] (p-type contacts). Many metals with different work functions
have been tested ever since to make either p-type or n-type devices [16, 18, 67].
The work function, however, is not the only thing that is affecting at the inter-
face because some additional tunnel barriers will form depending on the wetting
properties of the metal [19].

Importance of gate structure

The effectiveness of gate plays a major role in CNT transistor transport char-
acteristics. Many several gate configurations have been developed and next I
will discuss most of them. The most universal configuration is the back gate
configuration, where a thin dielectric layer (usually 300-500 nm thick SiO,) is
separating the tube from the Si chip. And then Si chip is used as a global gate.
The gate capacitance of such device can be estimated as a wire on top of a plate
which has capacitance per unit length of

Cy/L = 2mepe,/In (4h/d), (2.14)

where €, is the relative permittivity, or dielectric constant, h the thickness of the
gate dielectric and d the diameter of the tube. There are then two obvious ways
to improve the capacitance and hence the effectiveness of the transistor: choosing
material with high dielectric constant or minimizing the distance between the
tube and gate [19].

Local gate structures: Bachtold et al. [65] constructed a local gate just
by evaporating Al lines on top of the substrate and using the proportioned
native aluminum oxide Al,O3 (few nanometers thick) as a gate dielectric. The
nanotubes were then deposited on top of the substrate and contacted.
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Figure 2.8: Sideview of a SWNT-FET with ALD-ZrO, as the gate dielectrics
(source S, and drain, D electrodes). The nominal thickness of ZrO, used is 8 nm.
The thickness of thermally grown SiOs on the Si substrate is 500 nm. Adapted
with permission from reference [68].

Top-gating CNT's is a different approach to make the device more efficient.
Here the tubes are more embedded by the gate compared to back gate structures
which increases the performance of the gate. The fabrication starts by simply
doing normal CNT-FET. A thin film of dielectric material is then deposited on
top of the device and finally a local top gate is fabricated on top of that like in
figure 2.8. Dielectric materials like SiOq [69] or high-x materials such ZrO, [68]
and HfO, [70] have been succesfully used.

Split gates have been used to study quantum dot behavior and p—n junctions
in CNTs. One possibility to fabricate such structure is to pattern split gates
on top of the Si/SiOy surface and then growing another layer of SiO, to the
gate dielectric like Lee et al. [71]. After that the device fabrication is trivial.
Schematic of split gate structure is shown in figure 2.9. Such split gates are
combined later on also in suspended devices like in reference [72].

Wrap-around gate structure: The most effective gate behavior should form
if the gate is wrapped around the nanotube. This has been also realized in
2008 by Chen et al. [73]. They used atomic layer deposition (ALD) process
to deposit dielectric (Al;O3) and gate electrode (tungsten nitride, WN) around
suspended CNT. The tubes are then dispersed into a solution and deposited
onto the substrate. Since the wrap-around gate is now everywhere the gate is
etched away from the ends so that contacts can be done normally.

2.4.2 Fabrication steps of samples used in this work

Substrate supported CN'T devices were fabricated with standard e-beam lithog-
raphy steps on top of a Si/SiOs wafer forming top contacts to the tube as
presented in figure 2.6 (b). Highly boron-doped single crystal silicon wafer was
used as the starting material. The wafer was oxidized in a high temperature
oven (7' = 1100°C') in oxygen flow for 5 h in order to have thin, around 300 nm
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Figure 2.9: Schematic cross section of SWNT p — n junction diode. The split
gates VG1 and 2 are used to electrostatically dope a SWNT. For example, a
p — n junction with respect to the S contact can be formed by biasing VG1 < 0
and VG2 > 0. Adapted with permission from reference [71].

thick SiO, layer on top of the Si. After the oxidation the wafers were precut
from the back side with silicon saw to 5 mm x 5 mm pieces so that each bigger
piece contained a 5x5 matrix of these precut pieces.

Commercial Microchem positive e-beam resists were used as masks for e-
beam patterning. Two layers of different resists were used to form the undercut.
The first layer was either PMMA A3 (poly(methylmethacrylate)) dissolved in
anisole having a molecular weight (MW) of 495 u or copolymer called polymethyl
methacrylate-co-methacrylic acid dissolved in ethyl lactate (PMMA-MAA EL3).
The second layer was PMMA A 2 % with a molecular weight of 950 u. The resists
were spin coated on the substrate with 3000-4000 rpm for first layer and 4000-
6000 rpm for second layer. After each spinning the sample was baked on a hot
plate (160 °C') between 2 and 3 minutes to evaporate solvent and solidify the
resist.

The lithography procedure contained two different patterning steps. In the
first step the 6x6 marker grid matrix and 28 electrodes around it were patterned
for the location of the nanotubes as presented in figure 2.10. The tubes were
deposited then on top of the surface and located with an AFM. Finally a sec-
ond exposure was done to contact the nanotubes to the outer electrodes. The
patterning was performed using Raith e-line electron beam writer and Elphy
Quantum 4.0 lithography software always with 20 kV acceleration voltage and
500 pm writefield. In the first lithography step two different aperture sizes, and
hence beam currents, were used: the outer (and bigger) components were done
using a 120 pm aperture within a 2500 pm working area as the inner and smaller
components were patterned with 30 pm aperture and 500 pm working area. The
exposed pattern was then developed in 1:3 of MIBK (methylisobutylketone):IPA
(isopropanol) for 40-50 s when using only PMMA. Copolymer, if used, was then
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Figure 2.10: Structure design of the first patterning where marker crosses for the
second patterning, bonding pads and electrodes to the marker grid are seen. Red
inset: Marker grid for locating the nanotubes. Green inset: individual markers.

developed in 2:1 of methanol:methoxyethanol for ~5 seconds.

An additional cleaning step in RIE was performed after development to get
the residual resists away from the patterned areas. Oxford Instruments Plas-
malab80Plus RIE (reactive ion etcher) was used for 30 s in 50 sccm oxygen flow
and 40 mTorr pressure, 30 °C temperature and 60 W power. The evaporated
metal was chosen to be palladium (Pd) because it makes good ohmic contacts
to the CNT as described earlier. An additional sticking layer of Ti (~5 nm)
was used in the first exposure step to improve the adhesion before evaporating
the ~25 nm Pd layer. The evaporation was done either in Balzers BAE 250T
HV (high vacuum) electron beam evaporator or by using a UHV (Cryo-torr 8,
Telemark TT 10) evaporator with improved vacuum and hence film quality.

The nanotubes were deposited after the first exposure step. Both SWNT
and MWNT material was used depending on the application. SWNTs were
commercial Nanocyl 1100-series single-walled carbon nanotubes, which have av-
erage diameter of 2 nm. These tubes are produced via a catalytic carbon vapor
deposition (CCVD) process [74]. The MWNT material was obtained from a
collaborating group produced with arc-discharge method [75] or from Sigma-
Aldrich produced with same kind of process. The CNT powder was dissolved
in 1,2-dichloroethane and sonicated using either bath sonicator or more effec-
tive finger sonicator before deposition onto the substrate. The concentration
of the tubes varied with the suspension so each deposition was made with sev-
eral droplets of the tube suspension spun onto substrate. Really long SWNT's
(~tens of micrometers) were also used. These tubes were grown directly on the
substrate with a substrate CVD method [76] at Helsinki University of Technol-

26



ogy (nowadays Aalto university) in professor Esko Kauppinen’s NanoMaterials
group. Later, also our own CVD setup was established on-site for tube synthesis
as described later.

The 6x6 alignment mark matrix was mapped with an AFM (Veeco Dimension
3100 series) using tapping mode. The 10 pm x 10 pm images were captured so
that 4 alignment marks were always seen and suitable tubes were chosen to be
connected. The second exposure step was done with the same parameters as
the first one. After development the Pd layer was directly evaporated to a form
good contact with the tube.

2.5 Experimental methods

2.5.1 Conductivity measurements

The sample was first attached into 28 channel chip carrier by using varnish
and measurements wires were attached to it by using a wire bonder. All low
temperature measurements were carried out in a home-built dipstick in vacuum
inside a shielded room. The dipstick has a silicon diode temperature sensor from
Lakeshore and the lowest achievable temperature is the liquid helium boiling
point (4.2 K). We used two terminal measurements where the same leads are used
to feed the voltage and measure the current. Usually four-probe measurements
in CN'T devices coincide with 2-probe measurements because the metal contacts
separate the nanotube into segments disturbing the electron flow in the tube
[77].

The voltages were supplied from programmable DC voltage sources (Yoko-
gawa 7651), one for source-drain voltage and one for gate voltage controlled by
GPIB (general purpose interface bus)) card. The input and output signals were
measured with a 18 bit data aquisition (DAQ) device (National Instruments PXI
6281 M) and controlled via LabView software. The measurements are done by
applying the source-drain voltage through the tube and measured signal is fed
through a low noise current preamplifier (DL instruments 1211) before readout.
Maximum range for gate voltage was from -30 V to 30 V.

2.5.2 Raman spectroscopy

The Raman measurements were done with a homemade Raman spectrometer
in a back-scattering geometry. The chip carrier was mounted to the socket
which was placed onto XYZ-stage in a vertical position. The stage consists of
a manual stage (Newport ULTRAling 462-XYZ-M) for coarse positioning and
a XYZ-piezoscanner (Attocube ANPxyz101) for fine positioning. The spectral
resolution for this setup was measured to be 3-4 cm™! with 600 g/mm grating.

Two different laser sources were used: Alphalas Monolas-532-100-SM with
532 nm excitation wavelength and Melles Griot 25-LHP-991-230 with 632.8 nm
excitation wavelength. The excitation light was focused to a sample with a
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Figure 2.11: Raman measurement setup.

microscope objective (Olympos 100x, 0.70 N.A.) and the backscattered light
was collected with the same objective. Also a beam splitter, an extra lens
and a 10x microscope ocular was used to construct an optical microscope with
1000x magnification for positioning the laser spot in the desired area of the
sample. The Rayleigh scattering was filtered away with a Semrock edge filter
that allows to record the Raman spectrum down to 70 cm™!. The scattered
light was dispersed in a 0.5 m imaging spectrograph (Acton SpectraPro 2555i)
using 600 g/mm grating and finally detected with an EMCCD camera (Andor
Newton EM DU971IN-BV) using a 60 pm slit width. A schematic drawing of the
measurement setup is seen in figure 2.11. In typical measurement the signal was
accumulated from 200 measurements with 2 s data collecting time to improve
the signal-to-noise ratio.

2.6 Results

The samples were fabricated on top of the Si/SiOy substrate as described in
section 2.4. The devices were then characterized first by probing transport mea-
surements from room temperature down to 4.2 K and after that performing
Raman measurements in ambient conditions. In total 4 devices were measured:
two were characterized as metallic SWNTs, one as a semiconducting SWNT
and one as a semiconducting bundle or doublewalled (DWNT) tube. The data
collected from Raman and AFM measurements is presented in table 2.1. Fur-
thermore, one tens of micrometer long CVD-grown tube was studied to see
structural uniformity of the tube.
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Table 2.1: Data collected from Raman measurements and AFM measurements
on four different devices.

(n,m)  wrBm drBM drBM  darm L wp wa

(cm™) (@m)® (m)® (nm) (nm) (em™') (em™?)

M1 (13,1) or 218.3 1.08 1.07 0.8 360 1322.0 1554.1/
(13.2) 1589.2

M2 (13,4) 193.9 1.22 1.22 1.0 750 1321.6 1537.9/
1587.7

S1 a 103.5 2.48 2.67 2.7 880 1345.5 1559.8/
1587.3

S2 & 1331/ 185/ 192/ 1.8/ 850 13411 1578.9/
97.0 2.68 2.91 2.6 1592.2

(532 nm)

1579.1/

1597.7

(633 nm)

& geveral possibilities

2.6.1 Metallic devices

Raman spectrum of the devices was recorded using 632.8 nm (1.96 eV) excitation
and no spectrum was obtained using 532.0 nm (2.33 eV) excitation. Both tubes
show a clear spectrum with sharp RBM peak and G-band structure indicating
them as metallic nanotubes (see figure 2.12 (a) and 2.12 (c)). The diameter of
the tubes were calculated using equation (2.10) with coefficients o = 217.8 cm™*
and B = 15.7 cm™! obtained from reference [31] which are showed to work
especially well for small-diameter tubes. When modifying the equation as a
function of wrpy we can determine the diameters. Also different coefficients
(a =217.8 em™! and B = 15.7 em™!) were used which were reported to work
very well for suspended tubes [32]. The diameters were furthermore measured
with the atomic force microscope (AFM) to cross check the values. The different
coefficients give roughly same results for smaller tubes and the variation is more
pronounced in thicker tubes as seen from table 2.1. Thus the diameter results
for metallic tubes are in practice the same. The chiral index assignment was
done by following the method discussed in section 2.3.1 i.e. comparing the
measured RBM frequencies and the excitation energy ..., to RBM frequencies
and transition energies determined by Maultzsch et al. [37]. The SWNT was
assumed to have Fj;; within a resonant window AFE = FEj., £ 0.10 eV. Such
index assignment for M1 gave two possibilities: (13,1) or (12,3). (12,3) was
concluded to be more likely, since our measured RBM frequency is closer to that
(218.3 cm™! compared to 217.4 cm™!). The same treatment was done also for
M2 (13,4) being the closest tube. It has to be mentioned, however, that such
assignment is not very accurate. The D-band is strong in both tubes indicating
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the presence of defects or contamination e.g. amorphous carbon at the tube’s
surface.

Figure 2.12: (a) Raman spectrum from sample M1. The right-hand section of
the curve is smoothed and multiplied by a factor of 25 for clarity. (b) Corre-
sponding gate curve at 10 mV source-drain bias. The color of each trace shows
the sampling temperature. No clear gate modulation is present but a clear
Coulomb blockade oscillations are visible at temperatures < 140 K. (c) Raman
spectrum from sample M2 The right-hand section is multiplied by a factor of 2
for clarity. (d) Corresponding gate curve at 10 mV source-drain bias. Note that
the gate curves are presented in linear scale. Adapted with permission from the
paper A.l. from this thesis.

Transport measurements are shown in figure 2.12 (b) and (d). Both samples
exhibit weak gate dependency throughout the whole gate range from —10 to
10 V. The resistance in room temperature for device M1 is 125 k{2 and for
M2 298 k€2 both having linear I — V' curve. Sample M1 starts to show clear
Coulomb blockade oscillations when cooling it down with a peak period centered
at 242 mV as seen in figure 2.13. Furthermore, I —V characteristics shows non-
linear behavior at low temperatures which can also be explained with Coulomb
blockade. It is well known that quantum dots form along the CNT channel
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Figure 2.13: Coulomb blockade oscillations of M1 at 75 K. Inset: Fast Fourier
transform (FFT) revealing the peak period centered at 242 mV.

due to e.g. defects or disorder caused by the underlying substrate [19]. Clear
oscillations as a function of gate voltage would imply that one dot is dominating
the characteristics. Non-linear I — V' is also present in sample M2 but no clear
oscillations are visible in the gate curve. One plausible explanation of the plateau
in M2 would be the presence of a small band gap in the tube. Based on Raman
measurements, the tube was indexed as (13,4) which is actually a small band gap
tube with a band gap value of 31 meV [78]. Transport measurements give also a
rough estimate of the size of possible band gap. This can be done by measuring
the width of the plateau as accurately as possible in the lowest conducting gate
voltage [79] as is shown in figure 2.14. The estimate of the band gap is 29 — 32
meV which is in excellent agreement with the theoretical value. Tube M1 which
is assigned as either (13,1) or (12,3) is also a small band gap tube with gap
values of 50 meV or 43 meV, respectively. However, the strong Coulomb blockade
oscillation drowns the possible signal originating from the band gap but these
oscillations can be used to estimate the gate efficiency factor. The period of gate
voltage peaks is [62] AV, = (U+AEFE)/ea, where U = ¢*/C' is the charging energy
to add one electron in the quantum dot, C' the total capacitance of the device,
e electron charge and « the gate efficiency factor [79]. The threshold voltage of
conduction is roughly [62] V., = U+AFE = 31 mV and thus we get an efficiency
factor of a = 0.129. If taking values for charging energy and level spacing used
in references [62] and [79] (U = 14 eV/L (nm) and AE = 0.5 eV/L (nm)) we
get the efficiency factor of 0.166 which is consistent with the experimental result
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Figure 2.14: dly;/dVyy vs. Viq curve at 4.2 K and at zero gate voltage for band
gap determination of tube M2. The estimate for the band gap is 29 — 32 meV.

we have obtained.

2.6.2 Semiconducting devices

Raman spectrum of device S1 was recorded using 532 nm excitation and no
signals were seen when using 632.8 nm (2.33 eV) excitation (see figure 2.15 (a)).
The index assignment was attempted by comparing the excitation energy with
the energies of E2 and Ej; transitions (see section 2.3.1). As a results several
potential candidates were obtained including (21, 19), (24, 16) and (22,17). The
features of the G-band peaks clearly point towards semiconducting tube but
anomalously the G~-peak is more intense than the GT-peak the ratio of the
peaks being 1.6. Normally the ratio of the peaks was reported by Jorio et al
[80] to lie between 0.1 and 0.3. However, similar effect was also reported in the
same study by Jorio et al. They suggested that the electronic transition energy
E? satisfies a resonance condition for the incident photon. Furthermore, the
lower energy electronic transition E(qu)(iq) satisfies the resonance condition for
the scattered photon. If either of the G-band modes is very close to the scat-
tered photon energy, that particular mode is strongly enhanced. So the E% and
Eg—l)(i—l) transitions should lie within the phonon energy of the specific tube.

They found that condition from ~ 1.6 nm thick tubes where Ef, and E3; tran-
sitions fulfill the condition (see figure 2.16). Furthermore, they discussed that
such condition should be present for the tubes having diameter close to 2.5 nm
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with the excitation energy of 2.54 eV between Ef; and E£;. Our findings can be
explained with the same kind of resonance condition. If calculating the transi-
tion energies using equation (2.12) with diameter determined by using coefficient
values for RBM-equation (2.10) like in reference [31] (leads to tube diameter of
2.48 nm), the transition energy Ejs is too high to fit the observations. Instead
calculated transitions fit well for diameters between 2.65 nm and 2.7 nm. Then
the possible chiralities would be either (21,19), (24,16) or (22,17). AFM mea-
surements give tube diameter of 2.7 nm which would fit the resonance window.
Furthermore, if using coefficients obtained from reference [32] we get the tube
diameter to be also 2.67 nm. Thus these findings favour the relation from refer-
ence [32] to work better in the thick tubes. The transport measurements seen

Figure 2.15: (a) Raman spectrum from sample S1. (b) Corresponding gate
curve at 10 mV source-drain bias. The color of each trace shows the sampling
temperature. Adapted with permission from the paper A.I. from this thesis.

in figure 2.15 (b) clearly confirms the semiconducting behavior of the tube.
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Figure 2.16: Special resonance condition. Plot of the electronic transitions Ej;
for SWNTs with diameters between 0.7 < d < 3 nm as a function of diameter,
obtained from tight-binding calculations (Ref. [9]) with 79 = 2.90 eV. Crosses
give the EZ values for semiconducting SWNTs and circles give EX values for
metallic SWNTSs. The inset shows an enlargement of the region where the crosses
correspond to the Ej; and Ef; electronic transitions for the three SWNTs with
similar diameters ~ 1.60 nm. The vertical lines indicate the incident photon
energy Ej,ser = 2.409 eV, and the scattered photon energies for the wg (Elaser —
E,, =2.211 eV) and wg (Ejgser — Epp, = 2.214 €V) scattering processes. (b) and
(c) show schematic figures for the two possible scattering processes for SWNT's
with d = 1.60£0.05 nm (vertical dashed lines in (a)), where resonance can occur
with either (b) the incident photon, or (c) the scattered photon (Ejuser — Epp ~
2.41 — 0.20 = 2.21 eV). Adapted with permission from reference [80].
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Figure 2.17: (a) Raman spectrum from sample S2 measured by using 532 nm
excitation. (b)Raman spectrum of the same sample using 632.8 nm excitation.
(c) Raman spectrum of the RBM region observed using 632.8 nm excitation.
Green and red lines show Lorentzian fits to the data. (d) Corresponding gate
curve at 10 mV source-drain bias. The color of each trace shows the sampling
temperature. Adapted with permission from the paper A.I. from this thesis.

The Raman spectrum of device S2 shown in figure 2.17 (a) is measured
using 532nm excitation. The G-band points towards semiconducting tube and
the D-band is relatively weak. The semiconductivity is furthermore confirmed
with the transport measurements as shown in figure 2.17(d). The RBM peak
lies at 133.1 ecm™! which gives diameter of 1.9 nm. This is, however in clear
disagreement with the AFM data that indicates the diameter to be around
2.6 nm. Raman spectrum was observed also with the 632.8 nm excitation as
shown in figure 2.17 (b). Interestingly, the G-band features are totally different
while the RBM remains the same within the calibration accuracy. With the
632.8 nm excitation, also another very weak RBM peak is observed at 97.0 cm™!
(see figure 2.17 (c)). This would then lead to a diameter of > 2.6 nm the exact
value depending on the coefficients of equation (2.10). This is also consistent
with the AFM value. Furthermore, if studying the AFM data closer, a shoulder
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is observed in the cross-section data of the tube at the height of ~ 1.8 nm
which then would fit well with the observations of Raman data. Thus, the
device is most likely a bundle of two tubes or then a double-walled tube. The
G-band shows similar anomalous intensity ratio than S1 in 632.8 nm excitation
which is furthermore absent in 532 nm excitation. This can be explained as a
superposition of the smaller and larger tubes. It is impossible to simultaneously
satisfy that the smaller tube is in resonance with both excitation wavelengths
and that it has similar resonance condition than S1. For the larger tube such
condition can be expected. The tube diameter obtained using coefficients form
reference Meyer et al [32] gives a diameter of 2.91 nm which indeed would satisfy
the resonance condition giving candidates such as (21, 19), (24, 16) and (22,17).
The RBM of the smaller tube is observed also with both excitations so the tube
has the resonant transitions for both excitation energies. From the Kataura plot
it is obvious that the transitions in question have to be F33 and F44 and equation
(2.12) gives several possibilities for indices such as (16, 11) and (14, 13).

2.6.3 Structural uniformity of long SWNT

Figure 2.18: (a) Raman spectrum of a long CNT device. G-band indicating
semiconducting tube and D-band is rather weak. Inset: Raman spectra taken
at various positions along the tube axis indicating structural homogeneity within
the tube. The separation of the positions is roughly 1 pm. The different plots
are shifted upwards for clarity. (b) Source-drain current /44 as a function of gate
voltage V, measured with 10 mV bias voltage at three different temperature
indicating semiconducting behavior. Adapted with permission from the paper
A_II. from this thesis.

One really long CN'T device having a channel length of ~ 20 pm was studied
to check structural uniformity of such device. The sample processing is similar
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to the shorter devices but the tubes were grown directly onto the substrate at
Aalto University. The details of the growth are described in references [76, 81].
Raman spectrum of the device is given in figure 2.18 (a). The features of G-
band clearly point towards semiconducting tube. Unfortunately RBM frequency
is not visible but the AFM measurements give a diameter of ~ 2.8 nm. The
diameter seems to be the same at different locations along the tube. The D-
band intensity is quite weak and broad and thus the tube seems to have low
defect density. Furthermore, our laser spot size is ~ 500 nm so it is possible to
perform Raman measurements in different locations along the tube. This is seen
at the inset of figure 2.18 (a). The G peak stays put as the G~ peak seems to
shift a little bit. Nevertheless, these two findings indicate a high quality of the
tube without noticeable structural changes along the tube axis. The transport
measurements furthermore confirm the tube to be semiconducting.
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Chapter 3

Suspended CNT structures

The motivation to fabricate suspended samples was to combine transport mea-
surements and optical spectroscopy with chirality indexed SWNTSs i.e. knowing
the electric structure of the tube. Here suspended means that the path for elec-
trons is fully free i.e. the tubes are suspended over a slit. This will need more
sophisticated sample geometry and sample processing and fabrication of such
samples is described in this chapter. Before that a brief literature overview is
given from the field of suspended CNTs.

3.1 Overview of the suspended CNT structures

Experimental studies of the elastic properties of CNT's required freely suspended
structures. 1D conductors are also very sensitive to the surrounding environment
where phonon relaxation and thermal conduction are major issues. Therefore
suspended tubes show ideal transport properties like single quantum dot behav-
ior [82]. The first study of suspended CNTs was published in 1999 by Salvetat
et. al. dealing with elastic properties of CNTs. They dispersed SWNT bundles
on top of a porous, polished alumina ultrafiltration membrane [83]. Almost at
the same time Walters et. al. had a different approach to fabricate the suspended
samples [84] which is presented in figure 3.1. They first deposited CNT bundles
on top of a Si/SiOs chip, sealed the bundle by evaporating contacts and then
etched the SiO, in aqueous HF (hydrogen fluoride) solution using contacts as
an etching mask in order to get a section of tube that is freely hanging. An
additional KOH etching can be done to get the trenches even deeper. Basically
the same method has been used by other groups as well like in refs. [85, 86].
Tubes have to survive in this kind of process quite a hard chemical treat-
ment that can affect the tubes [87], and therefore this kind of sample processing
isn’t necessary optimal especially for high quality transport measurements. So
another processing branch was developed by Tombler et al. when they studied
electromechanical properties of CNTs [88] by first opening the trench to SiOy
and patterning a catalyst area next to the trench. Then the CNTs are grown
via CVD method over the trench and finally metal electrodes are connected to
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Figure 3.1: Fabrication method of suspended CNT sample for elasticity mea-
surements by Walters et. al. Adapted with permission from reference [84].

the tube by using electron beam lithography (EBL). In this experiment, the
electrodes are located around 2 pm away from the edges of the trench. This
method presented by Tombler et. al. is developed further to introduce local
gate electrode to the bottom of the trench [89] (see figure 3.2). The fabrication
process varies a little bit compared to previous trench structures because here
an extra SigNy layer is used as a mask on top of the SiO, layer. After making
the opening to Si3sNy by using RIE the trench with undercut profile is etched
in HF and prefabricated electrodes as well as the local back gate are patterned
into the substrate. Finally tubes are grown from the catalyst islands deposited
on top of the source and drain electrodes. The key factor here is not to etch the
whole SiO, layer away so that the local gate is not connected to Si back gate.
This technique is probably the one that has been used most widely, since the
quality of the contact is relatively good and especially the tubes can be grown

Figure 3.2: a) A schematic representation of the device structure; b) SEM images
of a device consisting of a single suspended SWNT and two gates (local gate
Ve and global back gate V). Adapted with permission from reference [89].
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with really high quality without any further processing steps. The limiting fac-
tor is though that only certain electrode metals can withstand the high growth
temperatures. First experiments were done with Mo electrodes [90] but the most
standard material is to have W /Pt layers since Pt makes better contacts to the
tube [89].

One interesting technique to overcome the problems discussed earlier is to
directly transfer the nanotube on top of the target substrate i.e. direct printing
[91]. Sangwan et al. grew SWNTs on a separate chip that was then pressed
against a target chip with controllable pressure. The nanotubes stayed on top
of the prefabricated gold electrodes and some tubes crossed the spacing between
the two electrodes forming the suspended CNT device [87]. This kind of method
is nowadays widely used with the CNT thin film transistors (TFTs) [92].

Another slightly sophisticated way is to grow the tube(s) in desired locations
like in reference [93]. They patterned pillars to the quartz substrate and then
grew the tubes between the pillars. By using markers they could press the pillars
against the target chip so that the tube was transferred on top of the electrodes
(see fig. 3.3). With the same method even more complex devices including split
gates have been fabricated [94].

Figure 3.3: Schematic of direct transfer procedure. A suspended SWNT grown
on a quartz substrate is mounted upside-down on a blank mask, and a device
substrate with prefabricated electrodes is placed on the stage of the contact
aligner (left panel). The quartz substrate is aligned to the device substrate and
subsequently brought into contact by lifting the stage (middle panel). SWNTs
are cut off at the contact points and span across the electrodes (right panel).
Adapted with permission from reference [93].

Jiao et al. encapsulated nanotubes into a PMMA layer [95]. The tubes were
grown normally into a Si/SiO, substrate and suitable tubes were chosen. Then
the tubes were encapsulated into PMMA mediator and transferred inside the
mediator on top of the desired location in the target chip. After dissolving the
PMMA, the tubes stayed at the proper position. This method is suitable for
normal as well as suspended structures but on the other hand resist can foul the
surface of the tube.
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3.1.1 Sample structures for combining TEM measure-
ments

One ambitious goal is to perform measurements on chirality indexed nanotubes.
The most reliable way to check the indices is to perform electron diffraction (ED)
measurements in a transmission electron microscope (TEM). Unfortunately ED
measurements need fully clear optical path which causes many problems into
sample fabrication. First attempts to combine transport measurements with
TEM was done by Kasumov et al. in 1999 [96]. There they fabricated a SizNy
membrane and opened a slit by using a focused ion beam (FIB). The membrane
was coated after that with a metal layer followed by opening of a slit and CNT's
were deposited on top of that. In 2002 Kociak et al. performed transport
measurements in situ in a TEM chamber to obtain the chiral indices of the
tubes [97]. Both of these measurements were lacking the gate and therefore the
transport measurements were quite limited. However, Meyer et al. in 2004 [98]
were combining successfully transport measurements including gate and TEM
measurements. The trick was to normally fabricate the CNT device, do the
transport measurements and after that cleave the chip in the vicinity of the
transistor device. The fully transparent path for electrons is done by simply
etching the chip in KOH. The schematic of the sample is presented in figure 3.4.

Figure 3.4: Principle of creating the free-standing structures. The substrate is
cleaved close to the metallic contacts on a carbon nanotube (a). The substrate is
etched in such a way that the structure is undercut from the side, removing the
shaded volume in (b). This leaves the structure with the nanotube free-standing
(c) so that the substrate is not in the line of sight of the TEM [(d), top view].
Adapted with permission from reference [98].

Later the same group performed also ED measurements on these type of
samples [32] together with Raman measurements. Other groups have also man-
aged to combine optical spectroscopy and ED measurements like Sfeir et al. [99]
and Liu et al. [33, 100]. Sfeir et. al. fabricated relatively wide (20-120 pm) slits
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through the substrate by using photolithography. The tubes were then grown
across the slits giving the possibility to combine ED and optical spectroscopy
(Rayleigh spectroscopy, in this case). Liu et al. used basically the same kind of
process to fabricate the slits. After the tube growth they fabricated electrodes
around 10 pm side from the slit so that they could do transport measurements
on a different section of the tube compared to ED measurements [100].

The Hone group managed to combine TEM characterization with a novel
transfer technique [101, 102]. They fabricated wide slits on Si/Si3N4 chip by
first etching a normal membrane window and breaking it by ultrasonication.
After that the tubes were grown across the slit. Now it is possible to do ED
measurements to the tubes before transferring them onto the target chip. The
target chip is then aligned and brought into contact with the slit chip. Then a
droplet of resist is dropped from the backside of the slit to transfer the tube.
Then it is easy to fabricate contact electrodes after dissolving the resist. This
transfer procedure is shown in figure 3.5.

Figure 3.5: Nanotube transfer and device fabrication. Top left, setup for me-
chanical transfer of suspended nanotubes to target chip. Top right, transferred
nanotube between alignment marks. Bottom, transferred nanotube with electri-
cal leads defined by e-beam lithography. Adapted with permission from reference
[102].

Kim et al. used silicon-on-isulator (SOI) wafer as a starting material [103]
for combined transport and TEM measurements. They used deep RIE to etch
a biq square to the backside of the chip. The oxide naturally acts as a stopping
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layer then. Then they made another lithography round to etch the slits on
the top side of the chip so that slits will be on the bigger square area. HF
etching is needed to remove the oxide layer between the Si layers and furthermore
additional lithography steps are needed to fabricate gate dielectric, gate and
contact electrodes. Finally the tubes were grown on top of the contact electrodes.

3.2 Fabrication of the slit structures used in
this work

The goal in suspended samples was to characterize fully the structure of the
tube by using electron diffraction (ED) in TEM. Therefore the sample geometry
was chosen to be like in figure 2.6 (e) in which the tube goes across narrow slits.
This geometry allows the electron beam to pass freely through the sample. Such
sample fabrication involves many micro- and nanofabrication steps involving
e.g. plasma and wet etching techniques. The starting piece is a silicon chip.
The chip is covered on both sides with a dielectric layer which can be used
also as a masking material during sample processing. The idea is to fabricate a
freestanding membrane window and then open a slit into it. The most widely
used material is silicon nitride (Si3Ny), since it has high mechanical strength
and it is rather easy to fabricate low-stress films from it which is required for
membranes.

The fabrication process for membranes contains e-beam lithography step
with plasma etching followed by a wet etching step. The slit opening contains
another lithography step with plasma etching and CNT deposition e.g. via CVD
process (usually with lithographically defined catalyst areas). Adding electrical
contacts and gate electrode to the device needs 1-2 additional lithography steps
depending on the type of the gate.

Silicon nitride films

To coat a Si wafer, chemical vapor deposition is used. CVD is a general name
of a process where reactive gas molecules, typically diluted with an inert carrier
gas, reacts at a hot sample surface leading to a solid film growth. To form
SizNy films, single crystal (100) silicon wafer is used as a starting material. The
coating is done by using low pressure chemical vapor deposition (LPCVD) since
that method provides low intrinsic stress to the film. Typically growth is done
at &~ 850°C and 500 mTorr pressure with 1:6 ratio of ammonia and SiH,Cly
[104]. We have used LPCVD wafers purchased from Noel technologies.

Plasma etching

Plasma etching is used to etch SizN, films by using reactive gases. When the
process is a combination of chemical and physical processes it is usually called
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reactive ion etching (RIE). In those conditions the gas molecules are excited in
RF-fields inside a vacuum chamber. The AC electromagnetic field rips off the
electrons from the gas molecules creating plasma. The sample plate builds up
negative voltage due to DC isolation from the rest of the chamber. The plasma
itself is slightly more positively charged due the stripping of the electrons to the
chamber walls and thus the positively charged ions in the plasma will collide
with the sample plate. The ions then react chemically with the species on the
sample surface, or they can also physically bombard i.e. sputter the material.

The anisotropy and selectivity of the process depends heavily on the reaction
species. In the case of SizgNy, etching is done e.g. by using CHF3 and oxygen
(O2). CHF3 produces fluorine radicals that will etch the SizN4 but the presence
of carbon generates a passivation layer. Ion bombardment then removes the
passivation layer from horizontal surfaces enhancing thus the anisotropy. Oxygen
also increases the fluorine concentration enhancing the etch rate and selectivity.
On the other hand, adding O will increase also the etching rate of the resist
mask. [104-106]

Wet etching

Wet etching is a process where liquid etchant reacts with solid forming soluble
products. As in any etching, the process consists of transport of the reactants to
the surface, surface reaction and transport of products from the surface. Silicon
is typically etched using alkalines and potassium hydroxide (KOH) is the most
universal etchant for that. KOH etching of Si lean on a base-reaction and the
gross reaction is [107]

The etching profile of Si is anisotropic and it is based on aligning the structures
with the crystal planes of the wafer. The starting material in our case is (100) Si
and the stopping layers are slow etching (111) planes and, of course, the SizNy
layer. The selectivity between (100) and (111) directions is around 200:1. The
angle between the (100) and (111) planes is 54.7° and therefore the end result is
an inverted pyramide cut at its apex. This has to be taken into account when
designing sizes of membranes by the following relation:

2d

L=——+1 2
tam54.7jL ’ (3.2)

where L is the length of the square side in backside, d the thickness of the silicon
and | the length of the square (window) side in topside. For example in order
to have a 100 pm x 100 pm window, one has to do 525 pm x 525 pm openings
to the backside.
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3.2.1 Fabrication of slit substrates

The first step is to fabricate the membrane window. That can be done either by
using photo- or e-beam lithography and using SisN4 as a mask. Standard film
thicknesses in our experiments were either 200 nm or 300 nm but also as thin as
30 nm films were tested. We used mostly e-beam lithography, which is described
here. Fabrication starts by covering the substrate with resists from both sides
and exposing a square to the resist into one side. The other side is covered to
protect the nitride film in RIE etching. Then SizNy is etched away using resist as
a masking material (figures 3.6 (a) and (b)). The etching is done in RIE (Oxford
Instruments Plasmalab80Plus) with the following parameters: temperature 30
°C, pressure 55 mTorr, power 100 W, 50 sccm gas flow of trifluoromethane
(CHF3) and 5 scem of Oy. Such recipe should provide roughly 26nm /min etching
rate. Since the plasma etches also PMMA resist, the resist layer thickness needs
to be high enough. Typically for a 300 nm thick SizNy film, around 1 pm thick
resist layer is needed. Last, the resist is removed and the chip is ready for wet
etching.

The wet etching of Si is done in a heated water sink. The samples are put
into a 34 % KOH solution and placed into a water sink and the water is heated
to around 98°C. These conditions should provide an etching rate of around 150
nm/h. The etching process can be seen clearly since it is bubbling strongly.
After the etching is finished the samples are washed several times in hot water.
The membrane window is now ready as seen in figure 3.6 (c).

The fabrication of the slit structure starts with another lithography round.
Now the optimization of resist thickness is even more crucial since it affects to
the resolution of the exposure and hence the actual width of the slit. Usually
two layers of PMMA A7 with 3000 rpm is used which forms a resist layer around
800 nm thick. The slits and alignment markers are exposed at the same time.
The opening of the slits is done again in RIE (figure 3.6 (d)). The etching time is
important to optimize since also a too long etching widens the structures and can
even etch the whole resist mask away. On the other hand narrow structures are
slower to etch. Typically around 1 pm wide structures are etched in 15 minutes
for 300 nm thick SisN,. We have tested several different widths for the slits and
the narrowest structures achieved have been roughly 500 nanometers for 300 nm
thick membranes. The typical width of the slit is 2-3 pm though, since a too
narrow slit causes problems in optical spectroscopy such as noisy background
signals. A SEM image of a fabricated slit structure is seen on figure 3.6 (e). Also
circular hole structures have been tested mostly for trying to optimize results of
spin deposited nanotubes.

As a final step before CN'T deposition a global gate electrode is fabricated if
aiming to perform transport measurements. That is done by evaporating metal
layer on the back side of the chip. There are however several problems with it.
Firstly, too thick layers tend to bend the edges of the slits due to the stress.
A second problem concerns the high growth temperatures of the CVD process
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if growing the tubes as a last step. Several different materials were tested and
many of them failed. This issue will be discussed more in section 3.4.

3.2.2 Deposition of CNTs across the slits

Once the sample is ready, the tubes need to be deposited across the slits. The
first experiments were done in regular 1 pm wide slit structures using traditional
spin deposition method. However the yield was very low and practically no
individual tubes were obtained. Either there was really dense network of tubes
at the slit (see figure 3.7) or if using more dilute suspensions the tubes followed
the edges of the slits without going across it. Dilute suspensions were tested
also without spinning by just putting a droplet of the suspension on top of the
sample and letting that dry. This method fouled the sample even more and left
a thin film of residues containing CNTS into the slit.

One proposed solution was to make the slits narrower. A thicker membrane
film has its limitations in resolution but thinner films enable also thinner resist
layers improving the resolution. As thin as 30 nm thick layers were tested
and indeed narrower slits were easier to fabricate. The drawback was that the
films were very fragile and broke easily. Some samples of thicker films were
processed using FIB (focused ion beam) milling. The milling was done at Aalto
University in Professor Ilkka Tittonen’s group. Slits as narrow as 100 nm wide
were fabricated. The deposition on those samples was a little bit more successful
but the limited number of samples and fairly low yield in CNT deposition was
the reason to abandon this path also. These samples were not optimal for optical
spectroscopy either since the laser spot was larger than the slit, which naturally
induces a noisy background to the signal. An example of such a sample is shown
in figure 3.8.

Another approach was to change the shape of the openings in the membrane.
A hole matrix was developed and tested as seen in figure 3.9. The yield was a bit
better but still not good enough. Some devices were fabricated but unfortunately
they were not working for example due to leakage to the gate. Overall, same
type of problems was present with both types of opening geometries (slit or
circle). It seemed that there was a flow through the openings but during the
spin deposition CNTs somehow favor to go either directly through the opening
or land at the edges of the slit. Another big issue was that the CNT solution
needed to be much cleaner compared to solutions used for normal substrate
supported CNT samples. The liquid flow through the opening caused choking
due to large dirt particles.
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Figure 3.6: Fabrication of a slit into membrane window. (a) The sample is
covered both sides with the resist and a square is patterned into other side of the
chip. (b) Silicon nitride is etched away in RIE and resist washed away in acetone.
(¢) Anisotropic wet etching in KOH is performed to form freestanding membrane
window. (e) Another e-beam patterning is done to fabricate an opening to the
membrane window. (d) SEM image of a fabricated slit.
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Figure 3.7: Carbon nanotubes from high concentration spin deposited onto slit
sample. The tube density is high and only network is bridging the slit. Note
that most of the tubes are aligned to the vertical direction at the slit edges. The
image size is roughly 11 x 11 pym and width of the slit 2 pm.
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Figure 3.8: Around 100 nm wide slit fabricated by FIB. CNTs are spin deposited
onto substrate and going across the slit. The image size is roughly 3.7 x 3.7 pm.
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Figure 3.9: (a) An 11 x11 hole matrix for spin deposition experiments. (b)
Contacted nanotube device bridging over the hole. This device was not working
and the yield of fabricated samples was fairly low.
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DEP trapping

As another solution we tested dielectrophoretic trapping to get CNTs across the
slit. That has been done earlier for CNTs as described in section 2.4.1 and there
was lots of in-house experience of the method in trapping DNA origamis [108].
We fabricated electrode pairs at the opposite sides of the slit and did some DEP
testing. The electrodes were connected and a droplet of CN'T suspension was
put on top of the sample. The frequency could be chosen between 300 kHz and
10 MHz and the peak to peak amplitude V,,, =1 — 5 V. The main problem in
the end was that the samples were too dirty for any measurements even though
some trapping was noticed as seen in figure 3.10.

Figure 3.10: Sample for DEP experiments showing opposite electrode structure
(left) and sample after trapping (right). Some tubes cross the slit but they are
covered with foul film.
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3.3 Nanotube synthesis via CVD method

Overall, the best alternative seems to be to grow the tubes directly across the
slits by using the substrate CVD method. First the samples were sent to pro-
fessor Esko Kauppinen’s group to Otaniemi for growth and the details of the
process is described in reference [76]. Since the catalyst was typically sputtered
all over the sample, it was difficult to contact individual tubes even though these
samples were suitable for optical spectroscopy. To speed up the processing and
fabricate patterned catalyst areas, we built our own CVD setup based on ethanol
vapor to grow aligned CNTs. This section describes first general background of
CNT synthesis by using CVD method and then the detailed growth steps we
have used.

3.3.1 Basic chemistry of CNT synthesis

Chemical vapor deposition (CVD) of CNTs is based on decomposition of a hy-
drocarbon vapor in the presence of a metal catalyst. It is nowadays the most
widely used technique to synthesize SWNTs. The process needs hydrocarbon
vapor passing the catalyst. The catalyst is typically in high temperature (600-
1200) °C and the hydrocarbon vapor will flow through the catalyst area with
inert carrier gas. The hydrocarbon vapor can be obtained from different pre-
cursor sources that can be either gas, liquid or solid. Likewise, many different
catalysts have been used either on top of the substrate (substrate-CVD) or float-
ing freely in the chamber. Usually the catalysts are metal nanoparticles. [109]
There are many different growth mechanisms in the process and the most
general mechanism is described in this section. When hydrocarbon vapor en-
counter a metallic catalyst particle, it decomposes into carbon and hydrogen
species. Hydrogen goes away and carbon dissolves into catalyst. When the car-
bon solubility limit at a given temperature is reached in the metal, it precipitates
as-dissolved carbon out and crystallizes into a cylindrical network. This network
has no dangling bonds and is hence energetically stable. A thermal gradient in-
side the metal due to hydrocarbon decomposition (releases heat to the metal)
and carbon crystallization (absorbs heat from the metal) keeps the process go-
ing on. In substrate-CVD there are two growth mechanisms depending on the
interaction strength between the metal catalyst particle and the substrate. If
the interaction is weak (sharp contact angle) decomposition happens on top of
the metal, carbon diffuses down through the metal and the nanotube precipi-
tates out from the metal bottom pushing the metal catalyst particle off from
the surface of the substrate. The growth continues as long as the top of the
catalyst particle is open and thus active for hydrocarbon decomposition. This
case is called tip-growth model. The other case is called base-growth model and
then the interaction between substrate and metal is strong (obtuse angle). Now
carbon precipitates out from the apex of the metal and hydrocarbon decomposi-
tion happens on the lower peripheral surface. So CNTs grow up and the catalyst
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stays on its place. These two mechanisms are depicted in figure 3.11. [109]

Figure 3.11: Growth mechanisms for carbon nanotubes. (a) Hydrocarbon de-
composes on top of catalyst, carbon diffuses through catalyst and nanotube
crystallizes lifting catalyst up. (b) Hydrocarbon decomposes close to substrate
at the edges and carbon diffuses toward apex where it crystallizes out. Adapted
with permission from reference [110].

3.3.2 Alcohol-CVD

Ethanol based CVD method has been used successfully to grow ultalong, ori-
ented CNTs by many different groups and both the instrumentation and chem-
icals are rather simple, cheap and safe. Alcohol-based recipes are also reported
to synthesize high quality tubes free of amorphous carbon. The idea of this
method is to introduce alcohol as a carbon source. Maruyama et al. [111] pro-
posed that OH radical will efficiently remove amorphous carbon and that the
reaction of OH radical to solid carbon will prevent formation of soot. OH rad-
ical is decomposed on the catalyst surface from the alcohol molecule and will
attack nearby carbon atoms etching amorphous carbon. Usually a mixture of
Argon and hydrogen is used as a carrier gas since hydrogen reduce metal cat-
alyst nanoparticles faster but needs higher growth temperatures to reduce the
amount of amorphous carbon [112].

The process for long and aligned tubes needs constant laminar flow through
the tube. One of the first ethanol-based CNT growth report by Zhu’s group,
claimed that the CNTs grow mostly with tip-growth model [113] and the lim-
iting factor to the length is the size of the chip (if other parameters favor long
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growth). Afterwards also base-growth model is proposed to form long, oriented
tubes [114] even though the tip-growth model is the majority in long tubes
[115]. Kong’s group also claimed that the crucial factor in growing long CNTs
is the nanoparticle’s catalytic lifetime and that the alignment with the gas flow
happens only after the CNTs reach critical length [114]. They studied these
effects with ethanol-CVD and methane-CVD using two different catalysts (fer-
ritin and FeCl;) and different pretreatment steps for the catalyst. The issue of
long, aligned tubes has been studied lot in the past decade and several mecha-
nisms have been proposed to affect the results. In general, there is always both
short, randomly oriented CNTs and long, oriented ones present. Wei group
[116] concluded based on previous literature and their own experiments that the
tubes can follow the gas flow after they are approximately 20pm long. There
were several reasons discussed about the short nanotube formation. First, short
tubes quite often grow in base-growth mechanism. One important issue for
that is the agglomeration of catalyst particles in high temperature. This will
lead to bigger catalyst particles and hence to MWNTs which grow mostly on
base-growth mechanism. Same agglomeration causes also entanglement of short
tubes (even if they are thin) before reaching the critical length terminating the
growth. Last, falling down of growing tip of floating CNTs causes also growth
termination. Possible reasons for that include reasons such as temperature sta-
bility, catalyst lifetime or deactivation, gas flow disturbances etc. Therefore,
the yield of long, oriented CNTs is always fairly low compared to short ones.
Overall, the optimal growth conditions can be sometimes challenging to achieve,
since so many different parameters contribute on that.

3.3.3 CNT synthesis results in this work

The first growth experiments were done by following Zhu’s group [113] growth
recipe and Burke’s group catalyst preparation [117] procedure. The hydrocarbon
source was ethanol and carrier gas a mixture of Ar/Hy (6 % of hydrogen). The
catalyst material at the beginning was FeCls which was then mixed in PMMA
A4 solution (10 mM concentration). The catalyst was spin deposited on the
sample and e-beam lithography step was done to pattern catalyst areas. Very
large overdose causes the polymers to crosslink even stronger resulting positive
exposure. The lift off was originally relatively difficult, so later an extra layer
of pure PMMA was deposited underneath the catalyst-PMMA layer to ease the
lift off. The CVD setup consisted of tube furnace (6 cm ceramic tube element)
and load lock system with a ball valve separating the load chamber from the
actual furnace (see figure 3.12). With such system it is possible to load and
unload samples while the furnace is on and hot saving time. The samples are
loaded in through the load lock in Ar flow and placed into 700 °C temperature
zone to burn out the resist. The calcination step was done in constant O, flow
for 10 minutes. The flow was changed back to Ar and the sample was brought
to growth temperature zone and finally changed to AR/Hj (6 % of Hs) flow for
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growth. The growth was done at 920 °C and carrier gas was bubbled through ice
chilled ethanol to get the alcohol into the furnace. The actual growth step was
done in 1.5 1/min (1500 sccm) flow rate for 30 minutes. After that the samples
were unloaded in Ar flow.

Figure 3.12: CVD system at NSC lab. Tube furnace with 1 m long and 4 cm
wide tube element and the load lock system attached on it (On the right). Gas
flow meters are seen on the left corner and alcohol bubbler placed in the heat
sink of Peltier plate is visible next to those.

Already the first experiments were successful and long tubes were obtained
to bridge over ~ 60 pm wide trench in the substrate as seen in figure 3.13. In
that case the sample had 20 nm thick palladium (Pd) electrodes which served as
a catalyst also. Soon it became clear, however, that even though good quality
tubes were obtained they were not usually that long and straight but mostly
short and random-oriented. As described earlier there are many different pa-
rameters that affect to the yield. In gas-flow directed growth one of the key
parameters is to achieve laminar flow in the growth zone [118]. Since our flow
rate was relative high compared to literature (e.g. 20 sccm in ref. [113]) the first
aid was to decrease the flow rate. Our flow meter in that setup managed reliable
flow rates of roughly 200 sccm but we didn’t notice any difference in the growth
result. Generally, the flow conditions are described using Reynolds number:

_ pvd
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Figure 3.13: First growth experiments revealing long CNTs bridging over ~
60 pm trench.

where p is the density of the gas, v the speed of the gas, d diameter of the
tube element and ~ viscosity of the gas. Reynolds number can be estimated
with a relative straightforward calculation and is on the order of 20. In these
conditions the flow should be already laminar so that should not be the limiting
factor even though lower flow rate was used later followed by other articles. On
the other hand too low flow rates are reported to cause skidding on the substrate
[113] which can also terminate the growth too early. We tried to optimize the
flow also more laminar by adjusting the flow speed and putting the sample into
smaller tube which was then brought into the growth zone [119]. Since our flow
conditions should be already laminar, no big differences was expected and seen.
But small and short quartz tube serves as a good sample stage that doesn’t
contaminate the furnace and it is compatible to our loadlock system. We also
have tested several different sample stages made from e.g. Inconel, Cu and
ceramic materials but they all had some issues of contamination.

After the first tests that showed rather good quality but usually short tubes,
a new dedicated system for CNT growth was purchased. The main difference
is that the new setup has 4 cm quartz tube element and vacuum pumping line
connected to setup. Otherwise the system is the same than the previous. Also
the catalyst preparation was changed mainly due to the problems of lift off in
resist-mixed resist. Therefore an alternative recipe based on evaporated ultra-
thin films was used. The idea is to pattern the catalyst areas and then evaporate
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very thin film of suitable metal. We used either cobalt or iron and followed
reference [120] to obtain similar growth conditions. The results were usually
pretty much the same regardless the catalyst material and only occasionally
really long tubes were obtained. Typical growth result for Co film is seen in
figure 3.14. On the other hand, such films are easy to fabricate simultaneously
into several samples.

Figure 3.14: Typical growth result of thin Co catalyst layer taken in SEM. The
longest tubes are around 10 pm long.

The most widely used method to grow tubes became established from Fe thin
film as catalyst with following conditions: reduction step in ~500 sccm Ar/H,
flow for 20 minutes, growth step in ~200 sccmAr/H, flow bubbled through 0 °C
ethanol for 20 minutes with a growth temperature of 850 °C. That gives good
quality tubes with long tubes bridging the slit. We have also tested the effect
of different temperatures between 800-920 °C with negligible effect on results,
especially on length. The yield of long tubes bridging over slit and reaching far
enough on top of the membrane was usually fairly low and that needs to be
developed still in the future.
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3.4 Attempts to fabricate electrical contacts on
suspended tubes

Even though the yield of observing good single nanotubes bridging across slit
was fairly low, tubes were still contacted and measurements attempted already
on spin deposited tubes as seen in figure 3.9 (b). As mentioned earlier, the yield
enhanced substantially when moving to CVD grown samples but still several
problems were encountered.

The electrical contacts have been done mainly by using top contacts i.e. the
electrodes are evaporated on top of the CNT. A gate electrode is also needed to
perform comprehensive transport measurements. One big issue in the fabrication
yield is the PMMA deposition when patterning contacts. Since the tubes are
hanging freely, they are really sensitive and spinning the resist can break the
tube. Our setup is even more sensitive than in the case of a tube going across
a trench since there is a flow of resist through the opening. However, some
nice samples could be made but there were some other issues then making the
samples unworkable.

Figure 3.15: A SEM image of a suspended CNT device with a side gate (section
underneath the slit).

A major problem was the leakage between the source or drain and gate elec-
trode through the SizNy dielectric. The gate was originally done by evaporating
a thin (few tens of nanometers) metal layer on the back side of the chip. It
seemed that the RIE etching of the openings induced pinholes. These pinholes
could be avoided when protecting the back side of the chip with the resist layer
and by cleaning the front side of the chip carefully. However, we started to do
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side gate structures when trying to fabricate suspended FET instead of making
a global back gate since it saves one processing step and saves time before all
issues would be solved. A SEM image of a nice suspended CNT with a side
gate is shown in figure 3.15. The tube is CVD grown but this device, as many
others, didn’t work while trying to measure it. Examining the tubes afterwards
revealed that there were blown sections in the tubes. This was possibly due to
some charging effects affecting the tubes. However, a few working samples with-
out gate electrode were fabricated and figure 3.16 shows an I-V curve of such a
tube. To enhance the yield alternative options are tested in the future. The first
one is already quite a standard process when contacting suspended tubes relying
on bottom contacts i.e. the contact metal is deposited first and the nanotubes
are grown after that contacting source and drain electrodes. The other option
is more sophisticated and should provide really clean contacts. There the tube
is connected using a physical mask that is aligned very precisely on top of the
target chip containing the tube. This mask could be done from a similar kind
of SigN,/Si chip with bigger membrane window.

Figure 3.16: An IV curve of a suspended CNT device at room temperature. The
tube resistance is 40.2 k.

60



Chapter 4

Electron diffraction and optical
measurements on suspended
CNT structures

This chapter describes the measurements that have been performed on the sus-
pended tubes. First, the background of electron diffraction is described and
the experimental diffraction pattern with index assignment from our suspended
tubes is presented. The second section describes nonlinear optics and presents
the results we have obtained from nonlinear spectroscopy measurements.

4.1 Electron diffraction

With electron diffraction (ED) one can study crystallographic properties of spec-
imen. Electron diffraction relies on information of the spatial distribution of
scattered electrons and it arises from the wave nature of electrons.

4.1.1 Crystal structure

A lattice is an infinite array of points in 3D space which looks identical from each
lattice points. Furthermore every lattice point have the translational periodicity
so the lattice can be defined as three primitive vectors spanning translation
vector connecting two lattice points [121]:

R = ud + vb + w¢, (4.1)
where u, v and w are integers. Equivalent representation of crystal structure
can be made by the use of crystal planes using notation of Miller indices (hkl).
Crystal planes can be described by using a vector normal to the planes 1y, and
interplanar spacing d of two similar planes. Since this representation is rather
complicated, one can define the vector

QWﬁhkl

é =
hkl 7

(4.2)
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which will define the reciprocal lattice and have the dimension of inverse length
each index denoting a plane orthogonal to a basis of reciprocal lattice vectors.
The vector is thus equivalently described as éhkl = ha* + kb* + I¢*, where a*, b*
and ¢* are reciprocal lattice vectors. So every crystal thus has both a real space
lattice and a reciprocal lattice and furthermore each point in reciprocal space
corresponds to a family of planes in real space and vice versa.

4.1.2 Bragg’s diffraction

D T

Figure 4.1: The scattering of an incident beam of electrons (I) by a crystalline
specimen. Intense beams of electrons may emerge from the other side of the
specimen undeviated (T) or having diffracted (D) from atomic planes of spacing
d. In other directions no intense beams will be formed. Adapted from reference
[122].

Let us first consider the lattice of a 3D crystal as in figure 4.1. The incident
electron beam (I) is scattered from the lattice at points A and B. The scat-
tered beam at D will be in phase (constructive interference) if the phase shift
is 2mm, ( m is integer number) and thus the path lengths differ by an integer
number of A (in fig. 4.1 CB + BE = n\). This will lead then to Bragg’s law:

2dsin @ = nA, (4.3)

where d is the interplanar spacing, 6 the angle between incident beam and lattice
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plane and n integer number. In other words, there are only few elastically
scattered electrons that have different angle than 6. [122]

In practice, there are always different lattice planes with different interpla-
nar spacing and density of atoms. Therefore also the intensity of diffraction
is different. The scattering amplitude can be expressed by using the structure
factor

F(G) = / V(R)eiC R (4.4)

where V(R) = ((2rmee)/h*)U(R) is the modified scattering potential, U(R)
the coulombic potential of the scatterer, m, relativistic mass of the electron and

e elementary charge. The diffraction intensity distribution is simply [(G) =
|F(G)]? [123].
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Figure 4.2: The ray diagram of a two-stage projection microscope showing the
positions of the diffraction pattern (DD and EE) and image (BB and CC).
Adapted from reference [122].

The electron diffraction experiments are done mostly by using a transmis-
sion electron microscope with very short wavelengths (High electron energy)
compared to typical distances of lattice planes. Therefore sinf ~ 6 and equa-
tion (4.3) simplifies to A = 2df. Furthermore, it means that strong diffraction
occurs only from the planes that are almost parallel to the electron beam. The
diffraction pattern formation can be understood by studying the optics of such
device. The ray diagram of the two stage projection lenses reveals the position
of diffraction pattern and image as in figure 4.2. The rays that are parallel to
each other will coincide at diffraction plane DD’ and following them through
the second projector lens at plane EE’. The image is then formed at BB’ and
CC’. Thus By using simple geometry, one can show that the spacing of lattice
planes d can be easily determined from the pattern by simply measuring the
distance between the spot of unscattered beam and scattered beam. A single
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crystal sample generates a regular array of spots as for a multicrystal sample
the structure is more complicated since more planes can diffract. But still the
possible lattice spacing’s d are limited (and therefore, the spacing of the spots
r) and the generated pattern on spots are not randomly distributed but fall on
rings. If the grain size of a different crystal is even smaller the pattern eventually
is a continuous ring because the individual spots are so close to each other’s.
[122]

4.1.3 Laue formulation of diffraction

Let’s consider again diffraction of the incident electron beam from the lattice.
The beams can be represented as a plane waves e’ ™ and e’ ', where k is the
wave vector of incident beam and &’ wave vector of diffracted beam, respectively.
Then the change in the wave vector can be described as AK =k —k and is

defined as scattering vector (see figure 4.3). Note that the constructive interfer-

K’

k

Figure 4.3: Definition of the scattering vector.

ence occurs when the phase shift between incident and diffracted beams are 27n
and thus e =1 ([? ‘R = 27n), where R is the translational vector of real
lattice. The abovementioned condition can occur only when scattering vector
K is equal to the reciprocal lattice vector G. This leads to the Laue condition
[121]

K=3G. (4.5)

The reciprocal lattice is very useful in diffraction analysis since reciprocal
lattice points can be constructed from real space lattice planes. So in principle
the diffraction pattern can be constructed from any known crystal. This can
be seen from the Ewald sphere construction (figure 4.4). First, the diffracting
crystal is represented by its reciprocal lattice. The wave vector k of the incident
beam is drawn such that it will terminate at a reciprocal lattice point. Then a
sphere of radius |E| = 27/ is drawn about the origin of k. Now the diffracted
beam exists only if the sphere intersects any other reciprocal lattice points. Only
then &’ = k + G and the Laue condition is fulfilled.
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Figure 4.4: Ewald sphere construction.

4.1.4 Electron diffraction from carbon nanotubes

The first electron diffraction patterns of CN'T's were taken in the famous pioneer-
ing paper on nanotubes by lijima in 1991 [2] since the whole characterization
was done with TEM. After that many detailed ED studies have been performed
(see e.g. [124, 125].

Understanding of diffraction pattern of carbon nanotubes needs kinematical
diffraction theory. As mentioned earlier the electron scattering amplitude can
be expressed by using the structure factor F' (C_j) First we need to examine the
scattering potential and structure factor of a helix as illustrated in figure 4.5. In
nanotubes the situation is more complicated since there are many atomic helices
and the structure factor is thus more complicated. The diffraction pattern of
CNTs is different compared to graphene and the spots are elongated to the
axial direction of the tube due to the curvature and small diameter of the tubes.
The details of the formation of diffraction patterns in CNTs are e.g. given in
reference [123].

Two main branches are developed in the structure determination of CNTs.
The other method relies on chiral angle determination using correction factor
[124] as the other one relies on the ratio of layer lines [125]. Analyzing the
diffraction patterns in our samples relies on the method described in reference
[126] which is based on layer line analysis. Briefly, the indices of a nanotube
can be determined by calculating the spacing’s of layer lines d; (see figure 4.6)
from the equatorial line. The layer line spacing’s can be expressed as a func-
tion of the chiral indices (n,m) and thus it is possible to assign the indices by
solving simultaneously any two expressions for layer-lines d;. The benefit of this
method is that the tilt angle of the CN'Ts are evaluated and hence automatically
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Figure 4.5: (a) Schematic of a continuous helix of pitch length C. The scattering
potential in polar coordinates is V(r,¢,z) = Vod(r — r0)6 (2% — ¢) (b) Corre-
sponding electron diffraction pattern of the continuous helix. It consist of a set
of layer lines separated by 1/C and the intensity on layer line [ is proportional
to |J;(X)|?, where J; is the [th order Bessel function. Adapted with permission

from reference [123].
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Figure 4.6: A simulated electron diffraction pattern from a (12,7) SWNT in
normal incidence (7 = 0°); discrete hexagons are constructed from layer lines as
schematically illustrated. Layer line spacing’s are specified by d;. « is the chiral
angle of the nanotube. Adapted with permission from reference [126].
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compensated in index determination. The diffraction studies were performed in
Aalto University at Professor Esko Kauppinen’s group. Two different TEM se-
tups have been used: Philips CM200-FEG TEM system and JEOL JEM-2200FS
Cs-corrected high resolution TEM system. In addition, a separate TEM holder
for our slit samples was designed and fabricated. The accelerating voltage was
80 kV and short exposure times of 3 s was used to avoid the possible damage
of the tubes caused by the electrons. Examples of electron diffraction patterns
with index assignment from our tubes are given in figure 4.7.

Figure 4.7: Experimental diffraction pattern from (21, 12) tube (left) and (44, 17)
tube (right). The index assignment is done by Dr. Hua Jiang using method
described in reference [126]. They both are metallic tubes exhibiting small band
gap. (21,12) has a diameter of 2.27 nm and chiral angle of 21.05 degree as the
(44, 17) tube is really thick (d = 4.12 nm, 6. = 15.66°.)
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4.2 Nonlinear optics

Nonlinear optics relies on higher order polarization of the material i.e. the
polarization is dependent nonlinearly on the electric field. Nonlinear optical
components include e.g. amplifiers or frequency tunable generators and they
are nowadays widely used in many applications. Since nano-objects have high
nonlinear polarization, they are interesting building blocks in different nonlinear
optics applications. Furthermore nonlinear processes can be used to study the
properties of an object and get new information on e.g. dynamics of the system
[127]. This chapter describes briefly the nonlinear techniques we have performed
to the suspended tubes, and the results we have obtained.

In general, the electric polarization is related to the electric field as P(t) =
X(I)E (t), where ) is the linear susceptibility. However, polarization has also
nonlinear components (contrary to treatment in section 2.2) and thus it can be
expressed as a power series

Pt) = xVE®) + X<2>§(t)2 OB + .., (4.6

= PO#) + PA(t) + PO(t) + ...,

where PW is the linear polarization and the other terms nonlinear components.
Good examples of processes related to linear polarization are absorption, reflec-
tion, refraction and light propagation. Generally, the electric field is a vector
field and hence the susceptibility a tensor but the treatment done in here is for
scalars. The nonlinear wave equation has the form

R am PV
2ot 2 o2

(4.7)

and whenever a P% containing term is nonzero electromagnetic radiation is
generated (PM% stands for nonlinear polarization). [128]

4.2.1 Second-harmonic generation

A good example of nonlinear optical interaction is second-harmonic generation
(SHG) which is a second-order process as represented in figure 4.8. Let’s consider
an incident laser beam E(t) = Fe~®'+c.c. (c.c. means complex conjugate) aimed
on a crystal with nonzero second-order susceptibility. Then the generated second
order polarization has the form

PO(t) = YO E(t)?

4.8
=2\ EE* + (xPE%2 2t 4 c.c). (4.8)

So the second order polarization has a zero frequency term and a frequency
dependent 2w term which can generate radiation at that frequency. However,
SHG is possessed only by materials that break the centrosymmetry [129] and
e.g. chirality is such a structural property that by default does so [130].
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Figure 4.8: (a) Geometry of second-harmonic generation. (b) Energy-level dia-
gram describing the process. Adapted with permission from reference [128].

4.2.2 Four-wave-mixing

Four-wave-mixing is a process which involves third-order polarization and gen-
erally the expression of P®)(¢) is very complicated. If the applied field contains
three frequency components E(t) = Eje ™" 4+ Fhe~™2! 4 Ese~™st 4 c.c. the
polarization is dependent on E (t)® that leads already to 44 different frequency
components (wy = +w; fwytws)) if distinguishing between positive and negative
components.

Time-resolved four-wave mixing relies on short laser pulses and it can be
used to study e.g. dynamic processes of the material. It will need laser pulses
which are shorter than the coherence time of the system being typically on the
order of picosecond or femtosecond. One example of FWM process is CARS
(coherent anti-Stokes Raman scattering) which is described in figure 4.9. The
first laser pulse (wave vector kj, energy wy) called as the pump pulse excites the
system from the energy level ¢ to k. Another pulse, namely the Stokes pulse
(—ko, wy < wy) then excites the system to a lower level j. Furthermore, if the
energy difference of the pulse is in resonance with one of the vibrational states
i.e. w; —wy = w, the process is resonance enhanced. Third pulse, the pump
(k3, ws) excites the system to [ level and the photon emitted from there (k4, wy)
is the measured signal. The energy levels represent states between two electronic
states so ¢ and j states are rotational or vibrational states of the electronic ground
state and k£ & [ are rotational and vibrational states of the excited electronic
state. The time dependence is obtained by varying the time delays between
the pulses. In the case of CARS, the pump and Stokes pulses are overlapped
in time whereas the time delay between the Stokes and probe pulses is varied
and thus the vibrational dynamics of the system is probed. [128] The wave
vectors kq, ko and ks determine the direction of the CARS signal k4. Therefore
the signal can be separated spatially from the incident beams. However, when
studying small nano-objects the beams have to be focused tightly typically in a
collinear geometry and thus spatial separation cannot be used. Therefore, the
signal needs to be filtered spectrally from the incident beams.
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Figure 4.9: (a) Qualitative description of a CARS process. The three incident
beams penetrated the sample has been left out for clarity and only the generated,
fourth beam is shown. (b) Energy-level diagram describing the process.

4.3 Nonlinear optical measurements from CN'T's

4.3.1 FWM measurements on individual CNTs

FWM measurements have been performed earlier by Kim et al. [131] They
imaged individual tubes using picosecond pulses and observed signal only from
metallic tubes due to the higher polarizability of such tubes. The tubes were
lying on top of the substrate hence making the signal-to-noise ratio poor. Later,
Sheps et al. [132] from the same group managed to image also semiconducting
tubes with lower intensity than metallic tubes. Due to the poor signal-to-noise
ratio, suspended tubes over a slit would be easier to study. Previous time-domain
spectroscopic studies of SWNTs are made on ensembles that contain thus highly
averaged information [133-137].

Suspended samples were fabricated as described in sections 3.2 and 3.3. Then
electron diffraction measurements using TEM were performed at Aalto Univer-
sity with Dr. Hua Jiang to obtain the chiral indices and hence the electronic
structure of the measured tubes. Furthermore, Raman measurements were per-
formed and with the help of ED and Raman it is possible to design the excitation
wavelengths properly for the nonlinear measurements. Raman measurements of
suspended CNTs were performed the same way as on the substrate supported
samples and are described in chapter 2. However, the diameter dependence from
the RBM frequency for the suspended tubes seems to follow the trend obtained
in the references [33, 35].

Two different measurement setups have been used to study CNTs. The older
system (setup 1) is a home-built system. It contains an amplified femtosecond
laser (Quantronix Integra-3.5) with a 1 kHz pulse repetition rate (PRR). The
laser is used to pump three homebuilt non-collinear optical amplifiers (NOPA)
to produce femtosecond laser pulses of 50 fs. The laser beams are focused to the
sample using a microscope objective and additional tube lens and camera is used
to view the sample. The signal is detected using a cooled photomultiplier tube
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(PMT). Later, a new setup was purchased (setup 2) (see figure 4.10). It uses
a Pharos-10, 600 kHz pulse repetition rate (PRR)) laser and two commercial
NOPAs (Orpheus-N, Light Conversion) reaching ~ 30 fs pulses. The signal
detection is based on photon counting scheme (single photon avalanche photo
diode, SPCM-AQRH-14, Excelitas technologies). In both systems residuals of
the laser radiation are removed using a dichroic long pass filters (Semrock) and
detection wavelength is selected using a band pass filter (Semrock). Detection
can be done in either forward or backscattering directions. Timing between the
pulses is controlled using optical delay lines in the CARS measurement scheme.

Figure 4.10: Optical arrangement for two color time resolved Four Wave Mixing
Microscopy (setup 2). PC pulse compressors, P Photon Counting Avalanche
Photodiode, M Microscope.

Samples were moved using piezo-stages and the pulse energies used in spec-
troscopy measurements were 1 — 2 nJ/pulse and < 12 pJ/pulse for imaging
purposes. The individual spectrum was averaged typically from 1000 pulses per
data point. The experiment was done by fixing the pump and Stokes pulses to
zero time delay and varying the time delay between the Stokes and probe pulses.
The pump wavelength was tuned to 532 nm based on the Raman measurements
and the transition energies of the higher electronic resonances were furthermore
calculated using equation (2.12) in order to estimate which electronic transitions
are in resonance for particular CNT.

A femtosecond FWM signal of a (24,9) tube is shown in figure 4.11 as a
function of the probe delay time. The signal is originated from zero delay be-
tween all the pulses when all electronic, vibrational as well as nonresonant effects
contribute to P®)(t). The measured signal is assigned to the electronic response
since the time scales in vibrational coherence are longer. The situation, when
the exact origin of the contributing process at zero delay is unknown, can be
modeled with electronic dephasing (convolution of three pulses with an expo-
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nential decaying average system response) which yield to a dephasing time of
~ 45 fs. Even though the result is a crude estimate it is consistent with litera-
ture [135, 138]. Both, the ED and Raman measurements confirm that the signal
originates from an individual semiconducting tube which was observed for the
first time. The FWM signal was measured also from a BBO (barium borate)
crystal in forward geometry. The BBO crystal is a well known nonlinear optical
material and it gives essentially the convolution of the three pulses. Figure 4.12
shows spectra of SWNT and BBO which are first of all matching with each other
and secondly having an energy larger than any of the incident beams. This con-
firms that the measured signal really originates from FWM process. In addition,
a scan across the tube also shows clearly that the signal vanishes outside the
tube.

Figure 4.11: Femtosecond FWM signal of a (24,9) tube assigned using electron
diffraction. The signal is measured as a function of time delay between the
Stokes and probe pulses.

FWM imaging was done besides recording single spectra. Typical detection
time now was 0.2 — 0.4 s/point. This technique can be used for mapping a large
area relatively fast. Figure 4.13 (a) shows a slit that was measured with 590 nm
pump (and probe) and 650 nm Stokes pulses. The samples were moved in 0.2 pm
steps and the collecting time was 0.2 seconds at each point so the total time to
image the slit area took around five minutes. When imaging individual tubes,
the collection time can be increased and the step size decreased resulting more
accurate images as seen in figure 4.13 (b).

The FWM signal is strongly polarization dependent [131] and the strongest
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Figure 4.12: Spectrum from BBO (blue line) and from SWNT (black line).
Adapted with permission from the paper A.IIL. of this thesis.

Figure 4.13: (a) FWM (left) and TEM (right) images of SWNTs hanging over
a slit. (b) More accurate FWM image of two SWNTs over a slit.

4



signal is observed when the polarization of the excitation is parallel to SWNT.
One nanotube formed a loop and that could be tested for polarization dependent
measurements as shown in figure 4.14. The tube is imaged in vertical polariza-
tion with respect to image axes (a) and in horizontal polarization (b). Only
those sections of the tube that are parallel to the polarization are clearly seen.

Figure 4.14: FWM images of a loop sample of SWNT with (a) vertical and (b)
horizontal polarizations of excitation beams. (c) Corresponding TEM image.
(d) Intensity profile along the line marked in (b) with horizontal polarization.
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4.3.2 Second harmonic generation from CNTSs

SHG has been observed earlier in SWNT thin films [139-141] and SWNTs
trapped in zeolites [142]. In the latter study of Su et al. SHG was associated to
chirality and large x® on the order of ~ 400 pm- V! was obtained which was
consistent also with theoretical predictions [143, 144]. However, it was not even
evident that SHG signals could be observed from individual SWNTs before this
study.

The samples were similar as in the FWM measurements and were first char-
acterized with the electron diffraction. The SHG measurements were performed
at Tampere University of Technology under supervision of professor Martti Kau-
ranen. The measurement setup is shown in figure 4.15. The laser pulses (200 fs)
were generated using mode-locked Nd:glass laser with 82 MHz PRR and 1060 nm
excitation wavelength. The average power of the pulses were ~ 1 mW to avoid
damaging the sample and the focused laser spot size was around 800 nm. Since
the second-order susceptibility tensor depends on material symmetry and hence
the polarization dependent SHG response, a calcite Glan polarizer was used to
clean up the linear polarization and furthermore a quarter-wave plate was used
to change the polarization circular. The SHG signal was collected in backscat-
tering geometry and separated from the fundamental and possible two-photon
fluorescent light by dichroic long pass filter and the detection wavelength is se-
lected using a band pass filter. The detection is done with photomultiplier tube
connected to a photon counting unit. The imaging was done by scanning the
sample using piezostages and images were acquired using 150 ms pixel dwell
time averaged twice within a 5 X 5 pm scanning area.

The SHG image is shown in figure 4.16 together with SEM and ED images.
A strong background on top of the SiN surface hides the signal from the CNTs
but it is clearly visible at the slit area corresponding well with the TEM data.
The SHG signal vanishes quite soon below the noise level when excitation power
is reduced and hence it was difficult to measure the single spectrum reliably. The
estimation of the second order susceptibility for the (42,1) tube is ~ 57 pm - V=1
and the possible sources of a SHG signal include chirality, lattice defects and
tube deformations. Since the signal intensity is similar in bent and straight
sections the deformation was discarded as a possible reason. The ED patterns

confirm the lack of defects so the chirality seems to be the most plausible origin
of the SHG signal.
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Figure 4.15: Schematics of sample geometry and SHG microscopy setup. A
pulsed and collimated beam from an ultrafast laser was passed through a polar-
izer and a quarter-wave plate to generate circularly polarized light and focused
to the sample by an objective (NA = 0.8). A long-pass filter was used after the
polarization optics to block SHG from those elements. Reflected SHG (2w) was
separated from the fundamental excitation wavelength (w) by a dichroic mirror
(DM) and an interference filter and detected by a photomultiplier tube (PMT).
A white-light source (WLS), camera and flip mirror (FM) were used to find the
sample before SHG imaging. Adapted with permission from the paper A.IV.
of this thesis.
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Figure 4.16: TEM and SHG characterization of suspended SWNTs. (a) TEM
image of the sample, featuring a bundle of 45 CNTs on the left (I) and an in-
dividual SWNT on the right (II) suspended across the horizontal slit opening
(bright area) in the SiN membrane (dark area). (b) ED pattern from (II) iden-
tified as (42,1) tube. The separated layer-lines indicated by two arrows clearly
demonstrate that the nanotube has a chiral structure, which is very close to a
zigzag tube. (c¢) SHG image of the sample showing the two suspended SWNT
structures (I and II) over the air slit. (d) A line profile, formed by averaging
eight adjacent line profiles, was taken from the SHG image (dotted white line in
(¢)) to visualize the signal-to-noise ratio (around 2) of the measurement. The
mean background value (11.5 counts) of the measurement is shown as a dotted
line and the calculated standard deviation (5 counts) as a red bar. Adapted
with permission from the paper A.IV. of this thesis.
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Chapter 5
1/f noise in MWNTs

There are only few systematic studied of the origin of low-frequency noise in bal-
listic CN'T's and earlier noise studies have been mainly concentrated on SWNTs
in diffusive regime. Even fewer studies of noise properties have been done on
MWNTs and they present an interesting research field since they can exhibit
ballistic conduction with negligible Schottky barriers at the contacts. In gen-
eral, low frequency noise in CNTs is dominated by the 1/ f noise and hence other
types of noise such as shot noise or thermal noise is left out of the discussion
here.

1/f noise was discovered in 1925 when J. B. Johnson studied current fluc-
tuations of electronic emission in a thermionic tube. He noticed that besides of
the frequency independent shot noise, there was other kind of noise which was
increasing with decreasing frequency. Next year, in 1926, W. H. Schottky pro-
posed that this noise arises from slow random changes of the thermocathode’s
surface and called it flicker noise. In the following years, such noise was found
in several semiconductor devices and later on in metals, semimetals etc. An
example of the spectrum of such noise is given in figure 5.1. [145]

5.1 General properties

Noise originates from random processes. Random process can be described as a
random function x(¢) of time. Furthermore, if < z > is the mean value of the
random function, then deviation from the mean value is dz(t) = z(t— < © >)
which is also random. The correlation function is used to analyze the kinetics
of the random fluctuations and it shows how the fluctuations evolve in time on
average. The correlation function averaged over long time of measurement t,, is

defined as

1 tm/2
Vu(ty — ta) = 52(62 )02 (ta) = lim — / dt5u(ts + 00a(ty +1).  (5.1)

m J—ty, /2
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Figure 5.1: Spectral density of noise in an operational amplifier. Adapted with
permission from reference [146].

Furthermore, the random noise signal can be represented as a Fourier integral

Sa(t) = /_ ) e fr(w)e (5.2)
which reduces as an integral over positive frequencies (dx(t) is a real quantity)
% dw —iwt * iwt
dx(t) = g(éx(w)e + dx*(w)e™). (5.3)
0

If considering a signal analyzer containing a band-pass filter where f is the
central frequency and ¢ f the bandwidth of the filter measuring fluctuating signal
Sx(t) (see figure 5.2), the signal at the output is then dz(¢|f, Af) and it contains
only the frequencies from f; = f —0f/2 to fo = f 4+ 6f/2. Thus the output
signal is

B w+Aw/2 dw’ o, o

Su(t|f, AF) = / S (e + 6% (). (5.4)
w—Aw/2 2m

The noise power is by definition this signal squared and it fluctuates around

its mean value [0z (t|f, Af)]2. If averaging over identical noise sources and over
measurement time, we get the expression

- f+Af/2 _
Bt ADE =2 / 0 a(w) ~ So (DA, (5.5)

f=Af/2
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Figure 5.2: Schematic diagram of a spectral analyzer for spectral density of
noise measurement. R is the source of time-dependent fluctuations dx(t). The
rectangular box in the middle denotes a bandwidth filter with pass-band Af
and central frequency f. dxz(t|f, Af) is the output (filtered) random signal.
[6x(t|f, Af)]? is the power of the filttered signal. Adapted with permission from
reference [145].

where 1), (w) is the Fourier transform of the correlation function v, (t; —t3). This
equation defines then the spectral density of noise which is noise power per unit
frequency band. Furthermore,

S.(f) =2 /_ h d(ty — to)e M=ty (1) — ty) = 24, (w) (5.6)

o0

meaning that the spectral density is twice the correlation function. This is also
known as the Wiener-Khintchine theorem. [145]

1/f noise seems to be universal and occurring in all materials. The exper-
imental noise spectra from different materials reveal that the spectral density
S(f) o< f~%, where « is usually between 0.8 and 1.4 [147] over a broad frequency
range, not exactly one. At high frequencies, depending on material, 1/f noise
becomes negligible since other, frequency independent sources of noise such as
shot noise becomes dominant.

In field effect devices such as MOSFETSs (metal-oxide-semiconductor field-
effect transistor) and CNT transistors, the dominating sources of the 1/f noise
are the interface effects between the gate dielectric and the channel. Hence the
noise theory discussed here focuses mainly on device noise.

5.1.1 Hooge’s relation

Since 1/f noise very often follows the abovementioned power law and is also
proportional to the square of a measured quantity, F.N. Hooge postulated in 1969
[148] that there is a universal coefficient and an empirical formula describing the
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noise:
Sr(f) _ om
R*  N.f’
where ay is a universal coefficient called Hooge’s constant having a value of
2-1073, R resistance and N, the number of charge carriers. Often ay /N, is
defined as the noise parameter A. The original experiments by Hooge were done
in Au films which were doped differently to modulate the mean free path. It is
good to remember that this relation is mainly empirical and the value of Hooge’s
constant can differ significantly in different materials [145]. Yet, Hooge’s model
is the only model which gives a crude estimate of the noise magnitude in various
different materials and should thus not be underestimated.

(5.7)

5.2 Random telegraph signal noise

The states of charge carriers in semiconductors can be divided into localized
or delocalized ones. Delocalized states contribute to the conduction through
the valence (holes) or conduction band (electrons). The trapping (by localized
states) and detrapping (back to the band) of the charge carriers is called genera-
tion and recombination, respectively. These generation-recombination processes
are random and hence the number of carriers in delocalized states fluctuates
around a mean value determining the conductance and the resulting noise is
called generation-recombination (G-R) noise. The exact processes of generation
and recombination mechanisms are quite complex and vary from material to
material. [145]

Such noise in MOSFETSs is usually thought to originate from the charge traps
at the oxide near the interface of the semiconductor caused by either carrier
number or carrier mobility fluctuations (see section 5.3).

Let’s consider a single fluctuation which can be described by a Lorentzian

function
4713

et
where 77! is the characteristic time constant and w = 2w f. The 1/f spectrum
is then easily formed by the superposition of these elementary acts. Sometimes
clear switching between two (or more) values of e.g. current as a function of time
is clearly observed and called as random telegraph noise (RTN) as seen in figure
5.3. This can happen especially in small devices where a single trap can have
a big influence on device performance. This is reflected in the appearance of

Lorentzian components in the line shape of the noise spectrum in the frequency
domain. [145, 147, 150]

Sr(w) (5.8)

1
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Figure 5.3: Resistance switching observed in a small MOSFET in a particular
range of temperatures and gate voltages. The duty cycle depends on gate volt-
age, while the overall rate decreases with temperature (note scale changes). The
last trace demonstrates that superposition can lead toward 1/ f noise. Adapted
with permission from reference [149].
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5.3 Interface effects

An increasing number of models explaining fluctuations arising from the interface
effects have been developed which fall into two categories: mobility fluctuation
or number fluctuation models [151]. We will concentrate on those models since
CNT-FET as well as the MOSFET can be regarded as interface dominated
devices.

McWhorter suggested in 1957 that the 1/ f noise in semiconductors originates
from fluctuations at the interface of the semiconductor and the oxide [147, 152].
These fluctuations arise from trapping and detrapping of charge carriers between
the surface layer of the conductor and the oxide. The transfer from or into a trap
is simple quantum tunneling and the main reason of the noise level is the trap
density near the interface. Such a model is essentially the number fluctuation
model and is widely used in MOSFETSs. However, much debate about the origin
of the noise still remains as Vandamme et al. [153] concluded. In order to study
the validity of the models they studied the noise as a function of gate voltage
and found that in models based on mobility fluctuations ag is independent of
gate voltage and hence S;/I? o< 1/V, while in number fluctuations based models
ay o 1/Vy and hence S;/I* o< 1/V?. Later on, unified noise models based
on carrier number fluctuations and correlated mobility fluctuations have been
proposed to describe MOSFETSs. Correlated mobility fluctuations are attributed
to Coulomb scattering of free carriers at trapped interface charges by Vandamme
& Vandamme [154]. They concluded that the unified noise models predict that
ap o Vy as in number fluctuation models which is in clear contradiction of the
experiments done in p-type MOSFETs.

Dmitriev et al. [151] studied the noise mechanisms by using a unified ap-
proach. The carrier number fluctuations can be understood within the frame-
work of generation-recombination noise. The noise of one elementary act is well
known and described by the Lorentzian (see section 5.2) and the spectral density
of current noise caused by trapping and detrapping of carriers is given as

51 _ )\k;TNtv’ (5.9)

I? fAgn?
where A is the tunneling constant, A, the gate area, n, the 2D electron concentra-
tion in the channel and N, the trap concentration in the oxide. They concluded
that noise is proportional to 1/n? and not as 1/N, as stated in equation (5.7).
Mobility fluctuations can be understood also as a result of superposition of ele-
mentary acts. The channel has scattering centers with associated scattering cross
sections o (probability of scattering event) which will fluctuate between the two
values o1 and o,. In case of the interface effect, trapping of carriers can be such
an elementary act but also the tunneling transition between two nonequivalent
positions of an atom, motion of dislocations etc. can be the mechanism. Again
the elementary act is described by a Lorentzian and the spectral density of the
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noise is expressed as

St ANy Tw(l —w)

2TV 1t (wre la(o2 = )%, (5.10)

where Ny, is the concentration of scattering centers, [y the mean free path of
the charge carriers, and w the probability for a scattering center to be in state
associated to the cross section oy. Since N, is not present in the equation, they
suggested that mobility fluctuations cannot be explained by using Hooge’s rela-
tion (5.7). Furthermore, Dmitriev et al. studied correlated noise to form a 1/f
spectrum that includes components from both number and mobility fluctuations.

There is still a lot of debate about the origin of the noise in MOSFETSs
and many different models including number fluctuation, mobility fluctuation
or correlated models have been developed each having their own supporters.

5.4 Noise in ballistic systems

Most of the noise models concentrate on diffusive transport and not on ballistic.
Progress in semiconductor technology in the 80’s opened possibilities to realize
ballistic conduction in a relatively easy way. Such systems were called quantum
point contact (QPC) devices and they were made by shaping the two-dimensional
electron gas (2DEG) with gate electrodes [145] to form narrow constriction.

Noise studies of QPC revealed 1/f type noise with either clearer 1/f or a
more Lorentzian spectrum and the origin of the noise was related to switching
between two or more states of an electron trap [145, 155, 156] and is hence
attributed to RTN. These switching events affect the transmission and reflection
probabilites and hence modulate the conductance. Dekker et al. [155] suggested
that trap states near the contact will induce a fluctuating electric field acting as
a local gate so noise Sg o« (6G/des)? x (0G/8V,)?, where €; is the Fermi energy
in the effective part of the contact.

5.5 1/f noise in carbon nanotubes

The first noise study of individual CNTs was published in 2000 by Collins et
al. [157]. Beside individual tubes they studied also nanotube networks with
different thicknesses. They noticed unexpectedly large noise levels and a Hooge
constant many orders of magnitude larger than expected in Hooge’s law. They
attributed the origin of the noise to surface fluctuations as distinguished from
the bulk fluctuations. After that more studies of 1/f noise have been done
and the source of the noise has been attributed to both number [158, 159] and
mobility [160-162] fluctuations.

RTN is quite common in CNTs [163, 164] as they are one realization of
nanoscale FETs. RTN have been found from both metallic and semiconducting
tubes with current variability as high as 50 % reaching even to the ON-state
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where the noise have the smallest value. The origin of the RTN in CNTs is
consistent with the models of trapping and detrapping of charges at the interface
and verified also for ballistic CNT devices [165]. In multiwalled tubes, however,
RTN was also ascribed to the fluctuations at the contact [166].

5.5.1 Diffusive transport models

Since Hooge’s relation (5.7) states that the noise is inversely proportional to the
number of charge carriers N, and on the other hand in one dimensional FET
working in the ON-state [160] N, = ¢,L|V,—Vis|/e (¢4 is the gate capacitance per
unit length, L the device length, V, the gate voltage, V};, the threshold voltage of
the FET and e electronic charge) the inverse noise magnitude can be rewritten
as

1 _ Ve = Vil / (5.11)

A e
and therefore 1/A o |V, — Vj;| for mobility fluctuations and 1/A4 o |V, — V;;|? for
number fluctuations (o oc 1/|V, — Vip|). Ishigami et al. [160] showed that their
semiconducting individual SWNT's with channel lengths from microns to tens of
microns measured in ultra-high vacuum follow the mobility fluctuation model.
Furthermore, they noticed that the coeficient D = ¢,L/a e is proportional to
the channel length as expected for diffusive transport.

Briman et al. [158] on the other hand, ended up at the opposite conclusion
and stated that the noise originated from number fluctuations. They minimized
interface effects by using an electrolyte gate. They also used nanotube networks
instead of individual tubes with relatively large distance between source and
drain electrodes. The main conclusion was that since A/R, where A is the noise
parameter and R the device resistance was dependent on gate voltage (which
furthermore reduces so that A/R o< ayy), the noise has to originate from number
fluctuations. Actually they distinguished two different noise sources that come
from the surrounding environment and from the nanotube channel itself and
claimed that their setup probes the noise from the nanotube itself.

The abovementioned studies were done in the diffusive transport regime.
However, especially single walled nanotubes have long mean free paths and are
hence regarded as ballistic conductors. On the other hand, SWNTs will form
noticeable Schottky barriers at the metal electrode interface and they operate
as Schottky barrier (SB) FETs [16, 18, 67]. Lin et al. [159] studied such Schot-
tky barrier FETs working in the ballistic or close to ballistic i.e. quasi-ballistic
regime made of individual semiconducting SWNTs. They showed that the noise
followed Hooge’s relation (5.7) with the Hooge constant comparable to many
bulk materials and that the relation is valid also for ballistic transport. Further-
more they attributed the origin of the noise to the carrier number fluctuations
and the relatively large noise levels to the small total amount of charge carriers
in the 1D system.
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5.5.2 Charge noise model

About one year later in 2007 Tersoff [167] made a study of noise in ballistic FET's
using simulations and Lin’s data [159]. Since diffusive transport models don’t
have theoretical basis in ballistic systems (even though they could explain noise
reasonable well), he proposed a charge noise model which has its origin in noise
of ballistic conduction done in quantum point contacts in the early 90’s [155].
The same analysis is valid regardless of having Schottky barriers or not at the
contacts. In both cases the fluctuations affect to transmission probability either
at the contacts or then at the channel itself. The normalized spectral density of
the noise can be presented as

S]_ 2 2 dln]d 2
ﬁ_ysg< v > : (5.12)

where v describes either the intrinsic electrostatic fluctuations at the SB contact
or the fluctuation of the barrier along the channel (channel-limited FET) since
in channel-limited CNT-FETs the Fermi level at the channel can be modulated
with the gate voltage and hence the channel itself acts as a tunnel barrier.

The analysis carries very well over the subthreshold region as seen in figure
5.4 (b) (dashed line) even though it is derived by making many simplifications.
As seen, the slope is correct but the coefficient 7253 is adjusted to shift the
data vertically. Equation (5.12), however, doesn’t seem to explain the data very
well, when the device is switched to the ON-state and the current starts to sat-
urate. The given explanation according to Tersoff was that the analysis didn’t
take into account any scattering in the channel but just the SB contacts itself.
And furthermore, fluctuations of the charge traps will induce fluctuations to the
transmission probability also in truly ballistic devices as described in subsection
5.4. Therefore a model of two resistors in series is introduced: the other one
the charge noise term describing either the fluctuations to the contacts or to
the channel (that holds in the subthreshold region) and the other one the noisy
resistor independent from the gate voltage. This is justified because the trans-
mittivity of the contacts and the transmittivity of the channel can be handled
separately being in series. In the linear regime then the effect of the channel is
equivalent to adding classical noisy resistance. The interpretation of the noisy
resistor for the SB-device is that in the ON-state the contacts become more
transparent and the effects of the channel cannot be neglected (e.g. scattering
in quasi-ballistic devices). In the channel-limited case the interpretation is not
that straightforward and the second term might come either from the contact
or from the channel so the noise might have a different original mechanism that
is dominating in the given region. Adding the noisy resistor in the analysis we

get,
S[ 2 2 d In ]d 2 2
=78~ ) i (5.13)
where o, = A.(R./V;) and A. = (0R.)?/R? is the noise parameter of a classical
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Figure 5.4: Comparison of theory with experiment (Lin et al.[159]) for noise
in a CNT SB-FET. (a) Circles are measured current Iy vs V,. Solid line is
a smooth fit to allow differentiation. (b) Circles are measured noise A vs V.
Dashed curve is equation (5.12), the predicted noise for a ballistic SB-FET;
the coefficient giving the overall magnitude (a vertical shift on this log scale)
is the only adjustable parameter. Solid curve is the same prediction including
additional scattering (modeled as a series resistor) as in equation (5.13), with one
additional parameter chosen to fit the noise in the high-current regime. Adapted
with permission from reference [167].

resistor. As seen from figure 5.4, equation (5.13) fits well in the entire range.
Tersoff verified the accuracy of the model also for the channel-limited FET where
the SBs were minimized using local gates underneath the contacts [167]. Soon
later, Mannik et al. [168] reported noise behavior following a charge noise model
in liquid-gated SWNT-FETs. They concluded that in this case the origin cannot
be the gate oxide but rather some other charge fluctuations in the vicinity of
the tube. The same group also validated the model for liquid-gated graphene
transistors [169] after that.

5.5.3 Noise in MWNTs

Roschier et al. [170] in 2001 studied a noise in MWNT-SET (single electron
transistor). They tried to minimize the interface effects caused by the oxide by
fabricating hanging tubes i.e. depositing tubes on top of the contacts. They got
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total noise levels comparable to state-of-the-art metallic devices and concluded
that white noise will dominate the noise in frequencies above 3 kHz. Next year
Quacha et al. [171] studied noise properties of MWNT and made the conclu-
sion that the noise indeed is 1/ f-type originating from conductance fluctuations.
Tarkiainen et al. [166] studied the noise also at low temperatures. They observed
RTN at low temperatures and concluded that the noise was originating mainly
from the CNT-metal contact. All the previous studies were made, however, in
nanotubes larger than 10 nm or channel lengths so long, that the devices were
working in the diffusive transport regime (channel length > 1 pm). Lassagne et
al. [172] studied tubes with diameters ranging from 3 — 15 nm. Their high qual-
ity quasi-ballistic MWN'T’s were demonstrated to be low-noise conductors with
the noise originating from extrinsic sources, probably from the contacts. The
temperature studies of noise in MWN'Ts reveals that the noise is temperature
independent for quasi-ballistic tubes [172] but decreases by a factor of 10 — 100
in diffusive tubes [166] which is also consistent for diffusive SWNTs [162]. None
of these studies, however, concentrated on the actual noise mechanisms and were
interpreted by using diffusive noise models.

5.6 Results

In this work, low-frequency noise properties of small-diameter MWNTs were
studied. In general, there are very few systematic studies of even electrical
transport [173] not to mention noise in such nanotubes. More studies have
been done in larger diameter MWNTs (> 10 nm), e.g. [55, 174, 175]. Usually
such devices are more disordered leading to diffusive transport. Most of the
electrical current in MWNTSs is carried by the outermost tube layer when using
normal top contacts but intershell effects also attribute to the conduction leading
to unexpected quantum conductance through the system even with fractional
values of quantum conductance [176]. On the other hand values of even ~ 400 G
have been obtained in large diameter MWNT's using end contacts forming ohmic
contacts to all the different shells in the tube [177].

Intermediate sized nanotubes (d < 10 nm) were chosen since such tubes are
reaching ballistic limit, have negligible or small Schottky barriers at the contacts
which is an unexplored field in the CNT literature. In principle these tubes in
low temperatures leads to the realization of truly channel-limited FETs offering
a good platform to study noise in ballistic systems. The samples were fabricated
as described in section 2.4 and the measurements were performed using a similar
kind of setup as in section 2.5.1. Now just a low pass filter is applied to the
setup after the current preamplifier to remove any aliasing effect. A voltage
preamplifier (DL instruments 1201) was used for that purpose. The time series
with different gate voltages were recorded using a 250 Hz bandwidth with a
LabView program and Matlab was used furthermore to analyze the data. The
details of the measuured tubes are given in table 5.1.
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Table 5.1: Diameter d, channel length Lo, ON-state resistance Roy, fitting
parameter 7S, (p-side), fitting parameter o, (p-side) and gate capacitance ¢,
per unit length for three measured devices and one from ref. [159]

d LC RON ’}/Sg Qe Cy

(m)  (um) (k)  (meV) (1/Hz)  (pF/m)
Tube A 7.1 130 6.2 0.5 1x10? 42
Tube B 6.0 420 18.4 0.6 5x10° 41
Tube C 3.0 390 15.0 0.3 4x10° 36
Tube D 7.1 270 10.0 0.3 5x10* 42
Ref. [159] 1.8 600 ~ 10 7.0 - 70

Typical noise spectra are seen in figure 5.5 where the power spectral density
of current is shown as a function of frequency at different bias and gate voltage
values. In some values the spectrum is more 1/f type as other values reveal a
Lorentzian line shape pointing towards two-level fluctuations i.e. RTN. Basic
transport measurements with gate curves were carried out and the functional
dependence of I,4(V,) was found to be exponential in the subthreshold regions.
Furthermore, the noise was recorded as a function of gate voltage (see figure 5.6).
The normalized noise was obtained by averaging over a 20 — 40Hz frequency
octave. Interestingly the normalized noise was found to be one to two orders of
magnitude lower than reported in SWNTs [159-162] and one order of magnitude
lower than previously studied in quasi-ballistic MWNTs [172]. The lower noise
in MWNT-FETs might be owing to the larger diameter of the tubes as the
sensitivity of the current through the CN'T channel on individual traps is reduced
compared to SWNTs.
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Figure 5.5: Current power spectral density S; as a function of frequency for
tube A at various V4 and V, voltages. (a) Noise spectra following 1/f line
shape (indicated by the dashed line). (b) Noise spectra revealing Lorentzian
line shapes. The continuous curves are Lorentzian fits to the data.
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Figure 5.6: (a) Smoothed source-drain current as a function of gate voltage for
tube A (dots) and exponential fit to the data (red curve). Gate curve is measured
with 1 mV bias voltage. (b) Normalized noise amplitude vs. gate voltage for the
same device. Dots are the experimental data, dashed lines fits made by using
charge noise model and solid lines using charge noise model including noisy
resistor.
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5.6.1 The McWhorter model

We can analyze the noise in the framework of the McWhorter model by study-
ing its gate voltage dependence. As described in the section 5.5.1 the inverse
normalized noise 1%/S; is proportional to |V, — Vj;|? in the case of number fluc-
tuations AN and |V, — V4;| in the case of mobility fluctuations dp. Therefore,
plotting the inverse noise on a log — log-scale as a function of |V, — V4| will
provide an approximation of the exponent of |V, — Vj;| and thus discrimination
between AN and Ay models and even the applicability of the whole McWhorter
model. The plotting is done in figure 5.7. The exponent is 1.89 from 1 to 10

Figure 5.7: Inverse noise magnitude of tube A as a function of |V, — Vj;,| for
p-side (black dots, Vi, = 7V) and for n-side (red dots, Vi, = 12V). Solid lines
are liner fits to the experimental data revealing the exponents. Two different
exponents (1.89 and 0.41) are present in the p-side and one value of 1.12 in the
n-side.

Volts. This could be a sign of number fluctuations. On the other hand in the
high voltage regime, the exponent deviates significantly from the expected value
of 2 (0.41 £+.15). This is in clear disagreement with the McWhorter model. In

93



the n-side the exponent 1.12 could indicate mobility fluctuations as the source
of noise. However, the voltage range is fairly small on the n-side so the behavior
in the high voltage regime might stay hidden. Let’s determine the coefficients
from equation (5.10) as D := CyL./age. The gate capacitance of the tube can
be estimated from C, = 2mege, /In (4h/d), where €, is the dielectric constant,
d the tube diameter and h the thickness of the gate oxide. If taking as the
literature value for ay [160] of ~ 1072 and other parameters as in table 5.1, we
get the value of ~ 107% which is many orders of magnitude off from experimen-
tally obtained values of 1.5-107 for n-side and 5-107 for p-side. Based on the
observed facts, it is clear that the McWhorter model fails to explain the noise in
our devices. It should not come as surprise since the devices are working in the
ballistic region. The noise magnitude seems to be independent from the channel
length in the studied range (see table 5.1) which also supports the evidence of
ballistic conduction.

5.6.2 The charge noise model

Next we analyze the results by using the charge noise model. First, an exponen-
tial fitting is done to the obtained I,4(V}) curve which is furthermore differenti-
ated. The parameter 7S, is used to fit the data in the subthreshold region. As
seen from figure 5.6 the fitting is excellent in the subthreshold region. However,
in the ON-state of the p-side the deviation from the noise starts to grow as the
current starts to saturate. By adding the noisy resistor to the analysis, the data
fits well through the whole gate range. In the n-side there is not much of a
difference if adding the second term to analysis which is quite expectable since
gate range and gate modulation are smaller. The analysis is done separately to
the p- and n-sides and thus there is a gap in the data at the OFF-state. The
charge noise model thus explains the noise behavior accurately throughout the
whole gate range.

The fitting parameter .S, (given in table 5.1 for all tubes) is one order
of magnitude smaller than in the analysis done by Tersoff [167] to the data
by Lin et al. [159]. The parameter 7S, is related to the gate capacitance
[168] as 7S, o (1/C,)%S,, where S, is the charge distribution fluctuation. The
capacitance per unit length ¢, for the SWNT used in Lin’s work is over twice
the values obtained for our MWNTs. Since total gate capacitance C; oc L.
and charge distribution S, o< L, (if assuming uniform distribution of fluctuators
along the channel), 7S, « 1/L.. In liquid gated CNT [168] and graphene [169]
transistors such length dependence was observed. However, such observation
was not done here mainly due to the fact that in those liquid gated studies the
channel lengths were varied up to the diffusive regime, which was not the case
in this study.
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5.6.3 RTN

As discussed earlier, the characteristic time 7 of the Lorentzian spectrum can
be expressed as 1/7 = 1/7 + 1/7, where 1/7 and 1/75 are the generation
and recombination times, respectively. The characteristic time is expected to
reduce with applied bias [178] and hence the spectrum shows an evolution from
Lorentzian to 1/f type as a function of source-drain voltage.

Our measured devices exhibit RTN which is quite typical in CNT devices
especially at low temperatures. However, there is no particular V4 or V,; depen-
dence of the RTN but they seem to be distributed randomly throughout the bias
range and gate range from OFF-state to ON-states as seen from figure 5.8. The
current variation in the samples are between 0.1% and 5% being similar than in
typical MOSFETs but lower than in SWNTs [165].

Figure 5.8: RTN signals of nanotube A with different gate and bias voltages.
The data shows random and independent configuration of RTN in respect to
V, and V4. RTN in (a) ON-state (p-side), V, = —24V and V,; = 63mV, (b)
near the subthreshold region (V, = —15V and Vy; = 40mV), (c¢) subthreshol
region (n-side) V, = 15V and V4 = 40mV, (d) ON-state (n-side) V, = 24V and
Via = 100mV.
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5.6.4 Discussion

Overall, the noise behavior is qualitatively similar to SWNTs but the noise
magnitude is smaller than in SWNTs probably because of the larger diameter of
MWNTs. SWNTs being smaller objects are more sensitive to interface effects
leading to larger RTN and noise magnitude. The fluctuations of current can be
explained better by using a charge noise model pointing towards the modulation
of transmission probability in ballistic device as in SWNTs. The McWhorter
model which is used in diffusive systems fails to explain the data accurately.
The crucial factors for optimizing the noise in CNT-FETs seem to be the diam-
eter control and the quality of the gate oxide. A fully suspended structure in
vacuum should therefore result in better low noise transistors. Our results can
be generalized for other types of ballistic nanoscale transistors describing their
noise properties.
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Chapter 6

Conclusions

Combined Raman and transport studies Individual single-walled carbon
nanotube devices were studied by using two mutually independent methods as
is discussed in the papers I-1I and in the chapter 2 of this thesis. With these
two methods it is possible to compare the validity of an individual method and
especially obtain more detailed information about the structure of a single tube.
Raman measurements of one semiconducting SWNT suggest a special resonance
condition which will explain the anomalous intensity ratio of Raman G-band.
Transport measurements of metallic tubes indicate the other tube to exhibit a
small band gap which was furthermore supported by the data obtained from
Raman measurements.

Suspended CNT structures Suspended CNT devices were utilized by bridg-
ing nanotubes across a microfabricated slit. The ultimate goal was to combine
transport as well as optical measurements and electron microscopy on the same
individual device. Unfortunately, further development is needed to make reli-
able electrical contacts to the devices and thus the main contribution of the
author of this thesis was to develop the sample structure and establish CNT
synthesis setup in-house. The sample processing of such tubes is described in
the chapter 3 and papers III-V and chapter 4 presents novel nonlinear optical
measurements together with electron diffraction that have been utilized for the
suspended tubes. The FWM signal from semiconducting SWNT as well as SHG
signal from individual SWN'T was seen for the first time and furthermore, FWM
imaging of nanotubes were presented. Overall, the designed sample structure
is advantageous in basic research since it allows to perform electrical transport
measurements and optical spectroscopy to a tube with known electronic struc-
ture.

1/f noise from MWNTs Paper VI and chapter 5 deals with 1/f noise
in multiwalled carbon nanotube FETSs. The results suggest that intermediate
sized MWNTSs have similar transport properties compared to SWNT's exhibiting
quasi-ballistic transport. Thus the proper model explaining the 1/f noise char-
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acteristics has to be a ballistic model opposite to the McWhorter model which
has its origin in diffusive transport. Our results verify that the noise behavior
can indeed be explained very well by using the charge noise model which has
its origin in ballistic transport. Furthermore, the noise magnitude is around
two orders of magnitude smaller than in SWNTs. These results give important
information about noise properties of channel-limited ballistic transistors and
can be utilized in the future on different ballistically conducting devices.
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