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The work presented in this thesis concentrates on the development of the FURIOS laser ion source towards efficient and selective production of low energy radioactive ion beams. This includes design and development of the ion guide and hot cavity catcher systems for laser ion source use, and the development of in-source and in-jet laser spectroscopy techniques. The work has been carried out at the IGISOL facility in the Accelerator laboratory of the University of Jyväskylä.

The FURIOS facility was upgraded and developed during the move to the IGISOL-4 facility. The laser transport was greatly improved in order to allow a large fraction of the initial laser intensity to be transported into the gas cell at the IGISOL-4 frontend. The careful design of the IGISOL frontend and the FURIOS facility enable the laser ion source to be utilized efficiently for the production of radioactive ion beams at IGISOL-4.

Additionally, in order to overcome the deficiencies of the standard IGISOL ion guide design under on-line conditions, an ion guide based on an original design by the LISOL group in Leuven has been adapted the IGISOL. The shadow gas cell allows efficient resonance laser ionization in a gas cell under on-line conditions. The transport efficiency of the ion guide was determined using $\alpha$ recoil source. Additionally, the principal operation of the ion guide was demonstrated under pseudo-on-line conditions utilizing resonance laser ionization.

An inductively heated hot cavity catcher laser ion source was developed based on existing electron bombardment heated thermal ionizer design in collaboration with the JYFL ECR group. The motivation behind the development of a new type of
recoil catcher at IGISOL is the production of rare isotope of silver, $N=Z{ }^{94} \mathrm{Ag}$. The evacuation time for the silver atoms from the catcher was measured to be less than 10 ms at a relatively low temperature of $1200^{\circ} \mathrm{C}$. Though the hot cavity catcher ion source principle was demonstrated, the commissioning experiment showed the need to further develop the catcher in order to improve the beam quality and ionization efficiency.

Lastly, in gas-jet spectroscopy in the form of the LIST approach was studied. Different ion guide nozzles were compared in order to find a nozzle that would produce long collimated gas jets for the use of the LIST approach. A de Laval type nozzle was found out to be the most promising, being able to produce a well collimated jet spanning a distance of 14 cm . The jet temperature was measured to be very low, which when combined with the low pressure, makes a very attractive environment for laser spectroscopy.
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## 1. Introduction

Nuclear physics has advanced considerably since the discovery of the nucleus by Rutherford in 1911 with most of the stable and a large number of radioactive isotopes having been discovered and studied. The current nuclear landscape, presented in Fig. 1.1 consists of over 3000 known isotopes [1], most of which are radioactive. Modern nuclear physics techniques probe the properties of exotic isotopes far away from stability, rare isomers, and the very heavy elements among which stable or nearly stable elements might still exist. Exotic nuclei are mainly produced in nuclear reactions in which a high energy beam from a particle accelerator interacts with a target. In these reactions a large number of different nuclei are produced, most of them contributing to so-called contamination. In order to detect the rarest of the nuclei, the isotopes must be separated from each other. Two main techniques exist for producing and separating radioactive isotopes, the in-flight and the Isotope Separation On-line (ISOL) method [2]. As the name implies, in-flight separators select the isotopes of interest as they are propagating through vacuum using a combination of magnets and electric fields. The ISOLtechnique on the other hand first stops the reaction products, re-ionizes them and uses a mass separator to produce a beam containing the isotope of interest.

One of the means of selectively enhancing the isotope of interest is via resonant laser ionization [3], whereby an atom is excited step-wise and ionized using a combination of two or more lasers. This method is highly element selective hence, when combined with a mass separator, can be used to produce pure isotopic beams free from isobaric background. The method has been used for years at the Isotope Separator on Line (ISOLDE) where the Resonance Ionization Laser Ion Source (RILIS) is used to produce radioactive beams for the majority of experiments. Today, numerous laser ion sources are operational both at off-line and on-line laboratories [4]. While these ion sources typically utilize either high repetition rate solid state Titanium Sapphire (Ti:sapphire) or medium/high repetition rate dye lasers, combinations of these exist. This thesis discusses the implementation of a Ti:sapphire -based laser ion source at the IGISOL facility.

Since the initial proposal [5 6], laser ion sources at radioactive ion beam facilities have been typically coupled with hot cavities as the hot target approach was the standard


Figure 1.1. Segre chart showing the nuclear landscape containing the stable isotopes (black) and the radioactive isotopes. Colour coding as follows: $\beta^{-}$and $\beta^{+}$radioactivity is marked in cyan and magenta, respectively, $\alpha$-activity is in yellow, spontaneous fission is marked in green and proton and neutron radioactivity in orange and violet.
way of releasing reaction products from the thick target. Existing and upcoming laser facilities at ISOLDE RILIS [7-9], TRI-University Meson Facility (TRIUMF) TRIUMF Resonant Ionization Laser Ion Source (TRILIS) [10], Le Grand Accélérateur National d'Ions Lourds (GANIL) GANIL Ion Source using Electron Laser Excitation (GISELE) 4 11, Investigation of Radioactive Isotopes on Synchrocyclotron (IRIS) RILIS [12], Holifield Radioactive Ion Beam Facility (HRIBF) RILIS [13], Accélérateur Linéaire auprès du Tandem d'Orsay (ALTO) [14] at the Institut de Physique Nucléaire d'Orsay (IPN) and Selective Production of Exotic Species (SPES) [15] couple a laser ion source with a hot cavity.

The RILISion source at Organisation européenne pour la recherche nucléaire (CERN) ISOLDE facility is the seminal and longest running laser ion source station among the on-line facilities [7]. The radioactive isotopes are produced in nuclear reactions driven by a 1 GeV proton beam from the CERNPS-Booster synchrotron accelerator impinging on a thick uranium-carbide target [16]. Following diffusion and transport
from the target, the laser ion source facility is used to ionize the selected isotope. RILIS was initially a high repetition rate dye -laser based facility but has been recently fitted with a complementary Ti :sapphire -based solid state laser set-up [8]. In addition, the old Copper Vapour Laser (CVL) pump lasers have been replaced with modern Neodymium-doped Yttrium Aluminium Garnet (Nd:YAG) lasers [17]. The facility is nowadays used to produce $50 \%$ of the beams at ISOLDE and can resonantly ionize 31 elements of the periodic table [9] with ionization efficiencies ranging from 0.1-30 \% [18].

Another ISOLfacility that utilizes resonance laser ionization for on-line isotope production is the TRIUMF Isotope Separator and Accelerator (ISAC) facility [19]. High intensity exotic beams are produced in similar manner as at ISOLDE A 500 MeV proton beam from the $\mathrm{H}^{-}$cyclotron drives nuclear reactions in a thick hot target. The evaporated reaction products are ionized using various means including an Electron Cyclotron Resonance Ion Source (ECRIS) or a Forced Electron Beam Induced Arc Discharge (FEBIAD) A more selective way of ionization is to use the TRILIS laser ion source [10]. The TRILIS is a Ti:sapphire -based laser system pumped by an Nd:YAG laser operating at 10 kHz with additional harmonic generation to extend the wavelength range. Besides acting as a production source, the TRILISfacility has been used, for example, to perform resonance laser ionization on silver, actinium, radium and astatine.

GISELE at GANIL is a prototype laser ion source for the upcoming "Système de Production d'Ions Radioactifs en Ligne" - generation 2 (SPIRAL2) facility [11]. SPIRAL2 will utilize neutron-induced fission, rather than direct primary beam induced fission, in a uranium-carbide target for the production of radioactive ions. In the new facility, the target station may operate up to 4 months without a break during which time manual intervention is impossible. This calls for very reliable ion sources and therefore a low maintenance and reliable Ti:sapphire -based laser ion source is among those chosen.

The Ti:sapphire lasers described above have been developed by the LAser Resonance Ionization Spectroscopy for Selective Applications (LARISSA) group at the University of Mainz. The group has pioneered the applications of Ti:sapphire lasers used in laser ion sources and a similar system has been adopted for the FURIOSfacility at IGISOL In addition, HRIBF 20] at Oak Ridge has acquired three commercial Ti :Sapphire lasers for the RILIS which has recently been commissioned on-line and provided pure ${ }^{83-86} \mathrm{Ga}$ beams to the Low Energy Radioactive Ion Beam Spectroscopy Station (LeRIBS) 13].

The IRIS facility at Gatchina [12] utilizes the ISOL method and a 1 GeV proton beam from the Petersburg Nuclear Physics Institute (PNPI) synchrocyclotron to produce radioactive isotopes. The laser system incorporates CVL pumped dye lasers operating at 11 kHz and offers a fundamental wavelength range of 530 nm to 850 nm which can be expanded with harmonic generation.

During the early 1990's the resonant laser ionization method was extended to gas cells and later to IGISOL based on-line facilities. Resonant ionization in a gas cell was first demonstrated [21] and further pioneered at the Leuven Isotope Separator On-Line (LISOL) facility [22] at Louvain-la-Neuve in Belgium. Besides being much less chemically selective than ISOL systems, the ion guide offers a more attractive environment for in-source laser resonance spectroscopy. The method has since been applied to the IGISOL facility at Jyväskylä in the form of the FURIOS laser ion source. Such an ionization mechanism will also play a major role in the upcoming fragmentation facilities including $S^{3}$ at GANIL and the PArasitic RI-beam by Laser Ionization Source (PALIS) facility at Rikagaku Kenkyūjo (RIKEN) [23].

This thesis is divided into six chapters. Chapters two and three introduce the basic theory of laser physics, laser ionization and the IGISOL-3 facility with the main experimental tools and facilities. The basic principles for both the high precision Penning trap mass spectrometer and the collinear laser spectroscopy station are presented. Lastly, the new IGISOL4 facility is briefly highlighted.

Chapter four describes the FURIOS facility and the applications, namely, in-gas cell laser ionization and spectroscopy. The recent achievements on resonant laser ionization spectroscopy in a shadow gas cell are presented. During the course of the studies, the FURIOS facility was moved to the IGISOL4 location and hence the chapter also discusses the upgrades to the FURIOS set-up as well as the general considerations that went into the construction of the new laser ion source laboratory at IGISOL4.

The development of the Laser Ion Source Trap (LIST) method is discussed in Chapter five, particularly the shaping of gas jets. The visualisation of the jets as well as shaping using both pressure optimization and nozzle design is presented.

The final chapter presents the development of a hot cavity laser ion source for the production of $N=Z{ }^{94} \mathrm{Ag}$. The motivation of using a hot cavity catcher rather than an ion guide for this particular nucleus is presented along with the culmination of the development process, an inductively-heated hot cavity catcher laser ion source. This new type of catcher is presented in detail with results from a recent commissioning experiment.

The thesis covers the applications of resonant laser ionization at IGISOL using hot cavity and gas cells. The work is based on the following enclosed articles, three of which have been published and one which is in preparation:

I: M. Reponen, I.D. Moore, T. Kessler, I. Pohjalainen, S. Rothe and V. Sonnenschein Laser developments and resonance ionization spectroscopy at IGISOL Eur. Phys. J. A (2012) 48: 45

II: M. Reponen, I.D. Moore, I. Pohjalainen, T. Kessler, P. Karvonen, J. Kurpeta, B. Marsh, S. Piszczek, V. Sonnenschein, J.Äystö

Gas jet studies towards an optimization of the IGISOL LIST method
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## 2. Theory

### 2.1. Laser

Light Amplification by Stimulated Emission of Radiation, commonly known as a laser, is a versatile tool for research due to a number of attractive characteristics. A laser beam can be described as having properties such as monochromaticity, coherence, directionality and brightness, each of which sets it apart from conventional light sources. In addition to numerous technical applications, lasers have been used to study subjects ranging from material properties or shapes of atomic nuclei to gravity waves predicted by general relativity.

### 2.1.1. Fundamental physics of lasers

A laser is a device in which, under suitable suitable conditions, a light wave is amplified as it passes through active material. If the light is confined in a resonator and the active material is pumped to a suitable excited state, the light starts to oscillate and stimulates transitions, being amplified during each pass through the active material. Lasing does not occur without very special set-ups and though the ground work for the quantum theory of radiation was laid out by Einstein in 1917 [24], a working laser was only realized in 1960 in the form of a ruby laser by Maiman [25].

Lasing has since been demonstrated in metallic vapour [26], for example in copper vapour, in liquids using certain types of dye [27], and in solid state lasers using either dielectric or semiconductor materials [28]. Furthermore, lasing has also been achieved in chemical lasers [29] where chemical reactions provide the photons for lasing and in free electron lasers by stimulated emission of bremsstrahlung of relativistic electrons travelling in a periodic magnetic field [30]. The following theory considers the dielectric solid state lasers such as titanium sapphire ( $\mathrm{Ti}: \mathrm{Al}_{2} \mathrm{O}_{3}$ ) or Nd:YAG from the point of view of resonant laser ionization and it is based on references [26], [31] and 32].

## Absorption, emission and stimulated emission



Figure 2.1. Absorption and spontaneous emission (a), and stimulated emission (b). The energy difference between the levels and the energy of the absorbed or emitted photon is $E_{1}-E_{2}=h \nu$.

Lasers and the basic concepts of light-atom interaction are based on absorption, spontaneous and stimulated emission, presented in figure 2.1. These are so-called radiative transitions whereby the transition is induced by an electromagnetic wave. The transitions can also take place in non-radiative fashion for example by molecular collisions. In absorption, a photon with an energy $h \nu$ transfers an atomic electron from state $|1\rangle$ to state $|2\rangle$ with finite probability if the energy difference between the levels matches the photon energy. Each excited state has a finite lifetime after which the state decays by emitting a photon in a random direction, again with energy $h \nu$.

If an atom is in state $|2\rangle$, an incident photon with energy $h \nu$ can induce a transition $2\rangle \rightarrow|1\rangle$. In this process, called stimulated emission, the incident and emitted photon travel in the same direction with the same phase and energy.

The probability of a transition can be expressed using Einstein's coefficients. These are derived for induced absorption, induced emission and spontaneous emission [32] using Einstein's thermodynamic treatment. The probability per second, $P_{\text {spe }}$, that a photon is spontaneously emitted from state $|2\rangle$ is:

$$
\begin{equation*}
\frac{d P_{s p e}}{d t}=A_{21} \tag{2.1}
\end{equation*}
$$

where $A_{21}$ is Einstein's coefficient of spontaneous emission. It depends only on the transition properties, not on the external field. On the other hand, the stimulated emission probability per second, $P_{\text {ste }}$, is linked to the spectral energy density $\rho(\nu)$
of an external field:

$$
\begin{equation*}
\frac{d P_{\text {ste }}}{d t}=B_{21} \rho(\nu) \tag{2.2}
\end{equation*}
$$

where $B_{21}$ is Einstein's coefficient for stimulated emission. Similarly, the absorption probability per second, $P_{a b s}$, is described by

$$
\begin{equation*}
\frac{d P_{a b s}}{d t}=B_{12} \rho(\nu) \tag{2.3}
\end{equation*}
$$

Here $B_{12}$ is Einstein's coefficient for absorption. The coefficients are linked via the Boltzmann distribution:

$$
\begin{equation*}
N_{i}=N \frac{g_{i}}{Z} e^{-E_{i} / k T} \tag{2.4}
\end{equation*}
$$

and Planck's law of radiation

$$
\begin{equation*}
\rho(\nu) d \nu=\frac{8 \pi \nu^{2}}{c^{3}} \frac{h \nu}{e^{h \nu / k T}-1} d \nu \tag{2.5}
\end{equation*}
$$

where $\nu$ is the radiation frequency, $N$ is the total number of atoms or molecules, $g_{i}=2 J_{i}+1$ is the number of degenerate sublevels, $E_{i}$ is the energy of the $i$ th level, $Z$ is the partition function (not to be confused with the proton number), $T$ is the temperature and $k$ is the Boltzmann constant. Using the Boltzmann distribution (Eq. 2.4) to solve the population density ratio between states $|1\rangle$ and $|2\rangle$ gives

$$
\begin{equation*}
\frac{N_{2}}{N_{1}}=\frac{g_{2}}{g_{1}} e^{-h \nu / k T} \tag{2.6}
\end{equation*}
$$

where $h \nu=E_{2}-E_{1}$.

## A simple laser

If two states $|1\rangle$ and $|2\rangle$ have the same statistical weights $g_{1}$ and $g_{2}$, the induced emission and absorption have the same probability hence effectively making a two level laser impossible. For the successful operation of a laser a population inversion must exist between states $|1\rangle$ and $|2\rangle$. Therefore $N_{2}>g_{2} N_{1} / g_{1}$ and thus the active medium should no longer act as an absorber but allow stimulated emission to dominate over spontaneous emission (see Eq. 2.6), acting as an amplifier. In a suitable resonator configuration this leads to an increase in the photon flux $F$, such


Figure 2.2. The basic idea of a laser. Mirrors M1 and M2 form a resonator and the photon flux $F$ is amplified by an amount $d F$ during distance $d x$ in the active material. The mirror M2 is $\sim 100 \%$ reflective while M1 is partially reflective to allow a fraction of the laser light to exit the resonator.
that $d F / d x>0$ where $d x$ is an infinitesimal distance travelled by the light beam in the active medium (see Fig. 2.2).

In order to calculate the flux change within a resonator the transition rates (Eqs. 2.1-2.3) need to be written as transition probabilities [31]:

$$
\begin{align*}
& {\frac{d N_{2}}{d t}}_{\text {spe }}=-A N_{2}  \tag{2.7a}\\
& {\frac{d N_{2}}{d t}}_{\text {ste }}=-\sigma_{21} F N_{2},  \tag{2.7b}\\
& {\frac{d N_{1}}{d t}}_{a b s}=-\sigma_{12} F N_{1}, \tag{2.7c}
\end{align*}
$$

where $\sigma_{i}$ is the cross section for either the stimulated emission (ste) or for the absorption ( $a b s$ ). When a photon flux $F$ travels through the active medium it changes by an amount $d F$, depending on the difference between the rates of absorption and emission, during a distance $d x$. For a beam with area $S$ the change in the photon number after distance $d x$ is $S d F$. On the other hand as both stimulated emission and absorption take place within a volume $S d x$ and the difference between these processes must correspond to $S d F$, the flux change can be written in the form

$$
\begin{equation*}
S d F=\left(\sigma_{21} N_{2}-\sigma_{12} N_{1}\right) S d x \tag{2.8}
\end{equation*}
$$

Assuming the levels $|1\rangle$ and $|2\rangle$ to be $g_{1}$ - and $g_{2}$-fold degenerate, respectively, the absorption and stimulated emission rates are related by

$$
\begin{equation*}
g_{2} \sigma_{21}=g_{1} \sigma_{12} \tag{2.9}
\end{equation*}
$$

which allows the flux change to be written as

$$
\begin{equation*}
\frac{d F}{d x}=\sigma_{21} F \underbrace{\left\{N_{2}-\frac{g_{2} N_{1}}{g_{1}}\right\}}_{\text {Population Inversion }} . \tag{2.10}
\end{equation*}
$$

For a simple two mirror laser resonator presented in Fig. 2.2 the laser beam intensity $I^{\prime} \propto F^{\prime}$ after one round trip in the cavity can be written with the help of Eq. 2.10 31] as

$$
\begin{align*}
& I^{\prime}=I \underbrace{\left(e^{\sigma\left(N_{2}-\frac{g_{2} N_{1}}{g_{1}}\right) l}\right)}_{\text {Gain }} \underbrace{\left(1-L_{i}\right)}_{\text {Loss }} \underbrace{\left(1-a_{1}-T_{1}\right)}_{\text {Mirror } 1} \times \\
& \underbrace{\left(e^{\sigma\left(N_{2}-\frac{g_{2} N_{1}}{g_{1}}\right) l}\right)}_{\text {Gain }} \underbrace{\left(1-L_{i}\right)}_{\text {Loss }} \underbrace{\left(1-a_{2}-T_{2}\right)}_{\text {Mirror } 2}, \tag{2.11}
\end{align*}
$$

where $e^{\sigma\left(N_{2}-\frac{g_{2} N_{1}}{g_{1}}\right) l}$ is the flux gained in the active medium of length $l, L_{i}$ is the internal loss per pass in the resonator, $T_{i}$ is the transmission of a mirror and $a_{i}$ is a loss occurring in a mirror. At the threshold of laser operation the intensity $I^{\prime}$ is equal to the initial intensity $I$ hence

$$
\begin{equation*}
\left(1-a_{1}-T_{1}\right)\left(1-a_{2}-T_{2}\right)\left(1-L_{i}\right)^{2} e^{2 \sigma\left(N_{2}-\frac{g_{2} N_{1}}{g_{1}}\right) l}=1 \tag{2.12}
\end{equation*}
$$

By defining a threshold population inversion as $N_{c}=\left\{N_{2}-\frac{g_{2} N_{1}}{g_{1}}\right\}$ and solving Eq. 2.12 for $N_{c}$ gives

$$
\begin{equation*}
N_{c}=-\frac{\ln \left(\left(1-a_{1}-T_{1}\right)\left(1-a_{2}-T_{2}\right)\right)+2 \ln \left(1-L_{i}\right)}{2 \sigma l} . \tag{2.13}
\end{equation*}
$$

By assuming small mirror losses $a_{1}=a_{2}=a$ and $\left(1-a-T_{i}\right) \cong(1-a)\left(1-T_{i}\right)$, and by further defining the logarithmic internal loss of the cavity as $\gamma_{i}$, the logarithmic mirror losses $\gamma_{1}$ and $\gamma_{2}$ and the single pass-loss of the resonator cavity as $\gamma$ :

$$
\begin{align*}
\gamma_{1} & =-\ln \left(1-T_{1}\right)  \tag{2.14}\\
\gamma_{2} & =-\ln \left(1-T_{2}\right)  \tag{2.15}\\
\gamma_{i} & =-\left(\ln (1-a)+\ln \left(1-L_{i}\right)\right)  \tag{2.16}\\
\gamma & =\gamma_{i}+\frac{\gamma_{1}+\gamma_{2}}{2} \tag{2.17}
\end{align*}
$$

Eq: 2.13 can be expressed as

$$
\begin{equation*}
N_{c}=\frac{\gamma}{\sigma l} . \tag{2.18}
\end{equation*}
$$

This equation states that the critical population inversion, hence the threshold for the laser operation, is directly proportional to the cavity losses $\gamma$ and inversely proportional to the length of the active medium $l$ and the absorption coefficient $\sigma$. For example, from Eq. 2.18 it is clear that the longer the active medium, the lower the critical population inversion and thus pump rate required to initiate laser action.

### 2.1.2. Laser pumping

As stated earlier, a two level laser cannot be made to work due to stimulated emission and absorption compensating each other. Hence a laser requires an excitation scheme involving more than two levels so that a population inversion can happen between two states in the scheme. For example, a Ruby laser is a three-level laser with a narrow emission band [33], an Nd:YAG [34] laser is a four level narrow band laser whereas a Ti:sapphire 35] laser is a broadband four level laser.

The transitions in both the three and four level scheme follow the same principle, namely excitation to a high-lying state $\left|1_{\text {pump }}\right\rangle$ that decays fast to a long-living


Figure 2.3. (a.) A basic four level laser energy scheme and (b.) a representation of titanium sapphire energy levels relevant for lasing [33]. The pump laser excites electrons from the lowest level in the ${ }^{2} T_{2}$ state to the vibrational levels ${ }^{2} E$ which quickly decay by collisions to the lowest vibrational level in that state. Lasing takes place between this level and some of the levels in the ${ }^{2} T_{2}$ state which further decay quickly to the ground level.
state $\left|2_{\text {inv }}\right\rangle$. This allows the population inversion to build up between the $\left|2_{\text {inv }}\right\rangle$ state and a state $\left|3_{\text {low }}\right\rangle$ to which it decays 2.3. In three level lasers this state is the ground state while in a four level laser it is a short-lived state or collection of states that decay quickly to the ground state.

The pump transition can be made in many ways depending on the energy and absorption band of the active material. The pumping processes can be categorized into four classes; optical pumping, electrical pumping, chemical pumping and gas dynamics pumping. Optical pumping and, more precisely, laser pumping is discussed in the following as it is the most relevant process for this thesis.

The Nd:YAGlaser is one of the most common lasers used in industry and research. It is an optically (flashlight_or diode) pumped laser used in high power Continuous

Wave (CW) or in high energy pulsed laser applications. In research the Nd:YAG laser is widely used for pumping tunable lasers.

Threshold pump power is an important property on an laser resonator. It tells how much energy needs to be put into the laser resonator in order to initiate the laser action. Lasers with higher efficiency typically have a lower threshold pump power. Assuming a Gaussian pump beam distribution, the threshold diode pump power for longitudinally pumped laser can be written as

$$
\begin{equation*}
P_{t h}=\frac{\gamma}{\eta_{p}} \frac{h \nu_{p}}{\tau} \frac{\pi\left(\omega_{0}^{2}+\omega_{p}^{2}\right)}{2 \sigma_{e}}, \tag{2.19}
\end{equation*}
$$

where $\eta_{p}$ is the total pump efficiency, $\tau$ is the average lifetime of the upper laser level $\nu_{p}$ is the pump laser frequency, $\omega_{p}$ is the pump spot diameter, $\omega_{0}$ is the beam waist of the $\mathrm{TEM}_{00}$ lasing mode and $\sigma_{e}$ is the effective stimulated emission cross-section. Similarly, threshold diode power for a transversely pumped laser becomes:

$$
\begin{equation*}
P_{t h}=\frac{\gamma}{\eta_{p}} \frac{h \nu_{p}}{\tau} \frac{\pi r^{2}}{\sigma_{e}\left(1-e^{1-\left(2 r^{2} / \omega_{0}^{2}\right)}\right)} \tag{2.20}
\end{equation*}
$$

where $r$ is the laser rod radius.
As an example, Eq. 2.20 can be applied to the Nd:YAGlaser used at FURIOS as a pump laser. The laser (Lee Laser LDP-200MQG) is pumped transversally with laser diodes and it can be operated either in CW or pulsed mode. The laser resonator, in CW mode, consists only of the Nd:YAG crystal between two planar mirrors.

While most of the laser parameters needed to calculate the threshold pump power are available, the logarithmic internal loss $L_{i}$ used in Eq. 2.16 remains unknown. In order to extract this value the output power from the laser should be measured with several output couplers with different transmission factors as in the method of Findlay and Clay [36]. Therefore, an internal loss of $L_{i}=5 \%$ was used to calculate $\gamma$ based on Ref. [31].

First, the single pass loss of the resonator cavity $\gamma$ is calculated using Eq. 2.17. The output coupler of the Lee laser has a reflectivity of $80 \%$, hence $\gamma_{1}=-\ln (0.8)$. Assuming the high reflector to have a reflectivity of $100 \%, \gamma_{2}$ becomes $\sim 0$. By further neglecting the mirror absorption losses $a$ and using the $5 \%$ value for internal losses $L_{i}$, the single pass loss becomes

$$
\begin{equation*}
\gamma=-\ln (0.95)-\frac{\ln (0.8)}{2} \approx 0.163 \tag{2.21}
\end{equation*}
$$

Using the typical diode pump efficiency, $\eta_{p}=30 \%$ [33], a diode wavelength of 808 nm , an Nd:YAG upper level lifetime $\tau=230 \mu \mathrm{~s}$, emission coefficient $\sigma_{e}=$ $2.8 \cdot 10^{-19} \mathrm{~cm}^{2}$ [31] and a Nd:YAGrod radius of 2 mm , the pump power threshold can be calculated. By further assuming that the the pump spot beam waist $\omega_{0}$ is considerably smaller than the Nd:YAG crystal radius $r$, the $\left(1-e^{1-\left(2 r^{2} / \omega_{0}^{2}\right)}\right)$ term in Eq. 2.20 becomes 1, yielding

$$
\begin{equation*}
P_{t h} \approx \frac{0.163}{0.3} \frac{6.626 \cdot 10^{-34} \mathrm{Js} \frac{3 \cdot 10^{8} \mathrm{~m} / \mathrm{s}}{808 \mathrm{~nm}}}{230 \mu \mathrm{~s}} \frac{\pi \cdot(2 \mathrm{~mm})^{2}}{2.8 \cdot 10^{-19} \mathrm{~cm}^{2}}=260 \mathrm{~W} . \tag{2.22}
\end{equation*}
$$

The calculated value for the diode electrical power of about 260 W , is close to the experimental value of 220 W extrapolated using factory data for CW operation. However, this should be treated with caution as it was extracted by multiplying the given diode current values with an extrapolated diode array voltage.

### 2.1.3. Laser characteristics

In order to investigate more specific lasing behaviour this section discusses a four level CW laser using rate equations, followed by a brief look at a pulsed laser. The system covered here is highly idealised with approximations that allow a very general demonstration of laser behaviour. It is assumed that the population in the lower laser state $\left|3_{\text {low }}\right\rangle$ and the pump state $\left|1_{\text {pump }}\right\rangle$ is negligible (see Fig. 2.3a). Furthermore, the laser is assumed to be oscillating in a single mode with uniform pump and mode energy distributions without dependence on the location in the active medium. These approximations allow the derivation of so-called spaceindependent rate equations for a four-level laser [31]. For a more accurate analysis of lasers, pass-by-pass methods such as that of Rigrod [37] should be used.

The differential equation describing the population $N_{2}$ in the upper laser state $\left|2_{\text {inv }}\right\rangle$ can be expressed as

$$
\begin{equation*}
\frac{\mathrm{d} N_{2}}{\mathrm{~d} t}=R_{p}-B \phi N_{2}-\frac{N_{2}}{\tau_{N_{2}}}, \tag{2.23}
\end{equation*}
$$

where $R_{p}$ is the pump rate, $B \phi N_{2}$ accounts for the stimulated emission and $\frac{N_{2}}{\tau_{N_{2}}}$ for the spontaneous emission. Here, the term for stimulated emission, $B \phi N_{2}$, is written using Einstein's coefficient rather than with the photon flux as in Eq. 2.7. As the population in the upper laser level changes, so does the number of photons in the laser cavity. Whereas the population in the upper laser state is decreased by the spontaneous and stimulated emission, the number of photons $\phi$ in the cavity is
increased by the stimulated emission $B \phi N_{2}$ multiplied by the volume of the mode $V_{a}$ in the active medium, and is decreased by the photon lifetime $\tau_{c}$ in the cavity:

$$
\begin{equation*}
\frac{d \phi}{d t}=V_{a} B \phi N_{2}-\frac{\phi}{\tau_{c}} . \tag{2.24}
\end{equation*}
$$

The interesting term in these two rate equations is the coefficient for stimulated emission $B$. It can be derived by starting from a simple resonator with length $L$, active medium length $l$ and refractive index $n$ as seen in Fig. 2.2. Using Eq. 2.11 applying the approximations used forource Eq. 2.17, assuming equal statistical weights $g_{1}=g_{2}$ and assuming $N_{1}$ to be negligible, and substituting for the expressions given in Eqs. 2.17, the change in intensity $\Delta I=I^{\prime}-I$ can be calculated:

$$
\begin{align*}
\Delta I & =\left(\left(1-T_{1}\right)\left(1-T_{2}\right)(1-a)^{2}\left(1-L_{i}\right)^{2} e^{2 \sigma N_{2} l}-1\right) I \\
& =\left(e^{2\left(\sigma N_{2} l-\gamma\right)}-1\right) I \tag{2.25}
\end{align*}
$$

which can be further simplified, by assuming $\sigma N_{2} l-\gamma \ll 1$, and expanding the exponential to first order to give

$$
\begin{equation*}
\Delta I=2\left(\sigma N_{2} l-\gamma\right) I \tag{2.26}
\end{equation*}
$$

The absolute amount by which the intensity changes per round trip is less important than the rate of this change. Taking the optical length $\left(L_{e}\right)$ of the resonator (see Fig. 2.2) $L_{e}=L+(n-1) l$, the duration of one round trip becomes

$$
\begin{equation*}
\Delta t=\frac{2 L_{e}}{c} \tag{2.27}
\end{equation*}
$$

As a round trip typically takes some nanoseconds and assuming that $\Delta I$ is small, the ratio $\frac{\Delta I}{\Delta t}$ can be approximated as $\frac{d I}{d t}$ [31]. Dividing Eq. 2.26 by $\Delta t$ gives

$$
\begin{equation*}
\frac{\Delta I}{\Delta t}=\frac{\mathrm{d} I}{\mathrm{~d} t}=\left(\frac{\sigma l c N_{2}}{L_{e}}-\frac{\gamma c}{L_{e}}\right) I \tag{2.28}
\end{equation*}
$$

which, after comparing with Eq. 2.24 yields

$$
\begin{align*}
B & =\frac{\sigma l c}{V_{a} L_{e}}  \tag{2.29}\\
\text { and } \tau_{c} & =\frac{L_{e}}{\gamma c} \tag{2.30}
\end{align*}
$$

because $\phi \propto I$. Eqs. 2.23 and 2.24 now give the space-independent rate equations that describe the dynamic behaviour of a four level CW laser. The equations can also be used to calculate an important laser parameter, the output power from the laser through mirror M1 (Fig. 2.2). The $\frac{1}{\tau_{c}}$ term in Eq. 2.24 describes the rate at which photons exit the cavity. By inserting $\gamma$ from Eq. 2.17 into Eq. 2.30 the loss mechanisms can be separated as

$$
\begin{equation*}
\frac{1}{\tau_{c}}=\frac{\gamma_{i} c}{L_{e}}+\frac{\gamma_{1} c}{2 L_{e}}+\frac{\gamma_{2} c}{2 L_{e}} \tag{2.31}
\end{equation*}
$$

Inserting this back into Eq. 2.24 gives

$$
\begin{equation*}
\frac{\mathrm{d} \phi}{\mathrm{~d} t}=V_{a} B \phi N_{2}-\phi\left(\frac{\gamma_{i} c}{L_{e}}+\frac{\gamma_{1} c}{2 L_{e}}+\frac{\gamma_{2} c}{2 L_{e}}\right) \tag{2.32}
\end{equation*}
$$

where the term $\frac{\gamma_{1} c}{2 L_{e}} \phi$ describes the rate at which the photons exit the resonator through mirror M1. Multiplying this by the photon energy $h \nu$ gives the output power:

$$
\begin{equation*}
P_{c w_{O}}=\frac{\gamma_{1} c}{2 L_{e}} h \nu \phi \tag{2.33}
\end{equation*}
$$

Using the values given in the end of the previous section for the FURIOS Nd:YAG pump laser, Eq. 2.33 can be used to calculate the number of photons in the cavity for a given output power when the laser is operating at 1064 nm . First, the optical length for the resonator is calculated using the total mechanical length $L=0.64 \mathrm{~m}$, the Nd:YAG crystal length, $l=0.118 \mathrm{~m}$ and the Nd:YAG index of refraction $n=1.833$, giving

$$
\begin{equation*}
L_{e}=0.64 \mathrm{~m}+(1.833-1) 0.118 \mathrm{~m}=0.74 \mathrm{~m} \tag{2.34}
\end{equation*}
$$

Now solving Eq. 2.33 for $\phi$ using an $80 \%$ output coupler and an output power of $200 \mathrm{~W}(\mathrm{CW})$, the number of photons in the cavity becomes:

$$
\begin{align*}
\phi=\frac{2 P_{c w_{O}} L_{e}}{\gamma_{1} h \nu c} & =\frac{2 \cdot 200 \mathrm{~W} \cdot 0.74 \mathrm{~m}}{-\ln (0.8) \cdot\left(3 \cdot 10^{8} \mathrm{~m} / \mathrm{s}\right)^{2} \cdot 6.626 \cdot 10^{-34} \mathrm{Js} / 1064 \mathrm{~nm}}  \tag{2.35}\\
& =2.4 \cdot 10^{13} \text { photons. } \tag{2.36}
\end{align*}
$$

Though the number of photons in a cavity of a CW laser is large, it is still orders of magnitude less than the number of photons in a pulsed laser resonator.

### 2.1.4. $Q$-switching

CW operation is preferable in applications where a steady laser power and narrow linewidth are required. Other applications, such as resonant laser ionization, require large photon densities unavailable from typical CW lasers. Increasing the power of a CW laser to match the needed photon density would require increasing the pump power eventually leading to an excessive heat load. The reason why CW lasers cannot reach high photon densities is that for any given pump power the population inversion eventually reaches steady state $I_{\text {sat }}$ [26]. The time $t_{s}$ to reach the steady state is equivalent to one cavity round trip (Eq. 2.27) multiplied by $m$ round trips in the resonator needed to achieve $I_{\text {sat }}$. For example, in Ti:sapphire lasers or in an Nd:YAG laser, the lifetime of the upper laser state is $3.2 \mu \mathrm{~s}$ and 230 $\mu \mathrm{s}$, respectively [26]. This is much longer than the typical $t_{s}<1 \mu \mathrm{~s}$, hence the steady state is achieved well before the upper laser population is saturated.

Q-switching is a technique whereby the quality factor (Q-factor) of the resonator is varied so that the population in the upper laser level is first allowed to increase and then to deplete abruptly. The switching is achieved by placing optical elements into the laser resonator which prevent the beam propagation in a controllable manner. Q-switches can be passive saturable absorbers, typically a dye solution with low saturation intensity, or active switches operated either mechanically, acousto-optically or electrically. The main focus in this section is in electro-optical shutters such as Pockels cells and acousto-optic Q-switches that are used in high repetition rate lasers.

The Pockels cells are based on the Pockels effect in which the refractive indices in a suitable crystal, such as Beta Barium Borate (BBO), are changed by applying a high voltage [31]. The applied voltage induces birefringence in the crystal which in turn separates the polarization of the incoming wave into $x$ and $y$ components with a phase difference $\Delta \varphi=k \Delta n L^{\prime}$. Here, $k=\frac{2 \pi}{\lambda}, \Delta n$ is the value of birefringence and $L^{\prime}$ is the length of the crystal. With the use of polarization filters or a suitable resonator


Figure 2.4. Time evolution of the cavity Q-factor (cavity loss $\gamma$ ), pump rate $\left(R_{p}(t)\right.$ ), upper laser state population $N_{2}(t)$ and photon number in cavity the $(\phi(t))$ of a pulsed laser pumped Q-switched laser |32 38. The general behaviour applies also to CW pumped lasers. $\tau_{d}$ is the time delay between Q-switching ( $t_{0}$ ) and the photon pulse, $\Delta \tau_{p}$ is the output pulse width and $N_{i, p, f}$ are the initial, photon peak, and final upper laser level population. Here the Q-switched laser pulse is of Gaussian shape, however in practice the pulse shape is not symmetrical.
configuration only a wave with a specific polarization is allowed to propagate in the resonator. With a suitable voltage, the wave polarization is rotated $90^{\circ}$ after two passes through the Pockels cell hence effectively blocking it from propagating around the resonator.

The acousto-optic Q-switches are typically used in Nd:YAGlasers. They operate by inducing losses in the cavity by deflecting the incident beam off from the resonator [33]. The deflection occurs due to the photo elastic effect inducing an effective "grating" in crystals such as quartz.

The qualitative time evolution of the pump rate, upper laser level population and
cavity photon number is presented in Fig. 2.4 From the figure it can be seen that the pump pulse $R_{p}$ comes in at time $t>0$ and the population $N_{2}$ in the upper laser level begins to rise as a result. $N_{2}$ reaches its maximum value at $t_{0}$ at which time the Q -switch is turned off hence decreasing the cavity losses dramatically. This leads to an increase in the photons in the resonator and to an eventual photon peak at $\tau_{d}$ after which the population $N_{2}$ begins to decrease rapidly. The photon peak width $\Delta \tau_{p}$ is typically some tens of nanoseconds. As the population $N_{2}$ persists for a considerable time after the pump pulse $R_{p}$ the Q-switching can be used to control the delay between the pump pulse and the laser output, a technique utilized for synchronizing multiple Ti:sapphire lasers pumped by a single pulsed Nd:YAGlaser.

The theory for fast active Q -switching for a four level laser pumped with a pulsed laser, begins from the rate equations 2.23 and 2.24 31]. When $t<t_{0}$, the cavity losses $\gamma$ are high and the laser operates below the threshold meaning that no oscillation occurs but the $N_{2}$ population inversion increases. If the Q -switching is applied when $N_{2}$ has saturated to the maximum value $N_{i}$ at which point $\phi=0, \frac{d N_{2}}{d t}=0$ and Eq. 2.23 can be written as

$$
\begin{equation*}
N_{i}=\tau_{N 2} R_{p}\left(t_{0}\right) \tag{2.37}
\end{equation*}
$$

where $R_{p}\left(t_{0}\right)$ is the pump rate at the Q -switch point. Assuming that

$$
R_{p}\left(t_{0}\right) \propto \int R_{p} d t \propto E_{p}
$$

the population inversion and pump energy at the lasing threshold becomes: $N_{i t h}=$ $N_{c}=\frac{\gamma}{\sigma l}$ and $E_{i t h}$ which can be compared to the values at the Q-switch point as follows:

$$
\begin{equation*}
\frac{N_{i}}{N_{i t h}}=\frac{E_{p}}{E_{i t h}} . \tag{2.38}
\end{equation*}
$$

The value $X_{t h}=\frac{E_{p}}{E_{i t h}}$ states how much the threshold is exceeded at the time of Q-switching. An assumption that $X_{t h}$ and $N_{i t h}$ are known allows the calculation of the time evolution of the laser properties from $t>t_{0}$ onwards. Starting from initial conditions $N\left(t_{o}\right)=N_{i}$ and $\phi\left(t_{0}\right)=\phi_{i} \sim 1$, and assuming that the population inversion changes so fast that the pump rate $R_{p}$ and spontaneous emission $\frac{N_{2}}{\tau_{N 2}}$ do not contribute in significant amounts, Eqs. 2.23 and 2.24 can be written as

$$
\begin{align*}
\frac{d N_{2}}{d t} & =-B \phi N_{2}  \tag{2.39}\\
\frac{d \phi}{d t} & =V_{a} B \phi N_{2}-\frac{\phi}{\tau_{c}} \tag{2.40}
\end{align*}
$$

The photon number in the resonator peaks when $\frac{d \phi}{d t}=0$ with a corresponding population inversion $N_{p}$,

$$
\begin{align*}
0 & =V_{a} B N_{p}-\frac{1}{\tau_{c}} \\
\Rightarrow N_{p} & =\frac{1}{V_{a} B \tau_{c}}=\frac{\gamma}{\sigma l}=N_{c}, \tag{2.41}
\end{align*}
$$

when using Eq.'s 2.29 and 2.30 Inserting Eq. 2.41 into Eq. 2.38 gives the ratio between the initial population inversion and the population inversion at the photon peak

$$
\begin{equation*}
\frac{N_{i}}{N_{p}}=X_{t h} \tag{2.42}
\end{equation*}
$$

The peak output power $P_{p}$, the output pulse width $\Delta \tau_{p}$ and the pulse delay $\tau_{d}$ can now be calculated starting from Eq. 2.33 and using the photon count peak value $\phi_{p}$ to give

$$
\begin{equation*}
P_{p}=\frac{\gamma_{1} c}{2 L_{e}} h \nu \phi_{p} . \tag{2.43}
\end{equation*}
$$

The number of photons in the peak depends on the time evolution of the population inversion $\frac{\mathrm{d} N_{2}}{\mathrm{~d} t}$. Taking a ratio of the rate equations and Eq. 2.40 gives

$$
\begin{align*}
\frac{\mathrm{d} \phi}{\mathrm{~d} t} / \frac{\mathrm{d} N_{2}}{\mathrm{~d} t} & =\frac{\mathrm{d} \phi}{\mathrm{~d} N_{2}}=\frac{V_{a} B N_{2} \phi-\phi / \tau_{c}}{-B N_{2} \phi} \\
& =-V_{a}+\frac{V_{a}}{V_{a} B \tau_{c} N_{2}}=-V_{a}\left\{1-\frac{N_{p}}{N_{2}}\right\} \tag{2.44}
\end{align*}
$$

with the help of Eq. 2.41 Integrating

$$
\begin{align*}
\int_{\phi_{i}}^{\phi_{p}} \mathrm{~d} \phi & =\int_{N_{i}}^{N_{p}}-V_{a}\left\{1-\frac{N_{p}}{N_{2}}\right\} \mathrm{d} N_{2} \\
\Rightarrow \phi_{p}-\phi_{i} & =-V_{a} N_{p}\left(\frac{N_{i}}{N_{p}}-\ln \left(\frac{N_{i}}{N_{p}}\right)-1\right), \tag{2.45}
\end{align*}
$$

and inserting the resulting $\phi_{p}$ into Eq. 2.43 with the assumption $\phi_{i} \ll \phi_{p}$ gives, with the help of Eq. 2.41 the output power as

$$
\begin{align*}
P_{p} & =-\frac{\gamma_{1} c}{2 L_{e}} h \nu V_{a} N_{p}\left(\frac{N_{i}}{N_{p}}-\ln \left(\frac{N_{i}}{N_{p}}\right)-1\right) \\
& =V_{a} \frac{\gamma_{1} c}{2 L_{e}} \frac{\gamma h \nu}{\sigma l}\left(\frac{N_{i}}{N_{p}}-\ln \left(\frac{N_{i}}{N_{p}}\right)-1\right) \\
& =\frac{\gamma_{1}}{2} \frac{A_{b}}{\sigma} \frac{h \nu}{\tau_{c}}\left(\frac{N_{i}}{N_{p}}-\ln \left(\frac{N_{i}}{N_{p}}\right)-1\right) \tag{2.46}
\end{align*}
$$

where $A_{b}=\frac{V_{a}}{l}$ is the laser rod cross-section. Though the high repetition rate laser output can be characterized by the average output power, the pulse energy is more important for applications as it reveals how efficiently the laser can be used to drive atomic transitions.

The total number of photons present during the pulse is needed to calculate the pulse energy. Integrating the photon rate equation of Eq. 2.40 over time with limits $\phi\left(T_{0}\right)=\phi(\infty) \cong 0$ gives

$$
\begin{align*}
\int_{\phi(0)}^{\phi(\infty)} d \phi \cong 0 & =\int_{0}^{\infty}\left(V_{a} B N_{2}-\frac{1}{\tau_{c}}\right) \phi d t \\
\Rightarrow \int_{0}^{\infty} \phi d t & =V_{a} \tau_{c} \int_{0}^{\infty} B \phi N_{2} d t . \tag{2.47}
\end{align*}
$$

The $\int_{0}^{\infty} B \phi N_{2} d t$-term can be readily acquired from the population inversion rate (Eq. 2.40 by integrating

$$
\begin{align*}
\int_{N_{i}}^{N_{f}} \mathrm{~d} N & =N_{f}-N_{i}=-\int_{0}^{\infty} B N_{2} \phi \mathrm{~d} t \\
& \rightarrow \int_{0}^{\infty} B \phi N_{2} d t=N_{i}-N_{f} \tag{2.48}
\end{align*}
$$

which, by inserting into Eq. 2.47, gives

$$
\begin{equation*}
\int_{0}^{\infty} \phi \mathrm{d} t=V_{a} \tau_{c}\left(N_{i}-N_{f}\right) \tag{2.49}
\end{equation*}
$$

Finally, the peak energy $E$ is calculated as the time integral of the peak power 31] (Eq. 2.43)

$$
\begin{align*}
E=\int_{0}^{\infty} P(t) \mathrm{d} t & =\frac{\gamma_{1} c}{2 L_{e}} h \nu \int_{0}^{\infty} \phi \mathrm{d} t= \\
& =\frac{\gamma_{1} c}{2 L_{e}} h \nu V_{a} \tau_{c}\left(N_{i}-N_{f}\right) \\
& =\frac{\gamma_{1} V_{a} h \nu}{2 \gamma}\left(N_{i}-N_{f}\right), \tag{2.50}
\end{align*}
$$

where $\left(N_{i}-N_{f}\right) V_{a}$ represents the number of photons produced by the population inversion out of which $\frac{\gamma_{1}}{2 \gamma}$ are available as output energy. Eq. 2.50 can be further refined by recalculating the integral in Eq. 2.45 with integration limits $\phi(0) \rightarrow \phi(\infty)$ and $N_{i} \rightarrow N_{f}$,

$$
\begin{align*}
\int_{\phi(0)}^{\phi(\infty)}= & 0=V_{a}\left(N_{i}-N_{p} \ln \left(\frac{N_{i}}{N_{f}}\right)-N_{f}\right) \\
& \Rightarrow N_{i}-N_{f}=N_{p} \ln \left(\frac{N_{i}}{N_{f}}\right) \tag{2.51}
\end{align*}
$$

By defining an energy utilization factor $\eta_{E}=\frac{N_{i}-N_{f}}{N_{i}}$, Eq. 2.51 can be rewritten as

$$
\begin{equation*}
\eta_{E} \frac{N_{i}}{N_{p}}=-\ln \left(1-\eta_{E}\right) \tag{2.52}
\end{equation*}
$$

Inserting Eq. 2.51 into Eq. 2.50 and using Eq. 2.41 gives a simple equation for the energy per pulse

$$
\begin{align*}
E & =\frac{\gamma_{1} V_{a} h \nu}{2 \gamma}\left(N_{i}-N_{f}\right)=\frac{\gamma_{1} V_{a} h \nu}{2 \gamma} N_{p} \ln \left(\frac{N_{i}}{N_{f}}\right)  \tag{2.53}\\
& =-\frac{\gamma_{1} V_{a} h \nu}{2 \gamma} N_{p} \ln \left(1-\eta_{E}\right)=\frac{\gamma_{1} V_{a} h \nu}{N_{i}} \eta_{e}  \tag{2.54}\\
& =\frac{\gamma_{1}}{2} \frac{N_{i}}{N_{p}} \frac{A_{b}}{\sigma} \eta_{E} h \nu . \tag{2.55}
\end{align*}
$$

With Eq. 2.55 the pulse width $\Delta \tau_{p}$ and pulse delay $\tau_{d}$ can be approximated by assuming that the pulse width equals the pulse energy (Eq. 2.55) divided by the pulse power (Eq. 2.46)

$$
\begin{equation*}
\Delta \tau_{p}=\frac{E}{P_{p}}=\tau_{c} \frac{\frac{N_{i}}{N_{p}} \eta_{E}}{\frac{N_{i}}{N_{p}}-\ln \frac{N_{i}}{N_{p}}-1} . \tag{2.56}
\end{equation*}
$$

Finally, the delay time is estimated by taking an arbitrary fraction of the number of photons at the peak, for example $\phi_{p} f=\phi / 10$ [31]. This allows an approximation $N(t) \cong N_{i}$ and the integration of $\frac{d \phi}{d t}$ in Eq. 2.40 as

$$
\begin{align*}
\int_{\phi_{i}}^{\phi_{p f}} \frac{d \phi}{\phi} & =\int_{0}^{t_{d}}\left(V_{a} B N_{i}-\frac{1}{\tau_{c}}\right) d t \\
& \Rightarrow \ln \frac{\phi_{p f}}{\phi_{i}}=(\underbrace{\frac{N_{i}}{N_{p}}}_{X_{t h}}-1) \frac{t_{d}}{\tau_{c}} \\
& \Rightarrow \phi_{p f}=\phi_{i} e^{\left(X_{t h}-1\right) \frac{t_{d}}{\tau_{c}}} \tag{2.57}
\end{align*}
$$

from which $\tau_{d}$ can be calculated by setting $\phi_{i}=1$ and $\phi_{p f}=\frac{\phi_{p}}{10}$ :

$$
\begin{equation*}
\tau_{d}=\frac{\tau_{c}}{X_{t h}-1} \ln \frac{\phi_{p}}{10} \tag{2.58}
\end{equation*}
$$



Figure 2.5. Oscilloscope traces for FURIOS Q-switched Nd:YAG laser (blue) and the TTL pulse driving the Q-switch (red).

Figure 2.5 presents oscilloscope traces for the FURIOS Q-switched Nd:YAG laser. The measured time delay between the Nd:YAG pulse and the Q-switching was estimated to be $\tau_{d} \sim 280 \mathrm{~ns}$ while the Nd:YAG width was $\tau_{p} \sim 60 \mathrm{~ns}$. The Nd:YAG pulse width was extracted by fitting an asymmetric double sigmoidal function to the oscilloscope data using Origin [39] and taking the Full Width Half Maximum (FWHM) parameter, $w 1$, as the pulse width.

These parameters can also be calculated using the equations derived in this section. Using the values for the effective resonator length $L_{e}=0.74 \mathrm{~m}$ and the single pass loss of the resonator $\gamma=0.163$ calculated earlier, the Nd:YAG pulse width can be calculated starting from Eq. 2.30 which gives the photon lifetime:

$$
\begin{equation*}
\tau_{c}=\frac{0.74 \mathrm{~m}}{3 \cdot 10^{8} \mathrm{~m} / \mathrm{s} \times 0.163}=1.51 \cdot 10^{-8} \mathrm{~s} \tag{2.59}
\end{equation*}
$$

Next, the ratio $X_{t h}$ defined in Eq 2.42 is also valid for the ratio of the threshold pump power and of the incident pump power. As the Nd:YAG threshold power was
previously estimated to be about 220 W and as the measurement in Fig. 2.5 was performed with a diode electrical pump power of about $910 \mathrm{~W}, X_{t h}$ becomes $\sim 4.14$. If the pump power noticeably exceeds the threshold power as in this particular case, the energy utilization factor can be assumed to be close to unity, for example $\eta_{E}=0.95$. Equation 2.56 gives the Nd:YAG pulse width as:

$$
\begin{equation*}
\Delta \tau_{p}=1.51 \cdot 10^{-8} \mathrm{~s} \frac{4.14 \times 0.95}{4.14-\ln 4.14-1} \approx 35 \mathrm{~ns} . \tag{2.60}
\end{equation*}
$$

The pulse delay can be calculated once the peak number of photons in the pulse $\phi_{p}$ is known. Using the Nd:YAG crystal dimensions $l=11.8 \mathrm{~cm}$ and $r=0.2 \mathrm{~cm}$, Eq. 2.41 yields the population inversion at the the peak as:

$$
\begin{equation*}
N_{p}=\frac{0.163}{2.8 \cdot 10^{-19} \mathrm{~cm}^{2} \times 11.8 \mathrm{~cm}}=4.93 \cdot 10^{16} \mathrm{~cm}^{-3} \tag{2.61}
\end{equation*}
$$

Using Eq. 2.45 with assumption $\phi_{i} \ll \phi_{p}$, the peak photon number becomes

$$
\begin{align*}
\phi_{p} & =11.8 \mathrm{~cm} \times \pi \times(0.2 \mathrm{~cm})^{2} \times 4.93 \cdot 10^{16} \mathrm{~cm}^{-3}(4.14-\ln 4.14-1) \\
& \approx 1.3 \cdot 10^{17} \text { photons. } \tag{2.62}
\end{align*}
$$

Finally, the pulse delay is calculated with Eq. 2.58

$$
\begin{equation*}
\tau_{d}=\frac{1.51 \cdot 10^{-8} \mathrm{~s}}{4.14-1} \ln \left(\frac{1.3 \cdot 10^{17}}{10}\right) \approx 180 \mathrm{~ns} \tag{2.63}
\end{equation*}
$$

Additionally, the energy per pulse $E$ for the Nd:YAG operating at 1064 nm can be easily calculated and compared to the experimental value of $E_{\text {exp }}=13 \mathrm{~mJ}$ by using Eq. 2.55

$$
\begin{align*}
E_{\text {calc }}= & \frac{-\ln (0.8)}{2} \times 4.14 \times \frac{\pi(0.2 \mathrm{~cm})^{2}}{2.8 \cdot 10^{-19} \mathrm{~cm}^{2}} \\
& \times 0.95 \times 6.626 \cdot 10^{-34} \mathrm{Js} \times \frac{3 \cdot 10^{8} \mathrm{~m} / \mathrm{s}}{1064 \mathrm{~nm}} \\
\approx & 36 \mathrm{~mJ} \tag{2.64}
\end{align*}
$$

Although small discrepancies are seen between the experimentally measured data and the estimates from the theory, in general the agreement is within a factor of $\sim$ 2.

### 2.1.5. Wavelength selection

In order to perform laser spectroscopy, the wavelength at which the laser operates, needs to be varied. With lasers such as Dye or Ti:sapphire, the laser gain band is very broad and by default a cavity resonates at many modes resulting in a broad output linewidth. With certain optical elements the number of modes oscillating in the resonator can be reduced. This section takes a brief look into mode-selecting elements relevant for the thesis, namely birefringent filters and Fabry-Perot etalons.

The frequency separation $\Delta \nu$ of longitudinal modes in a 50 cm long laser resonator such as the approximate length of the FURIOS Ti:sapphire resonators is

$$
\begin{equation*}
\Delta \nu=\frac{c}{2 L}=\frac{3 \cdot 10^{8} \mathrm{~m} / \mathrm{s}}{2 \cdot 0.5 \mathrm{~m}}=300 \mathrm{MHz} \tag{2.65}
\end{equation*}
$$

hence, for example, the number of modes in a Ti:sapphire laser with a mirror set of bandwidth 25000 GHz is $\sim 83000$. As the separation of the modes is smaller than the gain profile of the laser, oscillation occurs on several modes. Figure 2.6 illustrates the mode selection using elements in the cavity.

The first element that is used to limit the laser linewidth and thus the number of modes in the resonator is a birefringent filter or a Lyot-filter. The basic principle is based on the modification of the polarization of the incident beam. In general a birefringent element such as a Potassium Dihydrogen Phosphate (KDP) crystal placed within the cavity changes the initial linearly polarized beam to elliptically polarized. This beam can be blocked from oscillating by adding either dedicated polarisers or relying on a suitable resonator configuration such as keeping the birefringent crystal at Brewster's angle to the incoming beam. However, in a special case the beam remains linearly polarized after passing through the crystal.

A linearly polarized plane wave (see Fig. 2.7a)

$$
\begin{equation*}
\vec{E}=\vec{A} \cos (\omega t-k x) \tag{2.66}
\end{equation*}
$$

at $\alpha=45^{\circ}$ with respect to the optical axis ( $z$-axis) with $\vec{A}=(0,|A| \sin \alpha,|A| \cos \alpha)$ enters a crystal with length $L_{b}$. It is split into the ordinary $E_{y}$ and extraordinary


Figure 2.6. Mode selection using birefringent filter and etalon
beam $E_{z}$ with wave numbers $k_{o}=n_{o} k$ and $k_{e}=n_{e} k$, and phase velocities $v_{o}=\frac{c}{n_{o}}$ and $v_{e}=\frac{c}{n_{e}}$. After the crystal, the waves

$$
\begin{gather*}
E_{y}\left(L_{b}\right)=A_{y} \cos \left(\omega t-k_{o} L_{b}\right)  \tag{2.67a}\\
E_{z}\left(L_{b}\right)=A_{z} \cos \left(\omega t-k_{y} L_{b}\right), \tag{2.67b}
\end{gather*}
$$

have a phase difference of

$$
\begin{equation*}
\phi=k \underbrace{\left(n_{o}-n_{e}\right)}_{\Delta n} L=\frac{2 \pi}{\lambda} \Delta n L_{b} . \tag{2.68}
\end{equation*}
$$

If $\phi$ is an integral number of $2 \pi$, e.g. $\phi=2 m \pi$, the beam keeps it's original polarization. Furthermore, the free spectral range $\Delta \nu_{B F}$, meaning the separation of two adjacent transmission peaks of the birefringent filter is now obtained by assuming that $\Delta n$ does not change much over two transmission peaks. As two transmission peaks differ by $\Delta m=1, \Delta \nu_{B F}$ can be calculated using Eq. 2.68


Figure 2.7. Illustrations of the principle operation of a birefringent filter.

$$
\begin{align*}
\frac{\Delta n L_{B}}{\lambda_{1}}-\frac{\Delta n L_{B}}{\lambda_{2}} & =1 \\
\Rightarrow \lambda_{2}-\lambda_{1} & =\Delta n L_{B} \\
\Rightarrow \Delta \nu_{B F} & =\frac{c}{\Delta n L_{B}} . \tag{2.69}
\end{align*}
$$

The index of refraction for the extraordinary wave $n_{e}$ depends on the angle $\theta$ between the optical axis and the wave vector $\vec{k}$ which can be changed by rotating the crystal around the rotation axis in Fig. 2.7a (for the basic idea, see Fig. 2.8. This changes $\Delta n$ according to the equation [32],

$$
\begin{equation*}
\frac{1}{n_{e}^{2} \theta}=\frac{\cos ^{2} \theta}{n_{o}^{2}}+\frac{\sin ^{2} \theta}{n_{e}^{2}\left(\theta=\frac{\pi}{2}\right)} \tag{2.70}
\end{equation*}
$$

As the birefringent filter typically selects modes that span the order of $n m$ the laser


Figure 2.8. An index ellipsoid presenting the principle of varying $n_{e}$ by rotating the angle between the incoming wave and the optical axis ( $z$-axis) of the crystal. As $n_{e}$ lies on a ellipse plane perpendicular to the propagation direction of the EM wave $\vec{k}$, changing $\theta$ modifies the ellipse and hence $n_{e}$.
still oscillates with multiple longitudinal modes. Therefore, in order to achieve single mode selection, a Fabry-Perot etalon is used in combination with a birefringent filter.

An etalon in its simplest form is a thin glass plate with very smooth, parallel surfaces with an anti-reflection coating for a specific wavelength range. As the light enters the etalon it undergoes multiple reflections each of which introduces a phase shift (see Fig. 2.9. When the different phases interfere constructively the wave is transmitted through the etalon with transmission peaks at frequency $\nu_{n}$ [31]

$$
\begin{equation*}
\nu_{n}=\frac{m c}{2 n_{r} L_{1} \cos \theta^{\prime}}, \tag{2.71}
\end{equation*}
$$

where $m$ is an integer, $\theta^{\prime}$ is the refraction angle within the etalon, $n_{r}$ is the index of refraction and $L_{1}$ is the thickness of the etalon. For the tuning of the transmission peak, the etalon needs to be tilted only slightly, meaning $\theta^{\prime} \sim 0$, due to the fact that the cavity length $L$ is much longer than the etalon thickness $L_{1}$.


Figure 2.9. For an etalon at angle $\theta$ with respect to the incoming light beam, the light undergoes multiple reflections within the etalon. At each reflection a phase shift $\phi$ is introduced to the wave. After two successive reflections the phase shift is $2 \phi$, i.e. a phase shift of two successive transmission peaks $E_{i}$ and $E_{i+1}, i=1,2 \ldots$.

### 2.1.6. Harmonic generation

The Ti :sapphire laser gain band ranges from 660 nm to 1000 nm which is in the Near Infrared (NIR) and Infrared (IR) region of the electromagnetic spectrum. For atoms, the first electronic transitions from the ground state are typically in the Ultraviolet (UV) region of the spectrum hence out of reach of the fundamental Ti:sapphire output. Harmonic generation, first demonstrated by Franken et.al [40], is a technique in which a suitable non-linear crystal such as BBO multiplies the frequency of the laser beam by an integer amount. Typically in solid state lasers this means Second Harmonic Generation (SHG) Third Harmonic Generation (THG) or Fourth Harmonic Generation (FHG), which extends the laser wavelength to 200-500 nm region.

When non-linear, non-centrosymmetric crystals are exposed to high electric fields the loosely bound outer electrons of atoms or molecules experience non-linear deformations [31. The result, a dielectric polarization $\vec{P}$, of this interaction can be
described as a power series [32]:

$$
\begin{equation*}
\vec{P}=\epsilon_{o}\left(\tilde{\chi}^{(1)} \vec{E}^{1}+\tilde{\chi}^{(2)} \vec{E}^{2}+\tilde{\chi}^{(3)} \vec{E}^{3}+\ldots\right) \tag{2.72}
\end{equation*}
$$

where $\tilde{\chi}^{(k)}$ is the susceptibility tensor with rank $k+1$ and order $k$. This leads to, in SHG the generation of a new frequency $\nu=2 \nu_{1}$ where $\nu_{1}$ is the frequency of the incident wave entering the crystal. For an electromagnetic wave

$$
\begin{equation*}
\vec{E}=\overrightarrow{E_{1}} \cos \left(\omega_{1} t-k_{1} z\right)+\overrightarrow{E_{2}} \cos \left(\omega_{2} t-k_{2} z\right) \tag{2.73}
\end{equation*}
$$

at a fixed location $z=0$, the second order polarization $P^{(2)}$ can be written as

$$
\begin{align*}
P^{(2)}= & \epsilon_{0} \tilde{\chi}^{(2)} \vec{E}^{2}(z=0) \\
= & \epsilon_{0} \tilde{\chi}^{(2)}\left(\frac { 1 } { 2 } \left(\vec{E}_{1}^{2}+\vec{E}_{2}^{2}+\frac{1}{2} \vec{E}_{1}^{2} \cos \left(2 \omega_{1} t\right)\right.\right. \\
& \left.+\frac{1}{2} \vec{E}_{2}^{2} \cos \left(2 \omega_{2} t\right)+\vec{E}_{1} \vec{E}_{2}\left(\cos \left(\omega_{1}+\omega_{2}\right) t+\cos \left(\omega_{1}-\omega_{2}\right) t\right)\right), \tag{2.74}
\end{align*}
$$

from which the second harmonic components $\frac{1}{2} \vec{E}_{2}^{2} \cos \left(2 \omega_{2} t\right)$ and $\frac{1}{2} \vec{E}_{1}^{2} \cos \left(2 \omega_{1} t\right)$ can be readily identified.

The intensity of the Second Harmonic (SH) frequency becomes significant only if a condition called phase matching is fulfilled:

$$
\begin{equation*}
\vec{k}(\nu)=\vec{k}\left(\nu_{1}\right)+\vec{k}\left(\nu_{2}\right), \tag{2.75}
\end{equation*}
$$

where $\vec{k}$ is the wave propagation direction (see Fig. 2.8). If the beams propagate in the same direction, the condition can be formulated as

$$
\begin{equation*}
n \nu=2 n_{1} \nu_{1} \tag{2.76}
\end{equation*}
$$

hence $n=n_{1}$. In non-linear crystals this condition is fulfilled as they have two indices of refraction $n_{o}$ and $n_{e}$. In SHG, the incident wave is polarized perpendicular to the optical axis and it depends only on $n_{o}$. The SHG wave, only depending on $n_{e}$, is polarized in a plane defined by the optical axis and the propagation direction of the incident beam $\vec{k}$ as seen in Fig. 2.8. Assuming a type-I crystal where the incident beam is an ordinary beam and the second harmonic beam is extraordinary, the phase
matching condition becomes $n_{e}(\nu, \theta)=n_{o}\left(\nu_{1}\right)$ which can be used to rewrite Eq. 2.70 to give a phase matching angle [31] (see Fig. 2.10):

$$
\begin{equation*}
\sin ^{2} \theta=\frac{\left(\frac{n_{o}\left(\nu_{1}\right)}{n_{o}(\nu)}\right)^{2}-1}{\left(\frac{n_{o}(\nu)}{n_{e}(\nu)}\right)^{2}-1} \tag{2.77}
\end{equation*}
$$

where $\nu=2 \nu_{1}$.


Figure 2.10. A y-z plane from Fig. 2.8 for a type-I negative uniaxial crystal, such as BBO. showing $n_{e}$ and $n_{o}$ for the incident wave $\nu_{1}$ and the SHG wave $\nu$. The angle $\theta$ is the angle which satisfies the phase matching condition.

For a BBO crystal with length $L$, the intensity of the second harmonic wave $I_{S H}$ with angular frequency $\omega$ is:

$$
\begin{equation*}
I_{S H}=I(\omega)^{2} \frac{2 \omega^{2}\left|\chi_{e f f}^{(2)}\right|^{2} L^{2}}{n^{2} c^{3} \epsilon_{0}} \frac{\sin ^{2}(\Delta k L)}{(\Delta k L)^{2}} \tag{2.78}
\end{equation*}
$$

where it is assumed that the intensity of the incident beam $I(\omega)$ remains $\sim$ constant as it traverses the crystal. Here $\epsilon_{0}$ is the electric permittivity. Equation 2.78 shows that the intensity of the SH beam is extremely sensitive to incident wave intensity due to $I_{S H} \propto I(\omega)^{2}$. Additionally, the last term in Eq. 2.78 namely $\frac{\sin ^{2}(\Delta k L)}{(\Delta k L)^{2}}$, imposes a limit on the SH crystal length. If the length $L$ exceeds the so-called
coherence length $L_{c}=\frac{\pi}{2 \Delta k}$, the SHG and the fundamental wave begin to interfere destructively. This occurs because the waves at that point have a phase difference $\phi$ greater than $\frac{\pi}{2}$.

### 2.2. Resonance laser ionization

Ionization of neutral atoms plays a major role in the production of radioactive isotopes. High-temperature thick target and thin target catcher systems used in on-line facilities such as ISOLDE and Gesellschaft für Schwerionenforschung (GSI) [41] typically require a dedicated ionization mechanism for ionizing the reaction products. On the other hand, gas catcher -ion guide systems such as the IGISOL generally rely on the reaction products being thermalized in a buffer gas while retaining an ionic charge state. Ionization can take place, for example, via surface ionization or electron impact ionization [42]. Devices such as the FEBIAD, thermal ionizer and Electron Cyclotron Resonance (ECR)-ion sources utilize these techniques for achieving as high ionization efficiency as possible. Complementary ionization mechanisms are required for different cases depending on the element of interest and the needed beam purity. For example, while ECR ion sources can efficiently ionize even the lightest elements the ionization process lacks selectivity whereas FEBIAD or thermal ion sources can reach high ionization efficiency and selectivity for heavier elements. The selectivity in the FEBIADion source is achieved by utilizing different chemical properties of elements and materials. Pure noble gas beams can be produced by reducing the temperature of the ion source transfer section hence causing non-gaseous elements to be adsorbed into the walls. This principle has been further refined into a pulsed release ion source [43] whereby a variable temperature spot is introduced into the ion source. By rapidly cycling the spot temperature all reaction products are first adsorbed onto the spot and subsequently released with release time profiles depending on the chemical properties of different elements. The selectivity of the these ion source system can be further improved using methods such as decay release [44] or molecular sideband creation [42].

This thesis concentrates on another ionization mechanism, namely resonance laser ionization. It is a technique whereby an atom is ionized by promoting a valence electron over the ionization potential via a number of transitions through atomic states. The method can be combined with solid state and gaseous catchers and enables efficient and highly selective ionization of many of the elements in the periodic table. Resonance laser ionization has also led to the proposal and development of an ion source technique with the highest selectivity, namely the Laser Ion Source Trap
(LIST). This new approach has been successfully demonstrated for both hot cavity and ion guide methods and is currently under intense development. The different ion sources and their characteristics are compared in table 2.1 .

Table 2.1. Comparison of different ionization mechanisms and ionization environments used in on-line facilities. The cited ionization efficiencies are only approximate due to high element dependence in some cases.

| Ion source: | Ionization effi- <br> ciency | Selectivity | I.P. | Charge state |
| :--- | :--- | :--- | :--- | :--- |
| Electron impact <br> ionization | $\sim 60 \%[45]$ | None* | $>7 \mathrm{eV}$ | $>1^{+\dagger}$ |
| Surface ioniza- <br> tion | $\sim 100 \%[42]$ | High** $^{+}$ | $<7 \mathrm{eV}$ | $1^{+} / 1^{-}$ |
| Ion guide | $\sim 0.1-10 \%$ | None | - | $1^{+} / 2^{+}$ |


| Laser ionization: |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
| Hot cavity | $\sim 0.1-30 \%$ | Very high | $4-9 \mathrm{eV}^{\dagger \dagger}$ | $1^{+\diamond}$ |  |
| LIST | $\mathbb{1 \%}[46$ | Extremely high | $4-9 \mathrm{eV}^{\dagger \dagger}$ | $1^{+\diamond}$ |  |
| Gas cell | $\sim 1-10 \%$ | $47]$ | Very high | $4-9 \mathrm{eV}^{\dagger \dagger}$ |  |
| Gas jet | $« 1 \%$ | Extremely high | $4-9 \mathrm{eV}^{\dagger \dagger}$ | $1^{+\diamond}$ |  |

* The selectivity of the ionization process in FEBIAD ion sources can be greatly increased with methods discussed in the text.
${ }^{* *}$ High selectivity if the isotopes created in the target have very different ionization potentials.
${ }^{\dagger}$ High charge states are available for example with ECR -ion sources.
${ }^{\dagger} \dagger$ Typical ionization potentials reached in on-line facilities using current laser techniques.
${ }^{\diamond} 2^{+}$charge state reachable for some elements utilizing ion-resonance ionization albeit not yet demonstrated on-line.

As the atomic states of each element have unique excitation energy, the resonance laser ionization technique can be used to provide element selective ionization which can be extended, using suitable lasers, to isotopic or even isomeric selectivity. In a typical ionization scheme this means two resonant transitions from the ground state before the atom is ionized either by a non-resonant transition into the continuum, a resonant transition into an auto-ionizing state or by a transition to a Rydberg state close to the ionization potential from which the ionization takes place either via collisions or electric fields. Figure 2.11 shows different resonant ionization schemes.

In addition, a suitable transition can be made using resonant two-photon absorption in which two photons, alone without sufficient energy, hit the resonance via a virtual state. Resonance laser ionization is most efficiently performed using tunable pulsed lasers whose operating principles have been discussed in the preceding sections. Furthermore, the ionization process can be extended to optical spectroscopy in a form of Resonant Ionization Spectroscopy (RIS).

As an example, the ionization scheme involving Rydberg states in Fig. 2.11proceeds as follows: An atom in the ground state absorbs a photon $\lambda_{1}$ that lifts the valence electron to state $|1\rangle$. A second photon arriving within the lifetime of state $|1\rangle$ excites the atom further to Rydberg levels, described by the Rydberg equation [32]

$$
\begin{equation*}
T_{n}=E_{I . P .}-\frac{R}{2(n-\delta(n, l))}, \tag{2.79}
\end{equation*}
$$

where $E_{I . P \text {. }}$ is the ionization potential, $R$ is the Rydberg constant, $n$ is the principal quantum number and $\delta(n, l)$ is a quantum defect, $l$ being the angular momentum of the Rydberg electron. If the Rydberg level $|R y\rangle$ to which the electron was transferred is close enough to the ionization potential a suitably large electric field can remove the electron from the atom. An external field $\vec{E}_{\text {ext }}=-E_{\text {ext }}^{(0)} \vec{x}$ introduces an effective ionization potential

$$
\begin{equation*}
E_{I . P .}^{(e f f)}=E_{I . P .}-\sqrt{\frac{Z_{e f f} e^{3} E_{e x t}^{(0)}}{\pi \epsilon_{0}}} \tag{2.80}
\end{equation*}
$$

where $Z_{\text {eff }} e$ is the nuclear charge screened by the electron cloud and $\epsilon_{0}$ is the permittivity of free space. If the energy of the level $E(|R y\rangle)$ is higher than $E_{I . P .}^{(e f f)}$, the atom ionizes.

In the production of exotic isotopes the efficiency and sensitivity is of utmost importance as the production rate could be as low as a few atoms per second. The rate of detected ions $S_{i}\left[s^{-1}\right]$ resulting from ionization from state $|2\rangle$ is described by [32]:

$$
\begin{equation*}
S_{i}=\underbrace{N_{\text {g.s. }} n_{L} \sigma_{\text {g.s } \rightarrow 2} \Delta V}_{n_{a}} \frac{P_{2 I}}{P_{2 I}+R_{2}} \delta \eta, \tag{2.81}
\end{equation*}
$$

where $N_{\text {g.s. }}\left[\mathrm{cm}^{-3}\right]$ is the density of ground state atoms, $n_{L}\left[\mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right]$ is the flux of laser photons through the interaction volume, $\sigma_{g . s \rightarrow 2}\left[\mathrm{~cm}^{2}\right]$ is the effective cross-


Figure 2.11. Examples of different ionization paths. Starting from the left, non-resonant ionization, autoionization and collisional or field ionization via Rydberg states. $\lambda_{1,2,3}$ are the wavelengths needed to drive the transitions.
section of transferring an electron from the ground state to state $|2\rangle, \Delta V\left[\mathrm{~cm}^{3}\right]$ is the interaction volume, $P_{2 I}$ is the ionization probability, $R_{2}$ is the relaxation probability of state $|2\rangle, \delta$ is the collection efficiency and $\eta$ is the detection efficiency. $n_{a}$ is the total number of photons absorbed.

Assuming an ideal system with lossless ion collection and the condition $P_{2 I} \gg R_{2}$, Eq. 2.81 becomes $S_{i} \cong n_{a}$. While the condition of ideal ion collection efficiency is difficult to realize, the condition $P_{2 I} \gg R_{2}$ is easily achieved using pulsed lasers. The ionization probability $P_{2 I}=\sigma_{2 I} n_{L_{2}}$ where $\sigma_{2 I}$ is the ionization cross-section and $n_{L_{2}}$ the photon flux of the laser driving the ionization. Inserting this back into Eq. 2.81 with conditions $\sigma_{2 I} n_{L_{2}} \gg R_{2}$ and $\eta=\delta=1$ gives the maximum achievable ion rate

$$
\begin{equation*}
S_{i}^{(\max )} \cong N_{g . s .} \sigma_{g . s \rightarrow 2} n_{L_{1}} \Delta V=n_{a} . \tag{2.82}
\end{equation*}
$$

To show the benefit of using a pulsed laser for non-resonant ionization into the continuum from state $|2\rangle$, two lasers will be compared, a 15 W CVL operating at

10 kHz repetition rate with a 20 ns pulse width and a 20 W CW laser operating at 500 nm . The corresponding photon rates are $R_{C V L} \sim 4 \cdot 10^{23} \mathrm{~s}^{-1}$ (per pulse) and $R_{C W} \sim 5 \cdot 10^{19} \mathrm{~s}^{-1}$. Assuming a typical non-resonant ionization cross section $\sigma_{2 I}=$ $1 \cdot 10^{-17} \mathrm{~cm}^{2}$ and a radiative decay rate $R_{2} \sim 1 \cdot 10^{8} \mathrm{~s}^{-1}$, the required photon rate to satisfy the condition $\sigma_{2 I} n_{L_{2}}>R_{2}$ becomes $n_{L_{2}}=1 \cdot 10^{25} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$. These photon intensities can be achieved by focusing the laser beams to a small area. For the CVL this area becomes a manageable $0.04 \mathrm{~cm}^{2}$, but the CW laser beam would need to focused down to an area of $\sim 10 \cdot 10^{-6} \mathrm{~cm}^{2}$. Such a focus is impractical and would generate other ionization losses due to the tiny interaction volume. Fortunately in many cases the bottleneck caused by the non-resonant ionization can be alleviated with a resonant step into an autoionizing state or a Rydeberg state close to the Ionization Potential (I.P.) gaining approximately two order of magnitude in the cross section.

In addition to the saturation conditions, efficient laser ionization requires that the laser characteristics match the properties of the ion source. For example, the velocity and hence the residence time of atoms in a hot cavity is a few $100 \mu$ s hence the repetition rate of a pulsed laser needs to be high enough in order to interrogate every possible atom. Typically the pulsed lasers used in hot cavity laser ion sources operate at $\sim 10 \mathrm{kHz}$. On the other hand, laser ionization performed in a gas cell can be performed using medium-repetition rate ( $\sim 200 \mathrm{~Hz}$ ) lasers as the atoms move much more slowly. Additionally, the high pulse energy of the medium-repetition rate lasers allows the atomic transitions to be saturated more easily than with high repetition rate lasers. Recently, high- and medium-repetition rate laser based ion source systems were compared at LISOL 48] in a gas cell. The test indicated that while the lasers perform similarly in the gas cell, the high repetition rate is required for efficient ionization in the gas jet.

Due to the pulsed nature of the lasers used in on-line facilities, the typical fundamental linewidth ranges from 1 to 3 GHz . When coupled with pressure and Doppler broadening introduced by the environment of the ion source, the resulting linewidth renders the laser in many cases insensitive to the hyperfine structure. While recent developments have demonstrated that the linewidth of a $10 \mathrm{kHz} \mathrm{Ti}: s a p p h i r e$ laser may be reduced to 20 MHz [49], in-source spectroscopy still suffers from the line broadening taking place within the source. This broadening reduces the sensitivity of the method compared to other laser spectroscopic techniques such as high-resolution collinear laser spectroscopy. This latter method, performed at Jyväskylä, can reach linewidths corresponding to the natural linewidth of a transition [50]. Recent developments towards gas jet spectroscopy, including the gas jet shaping presented
in Chapter 5 of this thesis, aim to drastically reduce the environmental effects and hence enable high resolution RIS close to the radioisotope production site. However, while RIS may be less sensitive to nuclear effects than collinear laser spectroscopy, the main advantage of the method lies in its efficiency which allows spectroscopy on isotopes produced only at a rate of a few per second. Indeed, these two techniques should be viewed as being complementary to each other. The low resolution RIS method can be used to efficiently locate (unresolved) hyperfine structure of heavy elements, allowing a follow-up experiment to be made with high-resolution collinear laser spectroscopy. Such work has been demonstrated on copper isotopes at ISOLDE [51,52]. Furthermore, one may aim to indeed combine these two techniques and such efforts are currently being pursued utilizing Collinear Resonant Ionization Spectroscopy (CRIS) which has been introduced with the aim of coupling the highresolution of collinear laser spectroscopy with the efficiency of RIS [53-55].

## 3. IGISOL

The IGISOL (Ion Guide Isotope Separator On-Line) facility is world renowned for producing low-energy ion beams for nuclear ground state studies [56, 57]. The facility is located at the Accelerator Laboratory of the University of Jyväskylä, connected to the Department of Physics (JYFL). Before the ion guide method was developed, the standard way of extracting and transporting reaction products from a target was to use gas jets 58-60]. Based on that work the IGISOL method was commissioned at Jyväskylä in the early 1980's 61]. Though IGISOLs a versatile system the basic principles are relatively simple. In normal operation, the primary beam induces nuclear reactions in a thin target. The resulting reaction products recoil from the target and stop in a helium buffer gas volume [57] as presented in Fig. 3.1. The high first ionization potential of helium, $\sim 24.6 \mathrm{eV}$ [62], results in a large fraction of the highly charged recoil ions thermalizing to a $2^{+}$charge state. In practise, due to impurities in the helium, the products are reset subsequently to a $1^{+}$charge state. The buffer gas pressure is typically 300 mbar and this is constantly evacuated through a $\sim 1 \mathrm{~mm}$ exit hole. Ions are transported in the gas flow to a sextupole radio frequency ion guide, the Sextupole Ion Guide (SPIG) 63].

Upon confinement in the SPIG the ions drift through with the help of a small electric field gradient before being accelerated first to about 10 keV and subsequently to the full 30 keV energy. This low energy beam is mass separated with a $55^{\circ}$ dipole magnet and delivered to experiments. Due to efficient differential pumping the typical ion guide pressure of 300 mbar translates to a target chamber pressure of $10^{-2} \mathrm{mbar}$, then to $10^{-5} \mathrm{mbar}$ in the extraction chamber before reaching a baseline pressure of a few $10^{-6} \mathrm{mbar}$ in the main beam line. This drastic pressure drop of many orders of magnitude over a short distance results in a good beam quality during acceleration due to minimal ion- residual gas collisions.

For precision measurements a better beam quality is needed than normally available after mass separation. The raw IGISOL beam energy spread may be up to 100 eV , albeit much less with the SPIG before being injected into a Radio Frequency Quadrupole (RFQ) 64] cooler buncher, a linear Paul trap filled with 1 mbar of helium buffer gas. The ions entering the RFQ are accumulated using electrical potentials while being cooled by collisions with the buffer gas. The ions are then
released either as a cooled continuous beam or in bunches with superior emittance ( $3 \pi$-mm-mrad at 40 keV 65] ) and energy spread ( $\sim 1 \mathrm{eV}$ ) compared to the initial mass separated beam.


Figure 3.1. Illustration of the basic IGISOL principle. An ion guide is filled with a buffer gas at 300 mbar. A primary cyclotron beam (red) induces fission reactions in a tilted uranium target. The fission products recoil isotropically from the target and thermalize to a +1 charge state (blue dots). The gas flow takes the ions out of the cell through an exit hole into a sextupole ion guide (yellow dots).

Since the development of the IGISOL method in the early 1980's the principle has been used in many laboratories for example in Japan (Institute for Nuclear Study (INS) [66], Tohoku [67]), Poland (Warsaw Heavy-Ion laboratory [68]) and Belgium (Louvain-la-Neuve) 69, 70. The method is compatible with different types of nuclear reactions such as fission and fusion-evaporation involving either heavy or light ions. The main advantages over the standard thick target ISOL method is that products can be released efficiently with sub-millisecond delay time [71, 72] and without chemical selectivity, meaning that even the most refractory of elements can be extracted.

### 3.1. Experimental tools

The IGISOL facility employs various permanent measurement devices, in addition to temporary set-ups specific only for a certain experiment. The primary tools are a Penning trap precision mass spectrometer and a collinear laser spectroscopy station both of which are introduced in the following section.


Figure 3.2. IGISOL-3 layout showing the front-end and the experimental area

Figure 3.2 shows the layout of the front-end and the Penning trap set-up of the discontinued IGISOL 3 facility. A complete description of the IGISOL3 layout can be found in Ref. [73].

### 3.1.1. Penning trap

A Penning trap is an electromagnetic device used to confine charged particles in stable and predictable trajectories [74]. These trajectories, some of which are mass dependent, can be excited using suitable radio frequency fields [75]. The mass dependency of the motion of a particle within the trap allows a very precise determination
of the ion's mass [76]. The mass resolving power of a Penning trap can exceed $1 \cdot 10^{7}$ and hence enables not only the precision measurement of mass but also the separation and discovery of nuclear isomeric states [77, 78].

After the first demonstration of a mass measurement of radioactive isotopes with a Penning trap at ISOLDE 79, 80], the technique has been taken into use in many on-line facilities around the world including GSI (Separator for Heavy Ion reaction Products (SHIPTRAP) [81], TRIUMF (TRIUMF's Ion Trap for Atomic and Nuclear science (TITAN) | [82], Argonne National Laboratory (ANL) (Canadian Penning Trap (CPT) | [83], Michigan State University (MSU) National Superconducting Cyclotron Laboratory (NSCL) (The Low Energy Beam and Ion Trap (LEBIT) [84] and IGISOL [85 86]. For a complete overview of Penning trap operating principles and facilities the reader is referred to Ref. [87] and the references therein.


Figure 3.3. Eigenmotions of an ion in a Penning trap.
The Penning trap confines ions in a superposition of a quadrupole electric field $\vec{E}$ and a highly homogeneous magnetic field $\vec{B}$ [74. A strong magnetic field confines the ions radially along the magnetic field axis and the axial confinement is achieved
with the electrical field. All the forces acting upon the ion with a charge $q$ can be described with the Lorentz force

$$
\begin{equation*}
\vec{F}=q(\vec{r} \times \vec{B}+\vec{E}) \tag{3.1}
\end{equation*}
$$

Solving the equation of motion for an ion in a Penning trap results in three frequencies, a harmonically oscillating axial frequency $\omega_{z}$, a mass-dependent reduced cyclotron frequency $\omega_{+}$and a mass-independent magnetron frequency $\omega_{-}$. The individual motions with the resulting superposition motion are presented in Fig. 3.3. In an ideal trap the two latter frequencies sum to a mass-dependent cyclotron frequency:

$$
\begin{equation*}
\omega_{c}=\omega_{+}+\omega_{-}=\frac{q B}{m}, \tag{3.2}
\end{equation*}
$$

where $q$ is the charge, $m$ is the mass of the ion and $B$ is the magnetic field strength. The ion motions can be excited using dipole RF fields oscillating at the eigenfrequency and can be converted from one motion to another with quadrupole RF fields [88].

The JYFLTRAP Penning trap mass spectrometer is a dual trap system located within a 7 T superconducting magnet 85 . The two traps, namely purification and precision trap, are formed with cylindrical electrodes and are separated with a narrow diaphragm. The purification trap captures the ion bunches from the RFQ in dilute helium gas which cools the ions. The magnetron motion of the ions is excited with dipole RF fields to increase the radius so that it is larger than the diameter of the diaphragm. After this a mass selective quadrupole excitation is applied at the reduced cyclotron frequency to center the isotope of interest onto the trap axis [89]. Due to the differences in the orbits only the ions of interest can transfer to the precision trap 90.

In the precision trap the pure ion sample is excited to a larger magnetron radius followed by a quadrupole excitation to convert this motion to reduced cyclotron motion. This method increases the radial velocity of the ions which translates to a reduction in the time of flight to a multichannel plate detector when the ions are released from the trap. By determining the excitation frequency which leads to the shortest time of flight [91], it becomes possible to determine the mass of the ion. Comparing the frequency of the isotope of interest to the frequency of a reference isotope with mass $m_{r e f}$

$$
\begin{equation*}
m=\frac{\nu_{r e f}}{\nu}\left(m_{r e f}-m_{e}\right)+m_{e} \tag{3.3}
\end{equation*}
$$

yields the isotope mass $m$. Here $m_{e}$ is the electron mass.
JYFLTRAP has been used to measure a wide range of masses with high precision. The complete list of JYFLTRAP mass measurements to date is presented in Ref. [86]. These results have been used, for example, to study the evolution of the $N=50$ shell gap energy in the neutron rich region [92]. This particular measurement provided evidence for a reduction in the shell gap far from stability. Another good example of the versatility of the trap system is the study of Q values for super allowed $\beta$ decays. Such measurements are used to test the unitarity [93] of the Cabibbo-KobayashiMaskawa Matrix (CKM) matrix [94] by deducing a very precise value for the $V_{u d}$ matrix element 95 96]. In addition to fundamental physics the trap can be used to produce ultra-pure samples of an isotope/isomer for selected applications. For example, the Comprehensive Nuclear-Test-Ban Treaty Organization (CTBTO) has measurement stations around the globe that measure the ratio of an isomer ${ }^{133 \mathrm{~m}} \mathrm{Xe}$ to the ground state ${ }^{133} \mathrm{Xe}$. As the ratio of these depends on the source in which they were produced, they can be used to detect nuclear device detonations. The measurement stations need to be calibrated and standardized with a pure sample of ${ }^{133 \mathrm{~m}} \mathrm{Xe}$ which, at the moment, can only be produced using Penning traps 97 .

### 3.1.2. Collinear laser spectroscopy station

Collinear laser spectroscopy is a well established method of probing atoms and ions in order to extract nuclear ground state properties across the nuclear landscape [98]. The method achieves high precision due to the use of narrow linewidth CW lasers combined with a highly reduced Doppler broadening of a transition of interest on an accelerated ensemble of atoms or ions. Such high resolution is sufficient to allow a measurement of the hyperfine structure of a transition of a given isotope. From the hyperfine spectrum, it is possible to extract nuclear spin, magnetic dipole and electric quadrupole moments. Additionally, via a measurement of the frequency shift from one isotope to another, the change in root mean square charge radii can be deduced. The fundamentals and current status of collinear laser spectroscopic measurements among other laser spectroscopic tools used to study short-lived isotopes is presented in a topical review by B. Cheal and K. Flanagan [55].

Collinear laser spectroscopy on ions was first independently demonstrated in 1976 by Wing et al. [99] and Kaufman et al. [100], and was soon after demonstrated by Anton et al. [101] for fast atomic beams. In the technique an ion or atom beam is overlapped with a co- or counter-propagating laser beam operating at a locked frequency. The ion beam is typically accelerated to some tens of keV energies which reduces the
initial longitudinal energy spread to the natural linewidth of the transition. Rather than tuning the laser frequency, the ion or atom is Doppler shifted over the atomic resonance by tuning the total acceleration voltage $V$. The frequency seen by the ion or atom is related to the acceleration voltage as

$$
\begin{equation*}
\nu=\nu_{L}\left(1+\alpha-\sqrt{\left(2 \alpha+\alpha^{2}\right)}\right) \tag{3.4}
\end{equation*}
$$

where $\nu$ is the laser frequency seen by the ion(atom), $\nu_{L}$ is the locked laser frequency and $\alpha=\frac{e V}{m c^{2}}$ where $m$ is the ion's mass and $q$ is the charge 55. The method of Doppler tuning the ion or atom beam velocity removes uncertainties associated with tuning the laser frequency. When on resonance, the fluorescence is detected with photomultiplier tubes.

Collinear laser spectroscopy stations are currently used in many nuclear physics laboratories around the world. The technique can be combined with standard isotope production methods such as the ISOL method at ISOLDE 98, 102] or TRIUMF [103 104], and the IGISOL method [105 106. The collinear laser spectroscopy station at IGISOL was set up in the mid 90's as a collaboration between the University of Jyväskylä, the University of Manchester and the University of Birmingham. The first measurement of radioactive ions was performed in 1997 on barium [106 107, followed by the first collinear laser spectroscopy measurement on a refractory element in 1998 [108 109. With the introduction of the RFQ cooler buncher [65] the sensitivity of the method gained a huge boost [110]. The improvement led to a greatly reduced energy spread and the possibility to gate the photomultiplier tubes in order to only accept photons corresponding to the arriving ion bunches. All this paved the way for a first collinear measurement of cooled fission fragments at IGISOL [111].

Collinear laser spectroscopy has been used at IGISOL to study the onset of deformation around $N=60[112-115$ and ground state properties over the $N=28$ shell closure [116]. The current status and recent achievements at IGISOL are documented in an article by F. Charlwood et al. [117. Currently, the laser station is being rebuilt at the new IGISOL4 facility and will be commissioned in 2012.

## Optical ion manipulation

In a typical measurement, collinear laser spectroscopy is performed from the atomic or ionic ground state to an excited state. However, in some cases this transition is either too weak, unfavourable for extracting nuclear parameters or beyond the wavelength capabilities of a CW laser. For example, the nuclear spin cannot be
determined unambiguously if the transition takes place between states with spins $J=0 \rightarrow J^{\prime}=1$ or $J=1 / 2 \rightarrow J^{\prime}=1 / 2$ due to insufficient hyperfine peaks available. In the latter case the determination of the quadrupole moment is also impossible [55 118].

These problems can be solved if the spectroscopy can be performed from another state with suitable spin and transition strength. In principle this means the use of metastable states which may be populated only weakly in the ion guide and hence be otherwise unavailable by default. Using high power pulsed lasers, such as Ti:sapphire lasers, even weak transitions can be driven efficiently and as the purpose is not to do spectroscopy but only to drive a transition the broad linewidth is not an issue as much as it is an advantage. While in the RFQ cooler buncher, the ion energy spread matches the broad, few GHz , linewidth of a pulsed Ti:sapphire laser hence increasing pumping efficiency. By choosing a suitable transition which subsequently transfers the population to a metastable state with a large probability (see Fig, 3.4a), the ground state population can be sometimes be completely depleted, as seen in Fig. 3.4 b 114].


(b) An example of optical pumping in $\mathrm{Y}^{+}$. The plot shows how the ground state is completely depleted by the 224 nm pump laser. The frequency is relative to a 311 nm collinear laser transition.

Figure 3.4. The idea for optical pumping and an example of the effect of optical pumping on the ground state population of $\mathrm{Y}^{+}$ions. Data by courtesy of B. Cheal.

### 3.1.3. IGISOL-4

The IGISOL facility is undergoing the fourth major upgrade since the conception of the ion guide method almost 30 years ago, with the move to a new experimental area next to a recently acquired MCC-30/15 light ion cyclotron. The machine can deliver $18-30 \mathrm{MeV}$ protons and $9-15 \mathrm{MeV}$ deuterons at beam currents up to $200 \mu \mathrm{~A}$ and $62 \mu \mathrm{~A}$, respectively. The utilization of the heavier beams from the existing $\mathrm{K}-130$ cyclotron will also be possible at the new facility.


Figure 3.5. IGISOL4 layout presenting the front-end and the experimental hall. The laser access to the target chamber is marked in blue and laser access for optical manipulation in cyan.

The new experimental hall presented in Fig. 3.5 enables several improvements to the general facility including more effective beam transportation, better access to the target area with lasers, installation of off-line test ion sources, and more sophisticated and permanent measurement and beam diagnostic set-ups.

Intense light ion beams make possible the use of both fusion and fission reactions providing access to light proton-rich nuclei and an extended range of neutron-rich nuclei. A new neutron converter target is being designed in order to take full advantage of the high intensity beam from the light ion cyclotron. This will allow the production and systematic study of ever more exotic nuclei produced in neutron-
induced fission reactions using the existing trap and laser facilities. The construction of IGISOL-4 is nearing completion and the first on-line beam tests have already been performed. Continuation of the experimental program at IGISOLis expected to take place towards the end of 2012.

## 4. FURIOS laser ion source at IGISOL

The following chapter presents FURIOS the Fast Universal Resonant laser IOn Source, a new gas cell designed for in-source laser spectroscopy, initial results obtained under pseudo-on-line conditions and a data analysis software developed towards future high resolution in-source spectroscopy.

The FURIOSlaser set-up, the Ti:sapphire laser basic operation and technical details of wavelength selection and harmonic generation are discussed. Recent results on the effect of the Ti:sapphire crystal temperature on the fundamental and intracavity generated second harmonic output power are presented. Concerning the new IGISOL 4 facility, the design of the new FURIOS facility and the laser transport are discussed. In addition, the issues concerning short laser ion pulse detection and wavelength monitoring are presented.

Following the description of the FURIOS-facility, a new type of ion guide, namely the "shadow gas cell", originally designed by the Leuven laser ion source group, 119] is introduced. The aim for the ion guide is to allow efficient in-source laser ionization under on-line conditions. The results obtained with this gas cell include transport efficiency determination using an alpha recoil source and ion source commissioning under off- and pseudo-on-line conditions using stable nickel. Finally, a new software for the analysis of hyperfine structure is presented. A non-linear regression of a Voigt profile on collinear laser spectroscopy data on niobium and a errors-in-variables linear fit on nickel isotope shift data are presented as a demonstration of the current status of the analysis software.

### 4.1. Introduction

In a typical IGISOL experiment where the reaction products are primarily thermalized in a $1^{+}$charge state, the element of interest might form only a small fraction of the total ensemble of ions. When the ions enter the IGISOL separator magnet, the magnet selects all ions with a given charge to mass ratio $\frac{q}{m}$ therefore isobaric contamination may still be present in the mass separated beam. Such contamination could prevent the detection of the isotope of interest, for example, with gamma ray detec-
tion by introducing a high background that masks the gamma rays associated with the exotic isotope. Furthermore, the RFQ has a limit in the number of ions it can capture hence the contaminant species may well overwhelm the storage capability of the device, thus reducing the transmission. Additionally, isobaric contaminants in the ion beam delivered to the collinear laser spectroscopy station introduce fluorescence background (in the form of ion beam -related laser scatter). Impurities in the cooled and bunched beams delivered to JYFLTRAP may also contribute to limitations in the capacity of the trap to fully purify beams.

If the majority of the reaction products were to be neutralized in the ion guide the isobaric contaminant problem could be addressed at the source. Resonant laser ionization is a mechanism which provides element selectivity in the ionization process. By coupling laser ionization with the mass selectivity of the separator magnet, isotopically pure beams can be delivered to the experiments.


Figure 4.1. A selected region of the Segré chart showing how the isotopic selectivity is achieved with the combined use of lasers and a separator magnet. The lasers provide element selectivity ( Ni ) and the separator magnet selects according to mass (dark blue) leading to a selection of a single isotope (red). Other colours according to Fig. 1.1 .

As stated in Chapter one, laser ion sources have become a vital part of the operation of many of the major on-line facilities. In 2004 a collaborative project was started with the LARISSA-group at the University of Mainz aimed towards the construction of a laser ion source [120] at the IGISOLfacility. The facility became operational soon after with the first off-line ions of Tc [121], Bi [122] and Y [123] and it has since been developed towards resonance laser ionization in a gas cell under on-line conditions [124]. The latter work used the laser ion source to develop an understanding of the
competing processes acting in the gas cell. Thus far, the laser ion source has not been used for its principal purpose - to selectively produce low energy radioactive ion beams - due to high losses in laser intensity during the complex transport to the gas cell of IGISOL3. The new IGISOL4 facility has involved detailed planning for the laser ion source in the initial stages, and the author has been principally involved in all the details related to the design of the new laser ion source to be commissioned in 2012.

Resonance laser ionization is a selective process that can reach efficiencies of 10-30 $\%$ [18]. In addition, resonance ionization spectroscopy (RIS) has developed into a formidable tool for the study of exotic, short-lived radioisotopes. Recent results such as the determination of the magnetic moments of ${ }^{57,59} \mathrm{Cu}$ [125], the investigation of intermediate and auto-ionizing states in heavy elements 126] and the measurement of the hyperfine structure of ${ }^{229} \mathrm{Th} 127$ are excellent examples of the power of the RIS method.

This chapter presents additional developments of the FURIOS laser ion source to those discussed in Article I, published in Eur. Phys. J. A 43 (2012) [128]. Three major laser-related developments are presented in the article: intra-cavity second harmonic generation, narrow-linewidth injection-locked Ti:sapphire laser and gratingbased Ti:sapphire laser. The intra-cavity harmonic generation has led to a huge increase in the second harmonic output power as well as to greatly improved beam divergence. The injection-locking technique has been successfully tested at the University of Mainz and has shown to be able to reduce the laser linewidth to $\sim 20 \mathrm{MHz}$. In the near future, a new injection-locked Ti:sapphire set-up will be constructed which will allow efficient high-resolution in source spectroscopy to be performed at JYFL. Finally, a new grating-based Ti:sapphire laser has been developed, whereby the high reflector of a typical Ti:sapphire resonator has been replaced with a gold coated grating. The lasing wavelength is selected by rotating the grating with respect to the cavity mode which allows, in principle, the whole Ti:sapphire gain band to be scanned. This laser is invaluable for the development of new ionization schemes which is demonstrated in the article with samarium.

The second part of the article discusses in-source and in-jet resonance ionization spectroscopy using pulsed lasers. As the name implies, in-source resonance ionization spectroscopy is performed within the gas volume of an ion guide whereas in-jet spectroscopy is performed in the supersonic jet emitted from the ion guide. Though both of the methods are susceptible to the environment they are performed in, these effects are greatly reduced in the jet. The effect of environmental broadening mechanisms, different laser bandwidths and variations in laser intensity on the width
of the measured spectral line have been studied using bismuth, silver and nickel, in the gas cell and expanding gas jet. Power broadening due to laser intensity was studied on the first excitation at 328.1624 nm of atomic silver. These studies revealed a $\sim 3 \mathrm{GHz}$ increase in the linewidth at high laser intensities compared to a baseline. In-source spectroscopy of bismuth revealed a pressure induced broadening of $\sim 10 \mathrm{MHz} / \mathrm{mbar}$ while in-jet spectroscopy of nickel showed a slight decrease of the linewidth compared to a corresponding in-source measurement. Finally, the application of a de Laval nozzle led to remarkably collimated gas jets which overcome a current limitation in the gas cell-based LIST method.

### 4.2. FURIOS laser system

The FURIOS laser system consists of multiple high repetition rate pulsed lasers. These include two Nd:YAG lasers (Lee Laser LDP-200MQG) operating at 10 kHz with optimal output powers of 80 W and 40 W respectively. The 80 W Nd:YAG is used to pump four Ti :sapphire lasers that form the backbone of FURIOS, The general layout of the main optical table at the IGISOL-3 facility is presented in Fig. 4.2 The second Nd:YAG is reserved as a backup laser and for the development of an injection-locked Ti:sapphire laser [49]. A CVL laser with a typical output power of 30 W is used mainly for non-resonant ionization, however it can be used to pump a dye laser if needed. In general, the laser system is capable of covering wavelengths ranging from 205 nm to 1000 nm and thus is able to produce ionization schemes for many elements in the periodic table. Figure A. 1 (in the appendix) shows the elements that have ionization schemes suitable for Ti :sapphire lasers.

The Ti:sapphire lasers used at FURIOS are based on the original design by the LARISSA group at the University of Mainz [129]. The laser cavity is arranged in a Z-shape (see Fig. 4.3) that allows the Ti:sapphire crystal to be pumped from one or two directions depending on the need [121]. The pump beam is focused into either the front or backside of the crystal and concave, $R=75 \mathrm{~mm}$, high reflective mirrors are placed either of the crystal with 2 cm and 5 cm separation respectively. The resonator is completed with a high reflector ( $\mathrm{R}>99.9 \%$ ) and an output coupler ( R $\sim 80 \%$ ). The wavelength selection is achieved with a birefringent filter and a thin etalon resulting in a typical output linewidth of about 3 GHz [128, 130]. In a typical experiment the output of one or two of the lasers needs to be delayed using Pockels cells in order to time synchronize the output pulses to within a few ns.

The resonator can be reconfigured for intra-cavity doubling by replacing the output


Figure 4.2. The layout of the optical table for the FURIOS laser ion source during IGISOL 3.
coupler with a high reflector to form a closed resonator for the fundamental wavelength. By adding a BBO crystal within the cavity along with a suitable dichroic mirror, a significant fraction of the fundamental frequency can be converted to second harmonic SH output. An SH output of about 3.7 W has been reached using this intra-cavity approach. Figure 4.3 shows the schematic representation of the Ti:sapphire resonator in the intra-cavity configuration. Figure 4.4 presents recent data on the performance of two of the lasers, one in standard mode (upper half) and one in intra-cavity mode (lower half). The left column gives the output power as a function of input pump power and the right column as a function of the Ti:sapphire crystal temperature. A Ti:sapphire conversion efficiency of $27 \%$ can be extracted from the gradient of the data for the standard mode and a corresponding second harmonic conversion efficiency of $3.9 \%$ for the intra-cavity mode. It should be noted that the results are obtained using a bare cavity with no mode selecting elements therefore the intra-cavity efficiency may be lower than normal due to multiple mode structure. The standard mode utilized a mirror set with 750 nm central wavelength and the intra-cavity mode utilized a mirror set with 850 nm central wavelength.

In the past, the effect of the Ti:sapphire crystal temperature on the output power was an unknown variable, however it had been seen that if the water cooling malfunctioned the power dropped due to thermal effects. Recently, a variable temperature


Figure 4.3. Schematic representation of the Ti:sapphire resonator at FURIOS showing the laser operating with intra-cavity second harmonic generation. The Ti:sapphire crystal may be pumped from one or both sides.
chiller for Ti:sapphire cooling was installed which allows the crystal to be cooled to about $14^{\circ} \mathrm{C}$. The data in the upper right plot in Fig. 4.4 shows that the output power keeps rising steadily below $25^{\circ} \mathrm{C}$ at a rate of about 20 mW per centigrade, however no large gain in output power is observed. Reducing the crystal temperature reduces thermal lensing effects in the crystal and may, in cases where the output power is limited by thermal effects, increase the output capability of a Ti : sapphire crystal by a factor of 200 at 77 K [53]. The modest temperature dependence of the output power in this case indicates that that the thermal effects are not a limiting factor for the Ti:sapphire output power. Nevertheless, the effect of the crystal temperature on the intra-cavity SH power is more dramatic, with an improvement of $\sim 100 \mathrm{~mW}$ with a reduction of $\sim 5^{\circ} \mathrm{C}$.

In addition to the standard resonators the set-up includes a Ti:sapphire laser whereby the high reflector and the mode selecting elements have been replaced with a grating which allows in principle a tuning of the laser wavelength across the entire Ti:sapphire gain band. The grating-based laser in presented in Article I.


Figure 4.4. Output powers for Ti:sapphire lasers operating in standard mode (upper half) and in intra-cavity mode (lower half) as a function of the pump power (left column) and the crystal temperature (right column). The threshold pump power extracted from the upper left plot is $\sim 2 \mathrm{~W}$.

### 4.3. Laser ion source design considerations

The FURIOS project was first constructed at the existing IGISOL-3 facility thus the design was limited by the existing physical restrictions. Multiple compromises had to be made with respect to the laser transportation and laser coupling to the gas cell. The laser transport path required several mirrors, many of which were placed at non-optimal angles. In the worst cases, the transport losses for deep UV light exceeded $80 \%$.

For the operation of an efficient and reliable laser ion source the optimization of the laser transport path is vital [131]. Therefore, during the design of the new IGISOL4 -facility [132], the laser ion source had a high priority. The flexibility in design allowed the laser laboratory to be placed in an optimal location with respect to the


Figure 4.5. CAD design of the laser combining system. Two set-ups have been made to couple the lasers into the IGISOL target chamber from the front and from the back.
target chamber and the IGISOL cave to be constructed in a manner that allowed a simple and optimal positioning of the laser transport mirrors. Furthermore, the laser optical path was designed to allow all beams to be transported separately to the target area where they would be combined and focused into the target chamber. This allows the mirror coatings to be chosen specifically for the wavelength being transported.

The design of the new FURIOS laser ion source station for IGISOL4 was done using 3D mechanical design program (Autodesk Inventor). Figure B.1 (in Appendix) shows the entire IGISOL4 upper level as a 3D illustration and Fig. 4.5 presents a typical mirror set-up used to combine the individual lasers and to couple them into the IGISOL target chamber.

### 4.3.1. Detecting laser ion pulses


(a) Silver ionization scheme

(b) Nickel ionization scheme

Figure 4.6. Resonant ionization schemes for silver and nickel. The transition strength is given where known. The non-resonant 511 nm light is produced with a CVL laser. In the case of silver, each of the lasers are able to ionize from the $6 \mathrm{~d}^{2} \mathrm{D}_{5 / 2}$ state.

The resonant laser ionization process produces short, $\sim 40 \mathrm{~ns}$, ion pulses at a 10 kHz ionization rate. At FURIOS and at IGISOL two types of ion detectors are used, an electron multiplier tube and a micro-channel plate, both of which operate on the principle of secondary electron emission that leads to electron multiplication.

At FURIOS, the off-line calibration and development of laser excitation and ionization schemes have been performed with the Atomic Beam Unit (ABU). A detailed description of the ABU can be found in [133 but the basic operational principle can be summarized as follows: an atomic vapour from a resistively heated oven enters the laser interaction region where the atoms of interest are resonantly excited and ionized in a crossed-beams geometry. An electrostatic lens system extracts the ions and guides them to an Electron Multiplier Tube (EMT) (ETP Electron Multipliers, model 14150 H ) which outputs a fast pulse for each ion hitting the detector. The signal from the EMT is fed to a fast amplifier unit (ORTEC 820), followed by a coincidence unit triggered by a gate from the Nd:YAG pump laser. Finally, counting only the ions in coincidence with the gate leads to a considerable reduction of background signal produced, for example, by the interference from the Q-switches of the pulsed laser system.


Figure 4.7. Count rate behaviour as a function of oven current for the resonant laser ionization of silver. The contributions of the individual excitation and ionization steps are shown separately. The primary ionization path is displayed in the legend, where $U V=328.1624 \mathrm{~nm}$, Blue $=421.2142 \mathrm{~nm}, C V L=511 \mathrm{~nm}$ and nr . corresponds to a a non-resonant ionization mechanism. The solid lines are to guide the eye.

Several ion counting measurements in the ABU have resulted in the observation of count rate saturation at the laser repetition rate, i.e. 10 kHz . This effect has also been noticed in tests with the hot cavity laser ion source at IGISOL in a perpendicular laser ionization geometry [134], and has been attributed to the ion pulses being counted as a single event. The maximum count rate of the EMT is about 125 MHz due to an 8 ns baseline width of the EMT signal [135]. The lower limit of the ion pulse duration is set by the laser pulse width which is, for the case of the Ti:sapphire lasers, $\sim 40 \mathrm{~ns}$, and for the non-resonant ionization with the CVL, $\sim 20$ ns. Although the ion pulses are created every 10 kHz , the instantaneous count rate can exceed the count rate limit of the EMT if more than a few tens of ions hit the
detector during the pulse duration. In such cases the individual ions are no longer counted separately.

The apparent saturation of the ion count rate limits the ability to extract information from the scans such as transition saturation intensities, broadening of the linewidth and in the worst case scenario, peak centroids due to a flat-top behaviour. The effects of the detector saturation were studied in detail using laser ionization of nickel and silver. The silver ionization is realised with three-step UV-blue-CVL resonant ionization scheme (two resonant excitation steps and a non-resonant ionization step) described in [134]. The scheme allows ionization, albeit inefficiently, using only the first UV transition due to a suitable Rydberg state close to the ionization potential which matches the energy used in the first resonant step [136]. The nickel ionization scheme includes a 232.0744 nm UV transition followed by a resonant 738.832 nm step and finally a CVLinduced non-resonant ionization process. Both schemes are presented in Fig. 4.6.

The effect on the silver ion count rate as a function of ABU oven current is shown in Fig. 4.7, which illustrates separately the contributions from the different possible laser excitation and ionization steps. A rapid increase in count rate is seen as the additional excitation steps are added, leading to saturation at approximately the repetition rate of the laser system. On the other hand Fig. 4.8 shows the count rate behaviour as a function of the laser intensity for a UV+UV+non-resonant ionization scheme. The ionization takes place via Rydberg states close to the ionization potential by a non-resonant mechanism.

The electric field within the ionization region of the ABU is about $25 \mathrm{~V} / \mathrm{mm}$. However, the critical field $E_{c}$ for field ionization can be calculated to be about $52 \mathrm{~V} / \mathrm{mm}$ using the formula [137] $E_{c}=3.21 \cdot 10^{8} / n^{4}[\mathrm{~V} / \mathrm{cm}]$, where $n=28$ is the principal quantum number for the state in question. Hence, field ionization can be excluded as an ionization mechanism. The (undetermined) non-resonant ionization mechanism leads to a very large spread ( $25 \mu \mathrm{~s}$ ) in the ion arrival time hence enabling the EMT to count all the ions. A similar situation has been observed in gallium [133] where an $\sim 11 \mu$ s arrival time spread was observed. In this work, when the ion count rate was increased beyond 10 kHz and the other lasers were introduced, the rate dropped back to the saturation level seen in Fig. 4.7.

In addition to the ion counting mode, the EMT allows the measurement of the anode current after the discrete-dynode stage. Fig. 4.9 illustrates a direct comparison of the anode current with the ion count rate for laser ionization of nickel. Saturation of the count rate is clearly seen, whereas the anode current shows no such effect.


Figure 4.8. Count rate as a function of the UV laser intensity. The ionization takes place via two resonant steps from the silver ground state exciting electrons to a high-lying Rydberg state, which is then non-resonantly ionized. In order to reach the high ion count rates with this ionization scheme, the ABU was heated to much higher temperatures than in the measurements shown in Fig. 4.7

Further tests in the future will be performed to check the reliability of the current readout method. Finally, we note that laser wavelength scans in the gas cell do not suffer from this effect as the time spread of the ion bunch is inherently relaxed. Meanwhile, for measurements performed in the vacuum environment of the ABU, the ion count rate for laser scans should be kept well below the saturation limit in order to avoid any artificial broadening.


Figure 4.9. A comparison of the first resonant step laser wavelength scans for nickel recorded by ion counting and by measurement of the EMT anode current. The scans were performed in the atomic beam unit.

### 4.3.2. Wavelength calibration

For precise in-source laser spectroscopic studies the laser wavelength scanning and ion detection must be under reliable control. With the current Ti:sapphire system, high resolution wavelength selection over a scan region is performed by tilting the angle of the etalon using a computer-controlled precision rotation stage (operated by a PI m-232 linear actuator). During the scan, both the motor position and the wavelength readout are recorded along with the ion count rate. The accuracy of the wavemeter is modest, approximately $\pm 0.0001 \mathrm{~nm}$, while the motor position is known accurately and can be very finely tuned with an actuator step size of 100 nm , less than the sensitivity of the wave meter.

Recording the motor position can be useful for smoothing out the fluctuations or discontinuities sometimes seen in the ion count rate versus wavelength scans. This


Figure 4.10. Laser scans performed in the ABU on nickel (left panels) and silver (right panels). The top panels illustrate the wavelength versus motor position, whereas the bottom panels show the ion count rate versus motor position and wavelength, respectively. Details of discontinuities in the structure are explained in the text. The fundamental wavelength is shown.
is done in practice by fitting a quadratic polynomial to a motor position versus wavelength dataset, which converts the precise motor position to a wavelength. The
exact cause of the discontinuities is not yet known. In many cases the discontinuity can be shifted to a location where it does not interfere with the data collection. Additionally, preliminary data utilizing the new IGISOL wavelength readout system, presented later, indicates a drastic reduction in the magnitude of the discontinuities in some cases. Other features, for example asymmetries in the resonance structure, may often indicate the presence of other states. Examples of both are presented in Fig. 4.10.

The data on the left panel are from scans performed on the nickel ground state transition at 232.0744 nm whereas the data on the right are from the silver ground state transition at 328.1624 nm . In the count rate versus wavelength spectrum of nickel (bottom left), a large discontinuity is visible at 928.296 nm which is not seen in the count rate versus motor position (centre left). Similarly, a break in the data is seen close to 984.502 nm in the silver count rate versus wavelength data (bottom right) which is not seen in the motor position data (centre right). As the silver ionization scheme utilizes a high-lying Rydberg state, an asymmetry is visible in the silver data both in the motor position as well as the wavelength scan at around 984.49 nm . The separation of the asymmetry peak and the main peak is of the order of 10 GHz , hence it is not caused by the hyperfine structure of silver [138]. Thus this represents the 328.1624 nm first resonant step laser directly populating the Rydberg states around $60945.434 \mathrm{~cm}^{-1}$ via the first excited state prior to nonresonant ionization. A more detailed study of this asymmetry would require a laser scan over the Rydberg state using a second laser.

In IGISOL-3 the wavelength readout was realised by using a glass plate to probe $\sim 4 \%$ of the Ti:sapphire output. This secondary beam was further split in order to transport $\sim 96 \%$ to a fast photodiode used to monitor the timing while the remainder was coupled into an optical fibre connected to a wavemeter. Each laser had a similar set of glass plates, and mechanical shutters were used to couple the different lasers to the single fibre.

Although this system worked reasonably well, it was cumbersome to use and prone to accidental misalignment. In order to increase the reliability, a new readout device was developed based on an existing Mainz design. Each laser is coupled into a specific fibre which in turn is connected to a commercial fibre switcher (Sercalo SW1x4-62N-07-17) that enables computer controlled fibre selection. Before reaching the switcher, the optical fibres are split in two using a 50:50 fibre splitter (Sercalo FUSED-12-IRVIS-62.5/125-50/50-FCPC-1-1) which enables parallel access to a convenient laser pulse timing measurement. The general idea of the fibre switching and timing unit for a single Ti :sapphire is presented in Fig. 4.11 and the full schematics can be found
in the Appendix in Fig. B.2 along with a photograph of the unit in Fig. B.3.


Figure 4.11. General idea for the new wavelength readout

### 4.4. Shadow gas cell

Though standard ion guides can be utilized for resonance laser ionization under off-line conditions, their performance deteriorates under on-line conditions due to recombination effects [139]. The reason for this was linked to the direct line of sight between the primary beam and the ionization region which allowed laser ions to survive only if they were created near the nozzle region. A solution for the problem was presented by the LISOL group in a novel gas cell design with separated stopping and ionization regions [119] (see Fig. 4.13). These two chambers are connected via a 10 mm channel in such a way that the primary beam has no direct line of sight into the ionization chamber. While the gas cell can be used in a standard ion guide mode, in the primary mode of operation the reaction products are allowed to neutralize and are subsequently resonantly re-ionized in the ionization chamber. The targets in the shadow gas cell are mounted on a inset placed within the stopping chamber typically resulting in a stopping volume of $\sim 28 \mathrm{~cm}^{3}$ while the ionization chamber volume ranges from $\sim 3$ to $4 \mathrm{~cm}^{3}$.


Figure 4.12. A photo of the shadow gas cell.

Besides the ion guide geometry, the so-called shadow gas cell utilises a set of electrodes inside the ionization region. This ion collector is used to suppress the nonneutral fraction in order to improve the selectivity of the resonance ionization pro-
cess. Furthermore, the ionization chamber can be fitted with an additional extension after the ion collector which enables transversal ionization next to the exit nozzle. A similar ion guide has been recently constructed at IGISOL (see Figs. 4.12 and 4.13) based on the LISOL design. The performance of the ion guide has been tested at IGISOL 4 with nickel atoms evaporated from a hot filament, an $\alpha$-recoil source and in the presence of a $30 \mathrm{MeV}{ }^{4} \mathrm{He}^{2+}$ primary beam that was used to simulate on-line conditions.


Figure 4.13. A technical view of the gas cell. Laser (blue) enter the shadow gas cell in a longitudinal geometry. The yellow line represents the primary beam axis.

### 4.4.1. Alpha recoil source

The efficiency of an ion guide is a fundamentally important parameter that is needed in the estimation of the production yield of radioactive isotopes. A standard method of determining ion guide efficiencies at IGISOL under a low plasma density is to use a radioactive ${ }^{223} \mathrm{Ra} \alpha$-recoil source ( $\mathrm{T}_{1 / 2}=11.4 \mathrm{~d}$ ). The radioactive decay chain for ${ }^{223} \mathrm{Ra}$ is shown in Fig. 4.14 As ${ }^{223} \mathrm{Ra} \alpha$-decays, either the daughter ${ }^{219} \mathrm{Rn}$ ( $T_{1 / 2}=3.96 \mathrm{~s}$ ) or the $\alpha$-particle recoils from the source. A ${ }^{223} \mathrm{Ra}$ source placed


Figure 4.14. The decay chain for ${ }^{223} \mathrm{Ra}$.
within an ion guide can be used to study the efficiency $\epsilon_{i g}$ by comparing the activity of the source $\left(A_{s}\left({ }^{223} \mathrm{Ra}\right)\right)$ to the extracted daughter activity $\left(A_{s}\left({ }^{219} \mathrm{Rn}\right)\right)$ :

$$
\begin{equation*}
\epsilon_{i g}=\frac{A_{s}\left({ }^{219} \mathrm{Rn}\right)}{A_{s}\left({ }^{223} \mathrm{Ra}\right)} . \tag{4.1}
\end{equation*}
$$

The original activity of the source may be calculated as follows:

$$
\begin{equation*}
A_{s}\left({ }^{223} \mathrm{Ra}\right)=\frac{\mathrm{N}\left({ }^{223} \mathrm{Ra}_{\alpha}\right)}{\text { b.r. }\left({ }^{223} \mathrm{Ra}_{\alpha}\right) \times \Omega \times T} \tag{4.2}
\end{equation*}
$$

where $\mathrm{N}\left({ }^{223} \mathrm{Ra}_{\alpha}\right)$ is the measured number of $\alpha$-counts, b.r. $\left({ }^{223} \mathrm{Ra}_{\alpha}\right)$ is the branching ratio of the $\alpha$-channel, $T$ is the measurement time and $\Omega$ is the solid angle. The activity $A_{s}\left({ }^{223} \mathrm{Ra}\right)$ corresponds directly to the number of ${ }^{219} \mathrm{Rn}$ recoils $\mathrm{N}\left({ }^{219} \mathrm{Rn}\right)$.

Similarly, the activity of the source can be determined using the decay of the daughter, ${ }^{219} \mathrm{Rn}$. By counting the decays ( $\mathrm{N}\left({ }^{219} \mathrm{Rn}_{\alpha}\right)$ ) in a channel (b.r. $\left({ }^{219} \mathrm{Rn}_{\alpha}\right)$ ) and using Eq. 4.2 gives the source activity $A_{s}\left({ }^{219} \mathrm{Rn}\right)$.

The activity of the ${ }^{223} \mathrm{Ra}$ source was measured using a $300 \mathrm{~mm}^{2}$ silicon detector placed 292 mm from the source (solid angle $\Omega=2.80(1) \cdot 10^{-4}$ ). The source intensity was determined from the $\mathrm{Ra}_{2}$ peak shown in Fig. 4.16. All peaks in Fig. 4.16 were fitted simultaneously with a function that combines a Gaussian profile with an


Figure 4.15. The $\alpha$ decay spectrum for the ${ }^{223}$ Ra decay chain with energies and branching ratios. The spectrum was collected for 3000 s .
exponential term to account for the low energy tail of the peak:

$$
f(x)=\left\{\begin{array}{ll}
I \times e^{\frac{\Delta x}{2}\left(\frac{2\left(x-x_{0}\right)+\Delta x}{s^{2}}\right)} & : x<x_{0}-\Delta x  \tag{4.3}\\
I \times e^{-\frac{1}{2} \cdot\left(\frac{x-x_{0}}{s}\right)^{2}} & : x \geqslant x_{0}-\Delta x
\end{array},\right.
$$

where $I$ is the peak intensity, $\Delta \mathrm{x}$ is the distance between the Gaussian peak maximum $x_{0}$ and the boundary of the Gaussian and exponential, and $s$ is the standard deviation of the Gaussian. If one uses a Gaussian function alone to extract the peak intensity, an underestimation of counts at the low energy side would be observed. The general form of such a peak shape function is from Ref. [140] while the explicit equation used in the fitting is from the PhD. thesis of M. Ranjan [141], in which the $\alpha$-recoil source was used in the determination of the efficiency of a cryogenic gas catcher.


Figure 4.16. The $\alpha$-decay spectrum for ${ }^{223}$ Ra. The spectrum was fitted with Eq. 4.3 and the peak used for calibration is shown in green $\left(\mathrm{Ra}_{2}\right)$. The notation follows that given in Fig. 4.15

The peak fitting was done in Mathematica 8.0 [142], where a sum function was created from Eq. 4.3 to account for the four most intense decay channels in the spectrum. The peak intensity $I$ was replaced with $I=b . r \times I^{\prime}$, to allow the peaks to be fitted with a shared intensity $I^{\prime}$ multiplied by the branching ratio of the decay channel (b.r.). By further assuming that the peak shape parameters $\Delta \mathrm{x}$ and $s$ were identical for $\alpha$-lines from the decay of the same isotope, the number of fit parameters could be reduced to 7 .

Using $\chi^{2}$-minimization to fit the sum function to the spectrum allowed the area of the $\mathrm{Ra}_{2}$-peak to be determined by numerically integrating Eq. 4.3 hence yielding $\mathrm{N}\left({ }^{223} \mathrm{Ra}_{\alpha}\right)$ needed for the activity determination. Finally, Eq. 4.2 yielded the source
activity as

$$
\begin{equation*}
A_{s}\left({ }^{223} \mathrm{Ra}\right)=\frac{4223.86}{0.526 \times 2.8 \cdot^{-7} \times 3000 \mathrm{~s}}=9560 \mathrm{~Bq} \tag{4.4}
\end{equation*}
$$

with an error of about $4.2 \%$.
Following the activity determination the source was installed into the shadow gas cell and the measurement was repeated utilizing the $\alpha$-decay of the ${ }^{219} \mathrm{Rn}$ recoils. The recoils were detected after the ions had been extracted from the ion guide, accelerated to 30 keV and implanted directly onto the surface of a silicon detector before the mass separator. Figure 4.17 presents the $\alpha$-decay spectrum for ${ }^{219} \mathrm{Rn}$.


Figure 4.17. An example of an $\alpha$-decay spectrum for ${ }^{219} \mathrm{Ra}$ measured with the recoil source at position B1 in the shadow gas cell with the target inset (see Fig. 4.18). The peak fit used for the efficiency determination is shown in yellow. The notation of the peak labels follows that given in Fig. 4.15

As with the activity determination, the spectrum was fitted simultaneously such that peak shape parameters and intensities were shared on an element basis leading
to a total of 15 fit parameters. The integral over the $\mathrm{Rn}_{1}$ peak then yielded the number of events $\left(N\left({ }^{219} \mathrm{Rn}_{\alpha}\right)\right)$ in the decay hence enabling the determination of the activity $A_{s}\left({ }^{219} \mathrm{Rn}\right)$ using the known branching ratio of $79.4 \%$, and a silicon detector acceptance of 0.5 . The total efficiency of the ion guide can then be determined with Eq. 4.1

The efficiency of the ion guide was probed at different source locations, depicted in Fig. 4.18. The ionization chamber of the shadow gas cell was studied in three locations, A1, A2 and A3, along the axis, and the reaction chamber in two locations, B1 and B2, perpendicular to the primary beam axis. Additionally, the efficiency in B2 was measured without the target inset.


Figure 4.18. The source locations within the ion guide used for the efficiency determination. Distance from the exit hole: $\mathrm{A} 1 \cong 30 \mathrm{~mm}, \mathrm{~A} 2 \cong 27 \mathrm{~mm}$ and $\mathrm{A} 3 \cong 19$ mm . Distance from the chamber wall: $\mathrm{B} 1 \cong 10 \mathrm{~mm}$ and $\mathrm{B} \cong 20 \mathrm{~mm}$.

As seen in Table 4.1 the efficiency of the shadow gas cell depends strongly in which chamber the source was located. The efficiencies in the ionization chamber are between $10-20 \%$, however the transport efficiency from the stopping chamber drops by a factor of approximately ten, as long as the source is far from the chamber wall.

Table 4.1. Transport efficiencies $\epsilon_{i g}$ for the shadow gas cell measured in positions depicted in Fig. 4.18

| Source position | $\epsilon_{i g}[\%]$ |
| :---: | :---: |
| A1 | $11.4 \pm 0.2$ |
| A2 | $16.1 \pm 0.3$ |
| A3 | $17.1 \pm 0.3$ |
| B1 | $2.3 \pm 0.1$ |
| B1 [No Inset] | $0.9 \pm 0.03$ |
| B2 | $0.1 \pm 0.01$ |

Ions created close to the chamber walls (B2) suffer from a low gas flow velocity and diffusion losses. Another notable difference results from the target inset. With the inset, the efficiency at B 1 is $2.3 \%$ but when the inset is removed, the efficiency drops to $0.8 \%$. A reason for the difference in efficiency with and without the target inset may be found in the gas flow simulations performed by T. Sonoda. Examples of simulations are shown in Fig. 4.19, where a clear region of turbulence is seen in the centre of the stopping chamber without the inset. The reduction in gas flow from this chamber supports the experimental data which shows a drop in the gas cell efficiency.

### 4.4.2. Pseudo on-line run

The shadow gas cell allows for efficient laser ionization under on-line conditions as has been seen at LISOL In order to test this at IGISOL, a resistively heated nickel filament was placed within the gas cell to act as a source of nickel atoms. A 30 $\mathrm{MeV}{ }^{4} \mathrm{He}^{2+}$ primary beam from the K-130 cyclotron passed through the stopping chamber to create a plasma. The gas cell was fitted with a 0.5 mm exit nozzle in order to increase the evacuation time thus to encourage the ions created within the stopping chamber to neutralize. During the optimization of the mass separator while the primary beam was on, it was observed that resonantly ionized nickel was being extracted from the ion guide even when the filament was not heated. This was traced to the nickel windows used in the gas cell. Nickel atoms/ions were ejected from the window by the passage of the primary beam hence effectively creating a quasi-on-line condition. Fig. 4.20 presents laser wavelength scans performed on first excitation transition at 232.0744 nm . The two most abundant isotopes of nickel are shown, ${ }^{58} \mathrm{Ni}(74 \%)$ and ${ }^{60} \mathrm{Ni}(26 \%)$, following detection of the ions after selection


Figure 4.19. Gas flow within the shadow gas cell with and without the target inset. Though the target inset shown on the rigth is different from that used at IGISOL the simulations support the experimental results.
with the dipole magnet. This measurement can be considered as a proof of concept for resonance ionization in a gas cell under on-line conditions.

Following continuous heating of the filament, Fig. 4.21a shows the ion signal time profile when laser ionization takes place in helium gas at 180 mbar . The lasers are introduced through the quartz window along the extraction axis of the gas cell. Mechanical shutters (discussed in Ref. [123]) allow the laser radiation to be switched on at $\mathrm{t}=400 \mathrm{~ms}$ and off at $\mathrm{t}=1000 \mathrm{~ms}$. An exponential growth curve fitted to the ${ }^{58} \mathrm{Ni}^{+}$data results in a value of $\tau=35.6(1)$. This characteristic saturation time reflects the combination of the survival time of $\mathrm{Ni}^{+}$against losses due to molecular formation and extraction from the ion guide. Using the conductance of a 0.5 mm exit hole for helium ( $122 \mathrm{~cm}^{3} / \mathrm{s}$ ), the saturation time can be converted into an effective volume for laser ionization of $\sim 4.4 \mathrm{~cm}^{3}$. We note that the volume of the ionization chamber of the shadow gas cell is $\sim 4 \mathrm{~cm}^{3}$ hence the saturation time is dominated by ion extraction and the effect of molecular formation is negligible. The opposite scenario, when molecular formation dominates, is presented in [123].

Figure 4.21 b represents the ${ }^{58} \mathrm{Ni}^{+}$time profile under pseudo on-line condition. The filament was turned off and nickel atoms were knocked from the window by the primary He beam. Additionally, the transversal ionization extension was added to the ion guide in order to increase the ionization volume after the ion collectors. The


Figure 4.20. Wavelength scans for the ground state transition for ${ }^{58,60} \mathrm{Ni}$. The nickel atoms were ejected from the gas cell entrance window due to the passage of the ${ }^{4} \mathrm{He}^{2+}$ primary beam.
lasers were off and therefore the time profile corresponds to the ions that survive neutralization within the gas cell. The primary beam was turned on at $t=200 \mathrm{~ms}$ and off at $t=1000 \mathrm{~ms}$. There is a delay of $\sim 16 \mathrm{~ms}$ before the first ions exit the gas cell, rising to a peak $\sim 90 \mathrm{~ms}$ after beam has been turned on. The peaks visible in the figure have been discussed extensively in the context of laser ionization studies of yttrium [124] where a different gas cell geometry was used. A complex process of competing ion creation and loss mechanisms, and/or a plasma generated electric field are possible explanations for the features seen in the ${ }^{58} \mathrm{Ni}^{+}$time profile.

An important feature of the dual chamber gas cell is the ion collector. As highlighted earlier, the ability to collect non-neutralised ions that come from the stopping chamber is a useful method to dramatically improve the selectivity. Although the so-called


Figure 4.21. Time evolution of the signal extracted from the SGC under laser and primary beam pulsing

LIST approach, discussed in Chapter five, can be used to improve the selectivity, Article I illustrates the relatively high ion suppression voltages required. The design of the dual chamber allows the use of electric fields for ion purification in the laser-ionization chamber, and has been successfully demonstrated at LISOL 119.

As seen in Fig. 4.18, the ion collectors sit just behind the exit hole of the ion guide. However, the transversal laser ionization extension may be added such that the electrodes are located further upstream, collecting the ions from the stopping chamber without affecting the laser-produced ions.

The ion collector was first tested in combination with the nickel filament and utilizing the extension. Fig. 4.22 presents the effect of applying bias voltage pulses on the collector in the presence of continuous longitudinal laser ionization of filament produced ions. Voltage pulse of different polarity with equal amplitude was applied to the opposite electrodes. The pulse was applied from $\mathrm{t}=400 \mathrm{~ms}$ to $\mathrm{t}=1000 \mathrm{~ms}$, and the given percentage illustrates the collected ion fraction with respect to the lasers blocked.

Figure 4.23 presents the effect of the ion collector in the presence of the primary beam ${ }^{4} \mathrm{He}^{2+}$ and the heated nickel filament. The primary beam is turned on at $t=100 \mathrm{~ms}$ and off at $t=700 \mathrm{~ms}$. The lasers are turned on at $t=500 \mathrm{~ms}$ and off at $\mathrm{t}=1.2 \mathrm{~s}$. The total cycle time was 1.8 s . The mass separator was tuned to $\mathrm{A} / \mathrm{q}=60$ in


Figure 4.22. The effect of the ion collector voltage on the count rate. The non-zero signal during ion-collector off is due to lasers ionization after the ion collector.
order to select ${ }^{60} \mathrm{Ni}^{+}$. The solid blue line illustrates the ion signal with the collector off, the red line with the collector on.

First, it can be seen that the effect of the primary beam without the lasers is rather small ( 500 counts per second) with a delay of $\sim 25 \mathrm{~ms}$ before the first ions reach the exit hole. This background is completely suppressed after the ion collector is turned on. When the lasers are turned on at $\mathrm{t}=500 \mathrm{~ms}$ the ${ }^{60} \mathrm{Ni}^{+}$signal increases rapidly. The effect of the primary beam can be seen more clearly when it is turned off at $\mathrm{t}=700 \mathrm{~ms}$. The ion count rate slowly reduces from an equilibrium value of $26000 \mathrm{~s}^{-1}$ to $21000 \mathrm{~s}^{-1}$, resulting from the removal of a production mechanism for nickel atoms, either from the ejection of the window material or decomposition of molecules. A similar effect has been reported for yttrium in Ref. [124], albeit the time-scales were rather different reflecting the different ion guide geometries used in this work. During the laser on period the ion collector has a limited effect as a considerable nickel fraction is laser ionized in the extension volume downstream from the collector. The shadow gas cell clearly works as intended as the primary
beam is screened from the ionization region of the gas cell.


Figure 4.23. Combined beam on-off and laser on-off spectrum for mass separated ${ }^{60} \mathrm{Ni}$ measured in helium buffer gas. The nickel atoms were constantly evaporated from the hot filament. The 30 Hz fluctuation in the spectrum is artificial noise from the electronics.

### 4.5. Development of analysis software for FURIOS

Reliable data analysis is imperative for the extraction of unambiguous nuclear structure information from experiments. This section briefly introduces a computer program developed for the analysis of optical spectroscopy data, to be used in combination with the future high resolution laser system under development at FURIOS,

The program has been written in C++/C/Qt due the need for fast code, better Qt - C++ integration and tol kit availability. The program utilizes Gnu_Scientific
library (GLS) for data fitting and to provide mathematical functions. A small part of the code is presented in Appendix D.1 demonstrating the Lorentzian lineshape fitter. The full code is available at http://gitorious.org/hfs/hfs under GNU General Public License (GPL) license.

### 4.5.1. Hyperfine spectrum analysis

The program has been developed for analysis of hyperfine spectra. It analyzes the data by fitting a calculated spectrum profile to the experimental data using the Levenberg-Marquardt algorithm (LMA). The fit procedure yields the $A$ and $B$ hyperfine factors related to the peak spacing which contain the relevant nuclear structure information. The program can fit standard Gaussian and Lorentzian line shapes as well as an analytical approximation of the Voigt profile [143 144] presented by Mclean et al. [145].

The following describes in simple terms the general procedure for the calculation of the hyperfine spectrum. Firstly, the allowed hyperfine transition frequencies are calculated using 146:

$$
\begin{equation*}
\Delta \nu=A \underbrace{\frac{C}{2}}_{\alpha}+B \underbrace{\frac{(3 C(C+1)-4 I(I+1) J(J+1))}{(8 I(2 I-1) J(2 J-1)}}_{\beta} \tag{4.5}
\end{equation*}
$$

in which $I$ is the nuclear spin, $J$ is the spin of the atomic state, $A$ and $B$ are the hyperfine structure parameters and $C=(F(F+1)-I(I+1)-J(J+1))$, where $F$ is the spin of the hyperfine level. Eq. 4.5 is calculated for all allowed $F$-state transitions which follow the selection rule $\Delta F=1,0$ for which $F_{\text {lower }} \neq 0$. The $F$-states for the lower and upper $J$-state are calculated as $|(J-I)|<F<(J+I)$ if the J states fulfil the condition $\Delta J=0,1$ and $J_{\text {lower,upper }} \neq 0$. Furthermore, the program calculates the relative transition intensities for the allowed transitions. The details of the mathematics involved are presented in Ref. [147].

Figure 4.24 presents the main user interface showing an example of calculated and experimental data for ${ }^{93} \mathrm{Nb}(I=9 / 2)$ obtained using collinear laser spectroscopy at IGISOL. The spectroscopy was performed on the $290.9 \mathrm{~nm} 2357 \mathrm{~cm}^{-1} 5 \mathrm{~s}^{5} \mathrm{~F}_{1}$ $\rightarrow 36732 \mathrm{~cm}^{-1} 5 \mathrm{p}^{5} \mathrm{~F}_{1}$ line [114. The table in the bottom displays the individual hyperfine transitions in rows and the columns display the $F$-spin, and the $\alpha$ and $\beta$ terms of Eq. 4.5 for both the upper and lower $F$-state. In addition the transition intensities are calculated both for isotropic fluorescence distribution and at a $90^{\circ}$
angle for each transition. In this example, a Voigt spectral lineshape was used with a Lorentzian width of 20 MHz , a Gaussian width of 20 MHz , an arbitrary intensity of 5000 and an offset of -1020 MHz as the initial values.


Figure 4.24. The main user interface for the program showing the calculated (red) and measured spectrum (black) for ${ }^{93} \mathrm{Nb}$. Experimental spectrum courtesy of B. Cheal.

Adjusting the $A$ and $B$ hyperfine parameters to match the experimental spectrum provides the initial values for the minimization routine that uses the LMA. With suitable input values the fitting routine converges to a $\chi^{2}$ minimum by varying the given parameters, namely $A$ and $B$ for both upper and lower states, the center of gravity $X 0$, the y -offset $Y$, the Lorentzian and Gaussian widths of the line $w l$ and $w g$, and the intensity. The C++ implementation of the Voigt function is presented in Appendix D.2. Figure 4.25 shows the minimization interface with a fit of experimental data of the ${ }^{93} \mathrm{Nb}$ spectrum. During the minimization procedure all parameters were kept free.

The values for upper level $A_{u}=1198.0(1) \mathrm{MHz}$ and $B_{u}=59.5(4) \mathrm{MHz}$ parameters


Figure 4.25. The fitting tab of the program showing the experimental data (black) and the resulting fit to the data (red).
can be compared to those of Cheal et al. in Ref. [114. In that work $A_{u}=1197.5(2)$ MHz and $B_{u}=52.9(8) \mathrm{MHz}$. Though the $A_{u}$-parameter extracted here is in close agreement, the $B_{u}$-parameter differs considerably. The discrepancy may arise from the program being unable to properly account for a split spectrum, or from the fitting procedure in which all the parameters were kept free. In the work of Cheal et al. the lower state values were constrained to match the atomic ratios observed in ${ }^{93} \mathrm{Nb}$. This feature is currently unavailable in the analysis program.

### 4.5.2. Linear regression



Figure 4.26. The King plot tab of the program displaying the unmodified data from Article I and data by Steudel et al. [148] plotted and fitted with general Deming regression of an straight line using the York method.

The King plot method [149] is a tool for extracting nuclear information from isotope shift data. The measured isotope shift is a combination of a field shift and a mass shift which are a result of the finite mass and the non-zero volume of the nucleus respectively. If the mass shift is known for one transition, the King plot method can relate it to the mass shift of an other transition. In order to analyze isotope shift data where both variables have associated errors, a standard linear fit is no longer
sufficient to extract reliable data. In order to take into the account errors correctly, a so-called errors in variables method needs to be used. The program utilizes Deming regression and specifically a method by York et al for a general-errors-in-variables regression of straight lines (150].

Fig. 4.26 presents the King plot module of the program and the nickel isotope shift data measured at IGISOL (Article I) plotted against the data by Steudel [148] obtained from Ni I. The resulting fit parameters are presented in Table 4.2 along with a standard linear regression for comparison. Though the values given by the two fit procedures differ only slightly, the errors utilizing the variables method have been correctly taken into account.

Table 4.2. Comparison between standard linear regression and errors in variables regression.

| $\mathrm{y}=\mathrm{A}+\mathrm{B}^{*} \mathrm{x}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| Errors in variables |  | Linear regression |  |
| A: 0.922059 | $\pm 0.0116294$ | A: $0.91926 \pm$ | 0.0119 |
| B: 24.9811 | $\pm 7.48881$ | B: 24.51744 | $\pm 8.50808$ |

## 5. In-gas-jet laser ionization - the LIST approach

Resonance laser ionization spectroscopy is feasible in a gas cell however the buffer gas in the ion guide can affect the line shapes and transition centroids of atomic transitions via pressure broadening and pressure shift. Such detrimental effects to the spectral resolution limits the successful study of the atomic properties of elements with small hyperfine splitting and/or high sensitivity to atomic collisions. A novel approach to addresses such limitations is in-gas-jet laser ionization.

Recently, a method was proposed which could allow for very high selectivity and beam quality from an hot cavity ion source [151]. The method decouples the diffusion and ionization regions of the source by utilizing a multipole ion trap. The high selectivity is achieved by repelling all non-resonant ions while allowing neutral species into the ionization region. The neutral atoms are resonantly ionized by counter propagating laser beams and subsequently trapped in the potential created by the multipole structure. The method, namely Laser Ion Source Trap (LIST) approach, has since been adapted to ion guides [152-154]. The approach has been demonstrated at both IGISOL [128] and LISOL 154 facilities, however its efficiency requires considerable improvement. This chapter presents development work towards increasing the efficiency of the LIST method via the shaping of a supersonic jet emitted from an ion guide.

An exploratory study of gas jets was made at IGISOL in the 1990's by Rasi et al. In that work the gas jets were visualized by exciting metastable states in the buffer gas with electric discharge [155]. In this thesis the visual observation, digital photography and subsequent computer analysis [156 of the afterglow from the relaxation of excited states in argon or helium atoms [157] is used to study the effect of different parameters on the jet shape. Although the method can yield detailed information of gas intensity distribution, it presents only a qualitative picture. For more quantitative information, Raman spectroscopy may be used to directly map the temperature and density in supersonic flow [158].

In this work the measurements were performed in a test and development platform, part of which is illustrated in Fig. 5.1. The results have been published in Article II, "Gas jet studies towards an optimization of the IGISOL LIST method" [159]. In


Figure 5.1. Schematic representation of the test set-up for the gas jet development.
the article, gas jets emitted from an ion guide were studied as a function of nozzle type and gas cell-to-background pressure ratio in order to obtain a low divergent, uniform jet over a distance of several cm . For a simple exit hole or convergingdiverging nozzle, the jet diameter was found to be insensitive to the nozzle shape and inlet pressure. Sonic jets with a FWHM below 6 mm were achieved with a background pressure larger than 1 mbar in the expansion chamber. The measurements were supported by the detection of radioactive ${ }^{219} \mathrm{Rn}$ recoils from an alpha recoil source mounted within the gas cell. A de Laval nozzle was found to produce a wellcollimated supersonic jet at low background pressures with a FWHM of $\sim 6 \mathrm{~mm}$ over a distance of 14 cm . Direct Pitot probe measurements revealed a non-uniform pressure distribution in the gas jet axis of the Laval nozzle, supporting the visual observations. Additionally, computational fluid dynamics gas flow simulations were initiated to guide the future development of the gas jet nozzles.

The measurements and nozzle development presented in the article and in the following section were motivated by the requirement of a good geometrical overlap between atoms and counter-propagating laser beams in the gas cell-based Laser Ion Source Trap (LIST) project. The requirement arises from the gas jet velocity, laser repetition rate and laser spot size. Assuming a supersonic jet with a velocity of 1000 $\mathrm{m} / \mathrm{s}$ and a laser repetition rate of 10 kHz , the atoms in the gas jet should travel 10 cm along the laser beam to be able to interact with the lasers at least once. Additionally, the small laser spot area needed to achieve saturation intensity imposes a
limit for the gas jet diameter.

### 5.1. Development of new nozzles for the LIST method

### 5.1.1. Carrier gas jet

As Fig. 9 in article II shows, the simple exit holes typically used at IGISOL are indistinguishable in terms of the gas jet geometry over a wide range of ion guide to background pressure ratios. Although the exit holes were able to produce small wellcollimated gas jets, this only occurred when the background pressure in the vacuum chamber was high. At IGISOL this situation is unacceptable due to the presence of the RF and (DC) electric fields of SPIG which, if operated under high background pressure, would lead to discharging [160]. Additionally, the high pressure load in the target chamber would lead to poor pressure in the extraction region. The resulting energy spread of the IGISOLbeam is highly sensitive to the background pressure in which the ions are accelerated.


Figure 5.2. The principle of a carrier gas jet. A carrier gas (blue) is emitted from a converging-diverging nozzle. The buffer gas containing the thermalized reaction products (pink) is injected into the supersonic jet via a smaller nozzle within the converging-diverging nozzle.

Therefore, an alternative solution for the gas jet shaping was needed. Initially it was proposed to use a similar nozzle construction that has been investigated as a possible source for gaseous targets in storage rings 161, 162]. In a carrier gas jet nozzle, a simple converging-diverging nozzle with a relatively large throat is fitted with a smaller nozzle in a manner that resembles a common aerospike nozzle [163]. The buffer gas containing the thermalized reaction products is emitted from the the inner nozzle into a supersonic jet formed by the main converging-diverging nozzle. In order to examine the feasibility of such a design a simple test nozzle was constructed seen in Fig. 5.2 Although the nozzle was able to provide rudimentary jet shaping, the background pressure did not improve due to increased gas load from the carrier jet. Furthermore, the achieved shaping was not optimal as seen in Fig. 5.3 hence the concept was discarded. Nevertheless, the carrier gas jet idea is intriguing and may be utilized with the hot cavity catcher described in Chapter 6.

### 5.1.2. de Laval nozzle

A de Laval nozzle is a converging-diverging nozzle widely used in aerospace applications and in aerodynamic research. It can be used to produce uniform low-divergent flows at pressure ratios far larger than simple converging nozzles. The key to providing a highly uniform, low divergent expansion at low background pressure is to carefully design the contour of the nozzle such that the flow after the exit has a constant Mach number and hence constant density and temperature. The de Laval nozzle achieves this by forcing the gas to expand in a controlled manner, so that upon exiting the nozzle the radial velocity component is minimized. The design of the convergent region is less critical to the performance of the nozzle, although in general the convergent section should have a relatively large radius of curvature near the throat region (five times the throat radius) [164]. However, the shape of the divergent section has to be precisely calculated and manufactured in order to minimize the thickness of the boundary layer [165].

In order to study the concept, a de Laval nozzle was designed with a throat diameter of 1.45 mm so that the flow through the nozzle would be similar to the existing IGISOL designs (see Fig. 5.4). Rather than precisely calculating the nozzle contour, the design presented here was based on existing shapes found in the literature [165, 166] with constraints placed by the manufacturing capabilities of the JYFL workshop. The nozzle exit diameter of 6 mm yields an area ratio (exit/throat) of 17.2 which corresponds to a Mach number of $\sim 6.2$ and to a pressure ratio of about 0.0014 utilizing Eqs. 2 and 3 in Article II . For example, for an ion guide pressure


Figure 5.3. An argon jet produced with a helium carrier jet. The shape of the jet was highly dependent on the pressure in both the in guide and in the carrier. The asymmetry in the jet arises from a slight misalignment of the inner nozzle with respect to the converging diverging nozzle.


Figure 5.4. A CAD drawing of the de Laval nozzle used for gas jet shaping. Units are in mm .
of 250 mbar the background pressure in the target chamber should be $\sim 0.35 \mathrm{mbar}$ in order to satisfy the design condition.

The general features of the supersonic jet from a de Laval nozzle were studied by visualizing the jet using discharge excitation as seen in Fig. 13 of Article II. Additionally, a Pitot probe was used for a more direct measurement of the jet properties. The Pitot probe is in principle a thin needle with a hole in the tip. The probe measures the total pressure in the jet which is a sum of the static pressure within the expansion vessel and the impact pressure caused by the jet. The impact pressure is extremely sensitive to the Mach number $M$ within the jet. By inserting the probe into the jet, a standing shockwave is induced in the flow. Assuming that the slowing down of the flow downstream from the shock wave is isentropic, the static pressure $p_{s}$ and impact pressure $p_{i}$ are linked to the Mach number through the Rayleigh-Pitot relationship presented in Article II and in Ref. [167]. Once the Mach number along the jet is known, the pressure in the jet $P$, the jet velocity $V$ and the jet temperature $T$ can be calculated using equations:

$$
\begin{align*}
\frac{P}{P_{\text {in }}} & =\left(1+\frac{\gamma-1}{2} M^{2}\right)^{-\gamma /(\gamma-1)}  \tag{5.1}\\
V^{2} & =\frac{\gamma-1}{2} M^{2}\left(1+\frac{\gamma-1}{2} M^{2}\right)^{-1} \cdot V_{\max }^{2}  \tag{5.2}\\
T & =T_{\text {in }}\left(1+\frac{\gamma-1}{2} M^{2}\right)^{-1} \tag{5.3}
\end{align*}
$$

where $P_{i n}$ is the static pressure for $M=0$, in otherwords the ion guide pressure, $T_{i n}$ is the ion guide temperature and $V_{\max }$ is the thermodynamic limit for the gas velocity at $M=\infty$. Fig. 14 of Article II illustrates the impact pressure along the jet axis, whereas Fig. 5.5 in this chapter shows the evolution of the Mach number, velocity, and temperature along the jet axis. The design Mach number for the de Laval nozzle was 6.2 meaning that under optimal pressure regimes the flow after the nozzle would retain this Mach number. However, as can be seen in Fig. 5.5 the measured Mach number ranges from $\sim 4$ to $\sim 10$ corresponding to the shock features within the jet. This is a clear indication that the pressure ratio between the ion guide and the expansion does not match the nozzle design condition. Additionally, as the nozzle contour was not precisely calculated, effects such a jet detachment could have disturbed the flow. Nevertheless, the bottom row in Fig. 5.5 demonstrates the benefits of such a nozzle. The temperature of the jet is very low, only a few tens of Kelvin, which when combined with the low pressure in the jet, forms a highly attractive environment for laser spectroscopy.

Recently, a second de Laval nozzle was manufactured with an exit diameter of 6 mm and throat diameter of 0.5 mm , leading to an area ratio of 144 and design pressure ratio of $4 \cdot 10^{-5}$. This is two orders of magnitude lower than the pressure ratio of the previous nozzle which means for an ion guide pressure of 300 mbar , the background pressure in the target chamber would only need to be $1 \cdot 10^{-2} \mathrm{mbar}$. These pressure regimes are close to the typical IGISOL operating conditions.

It should be noted that neither this new nozzle nor the one presented in Article II have calculated diverging contours. The new de Laval nozzle was built to test whether a small throat could be manufactured. Figure 5.6 presents a photograph of a jet emitted from the nozzle under near optimal operating conditions.


Figure 5.5. Mach number, temperature and velocity calculated for a supersonic argon gas jet using Eqs 5.15 .3 and 5.2 for two ion guide pressures, 320 mbar and 66 mbar . The nozzle throat begins at $\sim-15 \mathrm{~mm}$ in the figure. Note that the x -axis scales of the two pressures are different.


Figure 5.6. A photograph of the slightly underexpanded gas jet of argon emitted from the new de Laval nozzle. Using the 1 cm by 1 cm checker board in the background, the jet length can be estimated to be $\sim 9 \mathrm{~cm}$ with a width of $\sim 6 \mathrm{~mm}$ if one disregards the halo around the shock structure.

## 6. Hot cavity catcher laser ion source

### 6.1. Motivation - the production of ${ }^{94} \mathrm{Ag}$

The radioactive neutron deficient silver isotopes around the $N=Z$ region have been of considerable interest for several years. The isotope $N=Z{ }^{94} \mathrm{Ag}$, has been identified as having a spin trap isomer with the highest spin, $\left(21^{+}\right)$, ever observed for $\beta$-decaying nuclei. The isomer's long half-life of $0.39(4) \mathrm{s}$ [168], high excitation energy 169] and high spin [170] are matched by an unparalleled selection of decay modes including, among others, $\beta$ decay [170] and one-proton [171] decay. However, the most exotic form of decay that is claimed to exist in ${ }^{94 m} \mathrm{Ag}(21+)$ is two-proton emission which, if confirmed, would make this isomer unprecedented in the entire known Segré chart. In general, the two proton emission channel, predicted by Goldansky in 1960 [172], is a very rare decay channel and has so far only been reliably observed either in a few extremely short-lived nuclei: ${ }^{6} \mathrm{Be}$ [173], ${ }^{12} \mathrm{O}$ [174], ${ }^{19} \mathrm{Mg}$ [175] and ${ }^{16} \mathrm{Ne}$ [176] or in isolated cases, namely: ${ }^{45} \mathrm{Fe}$ [177, 178 and ${ }^{54} \mathrm{Zn}$ |179]. A overview of the recent status of two-proton decay is presented in Ref. [180].

Recently, the existence of the two-proton decay mode was questioned [181] due to a lack of states in ${ }^{92} \mathrm{Rh}$ that were used as evidence for the decay. Furthermore, mass measurements of ${ }^{92} \mathrm{Rh}$ and ${ }^{94} \mathrm{Pd}$, the respective two-proton and $\beta$-decay daughters of ${ }^{94} \mathrm{Ag}$, have been performed which, when combined with the original spectroscopic decay data, lead to a contradiction. The energy of the isomer differs by approximately 1.4 MeV if deduced using the original one-proton compared to the original two-proton decay data [182]. Additionally, an experiment performed at Lawrence Berkeley National Laboratory (LBNL) aiming to confirm the two-proton decay failed to observe the evidence for the decay channel [183]. Lastly, it was proposed by Mukha et al. that the unexpectedly large probability for the enhanced two-proton decay could be due to a strongly deformed prolate shape of ${ }^{94} \mathrm{Ag}$ [169]. However, large-scale shell model calculations performed by Kaneko et al. [184] do not support such an observation. Only a direct measurement of the nuclear quadrupole moment of the isomer can clarify this discrepancy. All this has led to an intense discussion about the existence of the decay channel [185, 186] and to possible misidentification of such a channel due to the deficiencies of the measurement set-up [187].

To solve the conundrum, direct mass measurements of ${ }^{93} \mathrm{Pd},{ }^{94} \mathrm{Ag}$ and ${ }^{94 m} \mathrm{Ag}\left(21^{+}\right)$ are needed which will allow unambiguous determination of the energy of isomer. In addition to performing high precision mass measurements, in-source resonance ionization spectroscopy will be performed on ${ }^{94} \mathrm{Ag}$ which will provide model-independent information on the change of the mean-square charge radii and, furthermore, by measuring the hyperfine structure of the isomeric states the spectroscopic quadrupole moment and thus the shape of the isomer can be resolved.

### 6.2. Laser spectroscopy of silver

An efficient laser ionization scheme for silver has been characterized and tested [134]. However, the scheme still has a possible bottleneck which is the final non-resonant transition into the continuum performed with a copper vapour laser (CVL). Near future experiments will look into the possibility to access auto-ionizing states from the second resonant level in the scheme. Most recently, a comparison was performed at IGISOL4 between CVL Nd:YAG and a Ti:sapphire operating at $\sim 800 \mathrm{~nm}$ in order to study the non-resonant ionization efficiency. It was observed that the Ti:sapphire laser was able to provide considerably higher counts rates despite the much lower power compared to the other lasers. It is thought that this may be due to the distance over the ionization potential reached with the different wavelengths

In addition to the interest in the silver nucleus, the silver atom has attracted much attention due to a very narrow $4 \mathrm{~d}^{10} 5 \mathrm{~s}^{2} \mathrm{~S}_{1 / 2} \rightarrow 4 \mathrm{~d}^{9} 5 \mathrm{~s}^{2}{ }^{2} \mathrm{D}_{5 / 2}$ transition that could be used as an optical frequency standard [188]. Atomic studies have also yielded a wealth of information on the ground state transitions. For example, the hyperfine splitting in ${ }^{107,109} \mathrm{Ag}$ [189-191] and the isotope shifts [138] for the 328.1624 nm transition utilized in the RIS scheme at IGISOL are described in literature and provide a good reference point for future in-source laser spectroscopy. Figure 6.1 presents the 328.1624 nm ground state transitions from Fig. 4.6a in detail including the hyperfine levels and their splitting for ${ }^{109} \mathrm{Ag}$.

Resonance laser ionization spectroscopy of silver has been demonstrated at several on-line facilities using both Ti :sapphire and dye lasers. Due to broad hyperfine splitting in silver nuclei with nuclear spins $9 / 2$ or $7 / 2$ [192], it has been possible to resolve the hyperfine structure using broadband Ti:sapphire lasers or dye lasers with hot cavities. Moreover, resonance laser ionization using Ti:sapphire lasers has been demonstrated to be able to to separate nuclear isomers from their ground state as was proved at the TRILIS ion source, TRIUMF, for ${ }^{105,105 m} \mathrm{Ag}$ 193. These


Figure 6.1. Hyperfine levels and their splitting for the $4 d^{10} 5 s^{2} S_{1 / 2} \rightarrow 5 p^{2} 5 s^{2}{ }^{2} P_{3 / 2}$ transition used in the silver ionization scheme 138.
achievements demonstrate the potential of the solid state laser -based resonance ionization spectroscopy and the confidence that resonance ionization spectroscopy can be used to extract relevant nuclear data on neutron-deficient silver isotopes in the near future.

### 6.3. Development of a radioactive beam of ${ }^{94} \mathrm{Ag}$

There will always be developments which are tailored towards a specific physics goal, and the work in this chapter details the on-going efforts towards the production of the exotic silver isotope $N=Z{ }^{94} \mathrm{Ag}$.

A program has been initiated 134,194 at IGISOL to selectively and efficiently produce a low-energy ion beam of neutron deficient silver isotopes including ${ }^{94} \mathrm{Ag}$ using heavy-ion fusion-evaporation reactions. To effectively stop the fusion evaporation recoils, two approaches are being investigated. First, the shadow gas cell will be utilized at IGISOL4 in a manner similar to the work performed at Leuven. Second, a hot cavity catcher device will be utilized. The advantage of the latter method lies in the fast release time of several ms and an extraction efficiency of up to $40 \%$, achievable with a FEBIADtype ion source 195.

In this chapter, a catcher design based on thermal ionizer and the FEBIAD|Catcher-Ion-Source Systems (CISSs) by R. Kirchner [196] is introduced along with relevant results. Secondly, a derivative of the this catcher is introduced. The inductively
heated hot cavity catcher was designed to replace the complex electron bombardment heating system used in the first hot cavity catcher. Unlike the first catcher device, which was acquired from GSI Darmstadt, the inductively heated catcher was build in-house in collaboration with the JYFL ECR group.

### 6.3.1. Catcher design



Figure 6.2. A schematic drawing of the crucible of the inductively heated hot cavity catcher. Relevant dimensions are in mm .

Hot cavity catcher structure and material considerations are discussed in detail in articles by R. Kirchner [195, 196]. These articles, along with the existing hot cavity catcher borrowed from GSI were used as the basis for the design of the inductively heated hot cavity catcher. The general crucible design is presented in Fig. 6.2. Despite the differences in the heating mechanisms, the general idea of the hot cavity catcher is independent of the method of crucible heating(see Fig 6.3).

The first hot cavity catcher iteration and the initial tests for the production of radioactive silver are presented in Article III titled "A hot cavity catcher ion source at IGISOL" [134]. The article presents the first resonance ionization of metallic silver at IGISOL utilizing a hot cavity catcher. It was observed that while the mass resolving power of the separator was comparable ( $\sim 470$ ) to SPIG-coupled ion guides, the observed atomic linewidth was greatly Doppler broadened. It was also shown that the laser ionization process can be fully saturated, including the final nonresonant ionization step when a pump laser is used to directly ionize the atoms into the continuum. The maximum temperature achieved with the catcher was about


Figure 6.3. The operational principle and important features of the hot cavity catcher used at IGISOL A primary beam (red) induces fusion-evaporation in the target and the resulting products recoil out towards the catcher (orange). Both the primary beam and the reaction products enter the hot cavity via a thin window and implant into the graphite catcher. Via intense heating, the reaction products diffuse out from the catcher and effuse through the exit hole.
$1700{ }^{\circ} \mathrm{C}$. However, the electron bombardment heating mechanism was unstable at high temperatures which led to the catcher melting on multiple occasions. Despite the difficulties concerning the heating system, the work presented in Article III demonstrates the feasibility of a hot cavity catcher laser ion source at IGISOL,

### 6.4. Inductively heated hot cavity catcher

During the testing of the hot cavity catcher discussed in Article III it became apparent that an alternative heating mechanism was needed. The electron bombardment heating utilized in the catcher resulted in a usable temperature limit of $\sim 1700^{\circ} \mathrm{C}$, above which the temperature became very unstable leading typically to a runaway effect in the bombardment current. Even well below the $\sim 1700^{\circ} \mathrm{C}$ limit the heating mechanism exhibited unwanted instability.


Figure 6.4. Test set-up for the inductively heated hot cavity catcher. The extraction electrode is behind the gate valve seen in the background. During an experiment, the extraction electrode sits $\sim 30 \mathrm{~mm}$ from the catcher. The hot cavity catcher is located within the heating coil.

In parallel to this work, new ovens are required for the ECR ion source at JYFL, motivated by the request of the user community for the development of new metal-
lic beams of refractory elements such as titanium. In collaboration with the JYFL ECR group, a novel radio frequency inductively -heated hot cavity catcher has recently been developed for the IGISOL facility. The hot cavity catcher test set-up is presented in Fig. 6.4. A cover heat shield, not shown, is added during normal operation. The associated electronics, illustrated in Fig. 6.5 were adapted to fit the existing catcher dimensions and the IGISOL target chamber.


Figure 6.5. A photograph of the $R F$ inductive heating power supply showing the driver and rectifier stages. The supply, including the RF coil, is water cooled.

Article IV(Preliminary template) presents the inductively heated hot cavity catcher including the motivation and the principle design for the device. The RF electronics that supply the power for inductive heating are addressed in detail. The main achievement has been an on-line proof of principle test of the hot cavity catcher.

While the previous catcher was commissioned with metallic silver with promising results, the inductively heated source has been commissioned using a stable silver beam from the K-130 cyclotron. A 487 MeV of ${ }^{107} \mathrm{Ag}^{21+}$ from the K-130 cyclotron was implanted into the graphite catcher at depths corresponding to the simulated [197] implantation depths of the ${ }^{94} \mathrm{Ag}$ fusion-evaporation products [194. Following inductive heating to temperatures of typically $1700^{\circ} \mathrm{C}$, the implanted silver atoms diffused out from the graphite. Upon effusing from the catcher cavity the silver atoms were resonantly ionized by perpendicular laser beams. The ions were accelerated by the -10 keV extractor field, mass separated and detected in the focal plane using a set of microchannel plates. The silver ions were identified by scanning the first step laser over the resonance. The total evacuation times for different implantation depths and temperatures were measured by pulsing the primary beam and measuring the signal rise time. The evacuation time varied from about 2.5 ms to about 7 ms depending on the catcher temperature and the implantation depth.

The inductively heated hot cavity catcher will be installed at IGISOL4 in the near future. The aim is first to revisit the tests performed at IGISOL-3 in order to confirm the three main observations: a fast extraction of silver ( $\sim 4-5 \mathrm{~ms}$ at $1400{ }^{\circ} \mathrm{C}$ ); poor efficiency due to the resonance ionization geometry; and a strikingly poor mass resolving power of $\sim 30$ for the mass separator. The reason for the latter observation has been traced to the inductive heating RF field using ion-optical simulations. As a solution, a new hot cavity catcher platform has been constructed that enables the use of a transfer tube to shield the silver ions from the RF coils. Furthermore, the IGISOL4 4 frontend has been designed to allow a counter-propagating resonance ionization geometry to be utilized. This will greatly increased the ionization efficiency. Combining these future developments with the fast release time of silver, the inductively heated hot cavity catcher will be ready for the on-line production of neutron deficient silver isotopes in the near future.

## 7. Summary and outlook

This Ph.D. thesis includes a variety of development and experimental projects which can be generally grouped under three subjects: FURIOS improvements, LIST optimization and the development of the hot cavity catcher laser ion source.

The FURIOS facility at IGISOL3 suffered heavily from a poor laser transport path and inconvenient coupling into the IGISOLion guides which at worst led to $\sim 80 \%$ losses in laser intensity. Additionally, the LIST method was very inefficient due to an inaccessible window in the separator magnet needed for the counter-propagating ionization geometry. Due to these deficiencies operating the laser ion source under on-line conditions for the production and study of radioactive nuclei would have been impractical. In order to overcome the restrictions of IGISOL 3 , the laser ion source facility was completely redesigned during preparation for the move to the IGISOL-4 facility. This allowed the laser transport paths to be optimized along with the coupling into the IGISOL target chamber.

Developments in the laser technology have led to a considerable increase in the available laser power. At IGISOL 3 the fundamental output power from the Ti:sapphire lasers was of the order of 3 to 4 W . Work in this thesis has led to an improvement of the power up to $\sim 6 \mathrm{~W}$. A dramatic, factor of $\sim 7$, increase in second harmonic power has been a direct result from the development of intra-cavity second harmonic generation. These improvements, coupled with the optimized laser transport path, will enable the FURIOS laser ion source to become a key part of the IGISOL4 facility for the efficient and selective production of low energy radioactive ion beams.

The studies performed in the thesis have led to improvements in the ion detection and wavelength monitoring, hence to a better understanding of systematic uncertainties for in-source spectroscopy. The FURIOS laser system has demonstrated sensitivity to the isotope shift in stable nickel, although with large uncertainties due to the broad laser linewidth. The development of an injection-locked Ti:sapphire laser with a linewidth of $\sim 20 \mathrm{MHz}$ is underway which will enable high resolution insource spectroscopy at IGISOL In anticipation of this narrow linewidth capability, a hyperfine spectrum analysis software program has been written.

Resonance laser ionization in a gas cell at IGISOL-3 has suffered from primary
beam-induced recombination effects which limits the accessible neutral fraction under on-line conditions. The problem was recently solved by the LISOL group in Louvain-la-Neuve, Belgium, by partitioning the ion guide into separate stopping and ionization chambers. A similar shadow gas cell has been constructed at IGISOL and commissioned successfully under pseudo-on-line conditions. Laser ionization of nickel has been performed on atoms created from the knockout of window material during the passing of a primary ${ }^{4} \mathrm{He}^{2+}$ beam. This is an important milestone towards the on-line laser ion source operation at IGISOL Furthermore, the efficiency of the shadow gas cell has been determined using ${ }^{219} \mathrm{Rn}$ recoils. Efficiencies of $\sim 2 \%$ were obtained from the stopping chamber, $\sim 11$ to $17 \%$ from the ionization chamber.

The application of the laser ion source trap (LIST) method is currently limited due to a poor efficiency resulting from a small geometrical overlap of the laser beam and gas jet. This thesis has studied methods of gas jet shaping, successfully being realized using a de Laval nozzle. This type of nozzle utilizes a shaped contour to produced a narrow ( $\varnothing \sim 6 \mathrm{~mm}$ ) collimated gas jet visibly exceeding 14 cm . The jet structure was studied via computer analysis of photographs of fluorescence emitted during the de-excitation of excited states in argon populated via electric discharge. The reliability of the visualization method is supported by the detection of radioactive ${ }^{219} \mathrm{Rn}$ recoils within the jet and computational fluid dynamic simulations.

The supersonic jet produced by the de Laval nozzle is a highly attractive environment for laser spectroscopy. Direct Pitot probe measurements have demonstrated very low, $10-50 \mathrm{~K}$, temperatures within the jet in addition to a very low pressure. These jet characteristics greatly reduce the effect of the environmental broadening on the atomic lines compared to in-source spectroscopy.

In-jet spectroscopy of nickel has been performed with a standard exit hole. A clear shift of the transition centroid was observed corresponding to a jet velocity of $\sim 1128$ $\mathrm{m} / \mathrm{s}$. Additionally, the lower temperature and pressure within the jet reduced the observed linewidth by $\sim 400 \mathrm{MHz}$, which is dominated by the laser linewidth.

The hot cavity catcher laser ion source is a completely new type recoil stopper at IGISOL motivated by the wish to produce a beam of $N=Z{ }^{94} \mathrm{Ag}$. Initially, a hot cavity catcher based on FEBIAD and thermal ionizer designs was acquired from GSI and adapted for use at IGISOL. The catcher was demonstrated under off-line conditions by evaporating and resonantly ionizing metallic silver.

The electron bombardment mechanism allowed the first hot cavity catcher to reach temperatures up to $1700^{\circ} \mathrm{C}$ however, the stability deteriorated leading to melting of the catcher. This motivated the development of an inductive heating system
in collaboration with the JYFL ECR group. The RFinductively heated hot cavity catcher exceeded temperatures of $2000^{\circ} \mathrm{C}$ and is able to maintain high temperatures for extended periods. Commissioning was demonstrated in an experiment which involved the implantation of a 487 MeV beam of ${ }^{107} \mathrm{Ag}^{+21}$. The extraction time for the implanted silver ions was less than 10 ms for catcher temperatures less than 1200 ${ }^{\circ} \mathrm{C}$.

Two limitations were found during the on-line commissioning of the inductively heated hot cavity catcher laser ion source. Firstly, the laser ion source efficiency is limited due to the perpendicular ionization geometry available at IGISOL-3. Secondly, adjacent pulses of laser produced ions experienced a different potential due to the oscillating RF phase, resulting in an increase in the energy spread and beam emittance. This was observed in measurements of the mass resolving power and has been supported with simulations.

The hot cavity catcher platform has been recently redesigned to be used at IGISOL4 to overcome the limitations. Upgrades include the access to efficient counterpropagating laser ionization geometry, and shielding of the ionization region from the RF coils. The catcher will be installed at IGISOL4 in the near future with the first goal to confirm the results obtained at IGISOL3.
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## A. Elements ionized with resonant Ti:sapphire schemes



Figure A.1. Periodic table of elements presenting the elements with a Ti :sapphire compatible ionization scheme (red). Data from the RILIS database [198], "Status Report on EURONS Project-No. 506065 JRA-08 LASER" and from Ref's. 199 and 200]

## B. Laser facility design drawings



Figure B.1. CAD design of the new FURIOS station at IGISOL 4. The coloured arrows indicate the paths for the lasers. The concrete blocks are radiation shielding requirements.


Figure B.2. The electrical schematics of the fiber switcher and timing unit.


Figure B.3. A photo of the new fibre switcher.

## C. Hot cavity catcher



Figure C.1. All the parts in the hot cavity catcher based on the thermal ionizer design.

## D. Hyperfine structure and isotope shift analysis code

## D.1. Lorentzian fitter

```
//Function that set-ups a fitter to fit
//a multipeak function of Lorentzian
//line shape to a given dataset.
//The fitter needs to be given the number of
//data points n, and a struct constantData
//that contains among others the number of peaks
// and all the other constant data
//needed to calculate the spectrum profile
//The solver that calculates the fitfunction utilizes
// Gnu Scientific Librarys Levenberg-Marquardt
// minimisation routine. The routine needs
// a function to calculate the profile f,
// the derivatives of the profile against all
// the fit parameters f.df and
// a function f.fdf. that calls both of these functions.
// Due to GSL being a c-based library, the functions
// f, df and fdf cannot be directly called from C++
// class but they need a wrapper function.
```

```
void lorentzianFitter::setSolver(){
```

void lorentzianFitter::setSolver(){
//the number of variables in a lorentzian multipeak
//the number of variables in a lorentzian multipeak
// fitting is.
// fitting is.
// This does not depend on the number of peaks as all
// This does not depend on the number of peaks as all
// the fit parameters apply for each peak
// the fit parameters apply for each peak
// and some of the constants, namely Ic the alphas
// and some of the constants, namely Ic the alphas
// and the betas, are different for each peak.
// and the betas, are different for each peak.
// In the future versions, the number of fit
// In the future versions, the number of fit
// may vary if the fitting conditions are loosened

```
    // may vary if the fitting conditions are loosened
```

```
    p=8;
    //number of datapoints
    n =constantData.n;
    //setup a covariant matrix for the results according to
    //the number of variables
    covar = gsl_matrix_alloc (p, p);
    //setup the fitfunction
    //set the function that calculates the lorentzian profile
    f.f = &lorentzianFitFunctions_calllorentzian_f;
    //set the function which calculates the derivatives
    f.df = &lorentzianFitFunctions_calllorentzian_fd;
    //set a function to call the lorentzian function
    // + its derivatives
    f.fdf = &lorentzianFitFunctions_calllorentzian_fdf;
    //set the number of datapoints to the fitter
    f.n = n;
    //set the number of parameters to be fitted
    f.p = p;
    //set the struct constant data as the container for
    // the constants and other data
    f.params = &constantData;
    //setup the solver
    //set the initial values and the number of fit parameters
    // into and GSL type array
    x = gsl_vector_view_array (initialValues, p);
    //set the solver alogrithm to Levenberg-Marquardt
    T = gsl_multifit_fdfsolver_lmsder;
    //allocate the solver according to the parameters
    s = gsl_multifit_fdfsolver_alloc (T, n, p);
    /set the solver allocation, the functions, and the
    // initial values to the solver
    gsl_multifit_fdfsolver_set (s, &f, &x.vector); /
}
//Function to iterate the solver. It needs to know the
//maximum number of iterations and the relative and
//absolute errors to work. Moreover the solvers needs
```

```
//to be allocated and set-up before this function runs.
void lorentzianFitter::iterateSolver(){
    iter=0;
    //iterate while the iteration converges,
    //and the maximum number of iterations
    //"iterations" is not reached or until the relative
    //and the absolute errors ,epsabs, epsrel are
    //reached.
    returnSolverState(iter, s);
    do{
        iter++;
            //Check fitter status for the iterations
        status = gsl_multifit_fdfsolver_iterate (s);
        if (status){
            break;
        }
        //Check status for convergence
        status =
        gsl_multifit_test_delta (s->dx, s->x,epsabs, epsrel);
    }
    //Evaluate status to see if need to continiue
    while (status == GSL_CONTINUE &&iter < iterations);
    //Fill the covariant matrix J with the fit results
    gsl_multifit_covar (s->J, 0, covar);
    //Call an another member function that
    // outputs the results
    returnSolverState(iter, s);
}
```


## D.2. Voigt fit function

//The function calculates the center of gravity X0
//double $x c z_{-} f V a l=x$-offset, double $A l_{-} f V a l=l o w e r A$,
// double Bl_fVal=lowerB,
//double Au_fVal=upper $A$, double Bu_fVal=upper B,
//double all_fVal= lower alpha (constant),
// double bel_fVal=lower beta (constant),

```
//double alu_fVal= upper alpha (constant),
//double beu_fVal= upper beta (constant)
double voigtFitFunctions::hfsCenterOfGravity(double xcz_fVal,
double Al_fVal, double Bl_fVal, double Au_fVal, double Bu_fVal,
double all_fVal, double bel_fVal, double alu_fVal, double beu_fVal){
    double cent=xcz_fVal+alu_fVal*Au_fVal+beu_fVal*Bu_fVal-
    all_fVal*Al_fVal-bel_fVal*Bl_fVal;
    return cent;
}
//The function calculates a point in a Voigt profile for a
// single peak
//double lorentzianAmplitude= amplitude of the peak,
//double peakPosition = peak centroid,
//double lorentzianFWHM=wl, double gaussianFWHM=wg,
//double x= the point wheret the function is evaluated,
//double yOffset=Y
double voigtFitFunctions::voigtFunction(double lorentzianAmplitude,
double peakPosition, double lorentzianFWHM, double gaussianFWHM,
double x, double yOffset){
    int i;
double A[4],B[4],C[4],D[4],V=0;
double t=sqrt(M_LN2);
static double sqrtln2=sqrt(M_LN2);
static double sqrtpi=sqrt(M_PI);
double X=(x-peakPosition)*2*sqrtln2/gaussianFWHM;
double Y=lorentzianFWHM*sqrtln2/gaussianFWHM;
A[0]=-1.2150; B[0]= 1.2359;
A[1]=-1.3509; B[1]= 0.3786;
A[2]=-1.2150; B[2]=-1.2359;
A[3]=-1.3509; B[3]=-0.3786;
C[0]=-0.3085; D[0]= 0.0210;
C[1]= 0.5906; D[1]=-1.1858;
C[2]=-0.3085; D[2]=-0.0210;
C[3]= 0.5906; D[3]= 1.1858;
for(i=0;i <= 3;i++){
    V+=(C[i]*(Y-A[i])+D[i]*(X-B[i]))/
    (pow((Y-A[i]),2)+pow((X-B[i]),2));
```

\}
return (yOffset+(lorentzianFWHM*lorentzianAmplitude* sqrtpi*sqrtln2/gaussianFWHM) $*$ V) ;
\}
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