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ABSTRACT

Leskinen, Jyri

Distributed Multi-Objective Optimization Methods for Shape Design using Evo-
lutionary Algorithms and Game Strategies

Jyvéaskyla: University of Jyvaskyld, 2012, 86 p.(+included articles)

(Jyvaskyld Studies in Computing

ISSN 1456-5390; 155)

ISBN 978-951-39-4843-6 (nid.)

ISBN 978-951-39-4844-3 (PDF)

Finnish summary

Diss.

This research investigates innovative new methods for increasing the efficiency of
shape design optimization are studied. Considerable improvements on algorith-
mic convergence can be achieved by splitting the geometry of a single-objective
problem into an equivalent multi-objective problem and solving it by using com-
petitive Nash games from the field of game theory. Further efficiency improve-
ments can be achieved using a “distributed one-shot” method introduced in this
work by decomposing the computational domain and solving both the geometry
and domain simultaneously in a single “global” Nash game. The method is inher-
ently parallel and is suitable for distributed platforms. Optimization is done us-
ing evolutionary algorithms allowing global and non-smooth optimization. Im-
plementation of modern graphics processing units for the introduced methods is
also studied. The methods are evaluated on academic model problems from the
field of computational fluid dynamics, available in the Finnish Design Test Case
Database. The numerical results presented validate the new approach and open
the door to more complex optimization problems of industrial interest.

Keywords: competitive games, computational fluid dynamics, distributed opti-
mization, domain decomposition, evolutionary algorithms, finite ele-
ment method, GPGPU, Nash algorithms, shape optimization
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1 INTRODUCTION

Shape design is in central role in the design industry since the performance and
the high-tech operability of a product quite often depends on its shape. Because
of the ubiquitous nature of shape design problems, a large number of optimiza-
tion solutions for different applications can be found in the literature. To illustrate
this, several examples of applications are listed below.

In many cases, the mass of a supporting structure has to be minimized in or-
der to reduce weight or lower construction costs. On the other hand, the strength
of the structure is critical preventing catastrophic failures. Structural shape opti-
mization problems has been studied e.g. in [48, 121, 124].

One of the most traditional fields involving shape optimization is aeronau-
tics. A typical example is minimization of drag, and its importance in reducing
fuel consumption [29, 73, 53]. Over the years, the increased efficiency of numer-
ical simulations has steadily made them more realistic (and hence relevant from
the industry point of view). Starting from physically simple compressible poten-
tial flows [58], the models have become steadily more complex involving three-
dimensional, turbulent Navier-Stokes flows solved in massive cluster environ-
ments [59]. Other examples involving shape design optimization and computa-
tional fluid dynamics include car and ship industries [27], medicine (e.g. blood
flow [98]), and paper machine technology [49].

Antenna optimization is another example in the area of design optimization,
where the goal is maximization of signal strength [117, 61, 101]. Stealth aircraft
design where the reflecting radar signal is minimized presents an opposite prob-
lem [72].

Noise generated by air traffic is a major issue. Sources of that noise include
jet exhausts and sonic booms. The structure of the aircraft itself is also a major
source of noise. Similarly, the rotating blades of wind turbines produce noise.
Solutions to these problems benefit from aeroacoustic shape optimization, which
consists of finding shapes that produce the minimum amount of noise [24].

It is well known now that in order to reach satisfactory results, a design en-
gineer needs good optimization tools. Traditionally, shapes are built “by hand”
based on engineers’ experience and tested using physical prototypes. This re-
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quires high level of engineering experience. In addition, building and testing
prototypes is very time-consuming and expensive.

Fortunately, recent advances in computer technology and improved simu-
lation software have significantly reduced the need for costly prototyping and
physical testing. In many single-objective design problems, optimization per-
formed by an experienced engineer can rapidly produce good results. However,
for more difficult problems, especially for problems involving multiple objec-
tives, advanced computer-based optimization is needed.

From the introduction of integrated circuit technology until the mid-2000s,
the efficiency of central processing units increased steadily. New processors clocked
at higher frequencies were able to process larger amounts of data, speeding up
the simulation “for free” without the need of updating the algorithms.

However, this trend no longer prevails. Due to limitations arising from the
laws of physics, miniaturization of microcircuits can continue only so far. Tradi-
tional software does not run much faster in modern computers compared to the
ones built nearly a decade earlier.

Facing this problem, CPU manufacturers created an alternative strategy. In-
stead of increasing the number of transistors or clock frequency, they added more
computing cores to the CPU chip. If the CPU had two cores, two program in-
stances could run simultaneously without an appreciable loss of speed.

This multi-core approach must now be taken into account in the develop-
ment of new algorithms. In high-performance computing, algorithms well-suited
for parallelism have been hard to come by for decades. In the case of shape design
optimization, parallelism can be implemented in two ways. One way to tackle it
is to divide the problem into smaller subproblems and to be solved, which re-
sults in an objective function value that is then passed to a sequential algorithm.
Another approach is to use intrinsically parallel algorithms, such as evolutionary
algorithms, which operate on populations of solution candidates.

Efficient parallel optimization algorithms are critical in modern optimiza-
tion approaches. With intelligent methods, good solutions can be found even
when the problem is difficult. On the other hand, fast optimization methods can
reduce the computational time drastically, resulting in faster design cycles and re-
duced design costs. Furthermore, algorithmic speed-ups can provide reasonable
alternatives to traditionally impractically slow methods.

The computer science discipline of parallel computing taken to the extreme
can be seen in the recent development of graphics processing units (GPUs). Orig-
inally developed for fast 3D gaming, modern GPUs can also be used for solving
more general inverse and optimization problems of higher complexity modeled
by nonlinear partial differential equations. The often impressive results produced
by GPUs have made them a popular alternative in high-performance computing.
However, since these GPUs were designed for processing graphics, they are not
as versatile as traditional CPUs. Bandwidth and memory issues coupled with the
fact that GPU cores are designed to perform simple instructions can reduce the
usability of GPU processing in general shape optimization cases.

The importance of shape design and increasingly ubiquitous parallelism
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coupled with emerging technologies demonstrate the need for new optimization
methods. This research is one step further in developing new efficient methods
for distributed shape design optimization.

1.1 Objectives of the research

This study has three main goals. First, the speed-up of evolutionary algorithms
is studied using ideas from the field of multi-objective optimization and game
theory. Efficiency of the so-called “virtual” Nash approach for separable func-
tions (Sefrioui and Périaux [107]) is evaluated on model problems. In this study;,
a binary-coded Nash genetic algorithm was replaced by a modern adaptive vari-
ant of the popular differential evolution algorithm.

The second goal of the study is the development of a new “distributed
one-shot” method. It combines the Nash evolutionary algorithms with domain
decomposition methods and geometry decomposition methods. Unlike in tra-
ditional shape optimization methods, where the direct problem is solved com-
pletely for each new design, one-shot methods solve the state equations which
model the physical problem simultaneously with shape optimization. However,
because of the nature of the algorithms, gradient-based methods are unlikely to
produce good results for complex problems where global optimization is needed.

The third goal of the study is utilization of GPUs and evaluation of their
associated performances in the context of a distributed design cycle. The pro-
posed innovative methods were tested on selected simple inverse shape design
problems in the field of computational fluid dynamics.

1.2 Organization of the thesis

The content of the thesis is organized in the following manner. In Chapter 2, a
review of various optimization methods used in the study is given. The state-of-
the-art methods are also briefly described.

Chapter 3 consists of game-theoretical aspects of shape optimization. An
approach where evolutionary algorithms are enhanced by breaking down the
complexity of the detailed design problem into subproblems coupled with Nash
game strategies is described and tested. Depending on the physical modeling, a
distributed approach is introduced by splitting the decision vector and the objec-
tive function into separate subvectors and subfunctions, respectively, and associ-
ating a so-called “virtual” multi-objective problem to the original single-objective
problem. In this research, this breakdown strategy is achieved using intensively
virtual competitive Nash games. The advantages of the geometry decomposition
(or in a more general case, split of territory of the design variables) used by the
Nash method are presented and discussed.
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The three test cases used in this study are listed in Chapter 4. Two of them
are from the Finnish Design Test Case Database (TA3, three-ellipse element geom-
etry and TA10, Bi-NACAO0012 geometry, available online at <http:/ /jucri.jyu.fi>).
The third test case, multi-disk element geometry, was designed for this thesis.

An innovative approach that combines the Nash games with parallel meth-
ods such as evolutionary algorithms and domain decomposition methods is in-
troduced in Chapter 5. The flow field and geometry are reconstructed simultane-
ously with the help of a new “distributed one-shot” strategy using a single global
Nash game for both the flow analyzer and the geometry optimizer. The perfor-
mance of the approach is evaluated on simple 2D geometries in potential flow
described in Chapter 4. The results are analyzed and discussed.

Graphics processing units and their performances in shape design optimiza-
tion are discussed in Chapter 6. Sample results are introduced including the inte-
gration of the methods in the distributed Nash approach described in the previ-
ous chapter. The conclusions and future prospects are stated in the final chapter.
The results for the proposed method in the hybrid CPU/GPU environment stud-
ied in Section 6.3 are yet to be published.

1.3 Author’s contributions in included papers

Paper 1 is a study of the efficiency of the Nash geometry decomposition method
based on Nash genetic algorithm (Nash GA) introduced in [107]. The author ap-
plied the method for an adaptive variant of the differential evolution algorithm
(jDE, Brest et al. [12]). The approach was tested on mathematical test functions
and the three-ellipse element position reconstruction problem in laminar Navier—
Stokes flow (full test case definition in Section 4.1). The approach was found
to improve algorithmic efficiency. The observed improvement is purely due to
the algorithm, as parallelization was not used. In addition, in order to acquire
good results, the mesh employed was adapted during the iterative flow compu-
tation process. This mesh regeneration process causes massive numerical noise,
for which the authors proposed a solution by including layers of a constant mesh
around the ellipses. The reduced noise resulted in improved algorithmic conver-
gence.

In Paper II, a novel “distributed one-shot” method developed by the au-
thor is introduced. Based on the original idea of hierarchical Nash algorithms
by Périaux et al. [95], the proposed global Nash game coalition algorithm (GNGCA)
combines domain and geometry decomposition into a single global Nash game.
The approach was tested on the multi-disk element geometry position reconstruc-
tion problem (Section 4.3) in compressible potential flow. The results show that
by reconstructing the shape on subdomains and repairing the global flow field
simultaneously, considerable speed-ups can be achieved. It was also found that
the reconstruction of flow plays a major role in the efficiency of the method.

Paper III describes the implementation of a legacy compressible Navier—
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Stokes flow solver for Nash geometry decomposition methods and GPUs. The
original code was developed by B. Mohammadi (NSC2KE [82]) and implemented
for GPUs by the author. The Bi-NACAOQ012 geometry reconstruction problem
(Section 4.2) using three different Euler flow conditions was tested. The jDE al-
gorithm was tested with and without the Nash geometry decomposition method.
The algorithms were evaluated using two GPU cards, two CPU cores, and 20 CPU
cores in the comparisons. The Nash geometry decomposition method brought
clear improvements in the efficiency in low-Mach cases. However, the selected
geometry decomposition did not work in cases where shocks were present. The
performance of the GPUs on a dense mesh produced massive speed-ups (up to
26) compared with the standard CPU approach, indicating that a single GPU card
should be superior to the 20 CPU configuration used in the testing. Tests using
a synchronous differential evolution algorithm produced identical results, con-
firming the numerical stability of GPUs in evolutionary computing.

Paper IV is a study conducted by the author to compare different levels
of parallelization of evolutionary algorithms. The selected algorithms are jDE,
jDE using the island model (based on the idea of Miihlenbein [84]), Nash-jDE
using geometry decomposition, and GNGCA. The methods were tested on Bi-
NACAQ012 geometry reconstruction and three-ellipse element geometry posi-
tion reconstruction problems in incompressible potential flow. The results show
GNGCA is the most efficient and comparable to the Nash approach using two
masters and two slaves even though the threads responsible for the flow recon-
struction were idle for most of the time. For simulating an optimal load balancing,
GNGCA was also run with two slave threads, leading into further improvement
in efficiency. The island model did not bring any algorithmic improvement, prob-
ably because of the relative simplicity of the objective function landscape.

In Paper V, the authors explore the use of hierarchical genetic algorithms,
using models of different levels of fidelity for speeding up the optimization pro-
cess. The idea is based on the work by Sefrioui and Périaux [106]. The top layer
consists of a single subpopulation operating on a precise model. On the middle
layer, two subpopulations operate on a model of intermediate accuracy. The bot-
tom layer, consisting of four subpopulations (two for each middle layer popula-
tions), operates on a coarse model. The method was validated using a real-world
optimization problem consisting of an RAE5243 airfoil in transonic compressible
Euler flow. The precise model employs an accurate but computationally intensive
meshless method based on the finite volume method. The intermediate model
uses a hybrid mesh/meshless method and the coarse model fast but less accurate
mesh-based method. The hierarchical approach brought considerable improve-
ments in both the CPU cost and in the quality of the final results. The meshless
method and the solver were developed by Ms. Hong Wang. The hierarchical
genetic algorithm was implemented by the author.

The numerical tests in Papers I-IV and Chapters 5 and 6 were conducted
by the author. In addition, all test cases listed in Chapter 4 were designed by the
author.



2 SHAPE DESIGN OPTIMIZATION

Shape optimization is a branch of optimization where the aim is to find the best
shape of a structure [52]. In broad sense, shape optimization deals with all prob-
lems in which the geometry is subject to optimization. It can be divided into three
main types. In sizing optimization only the size is modified, otherwise the shape
is kept unchanged. Optimization of the thickness of a supporting beam is an ex-
ample of sizing optimization. In a more strict sense, shape optimization consists of
finding the optimal geometry by modifying the shape. The shape can be highly
deformed, but the topology of the object does not change. A typical example is
minimization of drag of an airfoil by deforming the original shape. Finally, topol-
ogy optimization allows even larger changes because the underlying topology is no
longer constant. Holes in the structure can be added or removed. Topology opti-
mization has been used for instance in constructing optimal internal supporting
structures.

2.1 Mathematical optimization

Optimization in general is a process which consists of finding the optimal solution
x* = (x1,x,...,xy) from a set of admissible solutions S that minimizes (or max-
imizes) a real-valued function f : S — IR subject to some additional constraints.
Mathematically this can be formulated as follows:

min f(x)
subjectto g(x) < 0 @D
h(x) = 0,

where g: S — Rand h : S — R are given functions.

The set of parameters x is called design vector. Maximization problems can
be trivially transformed into minimization problems by simply changing the sign
of the objective function.
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In shape design optimization, a mathematical model that describes the phys-
ical behavior of the system must be constructed. This is done with the help of
partial differential equations (PDEs) called state equations which are solved in a
given region (domain, (3).

Shape design problems can be considered as optimization problems con-
strained by state equations,

foin f (u(Q), Q) @
subjectto ¢ (1(Q2),Q)) = 0

where 1(Q)) is the solution to the PDE in the domain Q) € S(, (the set of admissible
domains) and the constrain ¢ = (1(Q), (}) consists of the governing state equa-
tions. The shape of the domain () depends on the selected shape parametrization
and the values of design vector x.

2.2 Design process

Shape design is an iterative process typically consisting of the phases described
below. First, a mathematical model for the optimization problem is constructed.
The appropriate state equations are selected. The range of geometry changes is
determined. Depending on the properties of the objective function, a suitable
optimization algorithm is selected.

The optimization algorithm controls the optimization process (illustrated in
Figure 1). It produces new solution candidates (i.e. design vector values) which
describe the given geometry. In industrial design, shape parameterization is typ-
ically done using parameterized CAD models.

In the second phase, the computational domain is discretized using a mesh.
If the changes in geometry are sufficiently small, the mesh can be updated by
deformation instead of time-consuming remeshing. Massive mesh regeneration
should be avoided because it introduces numerical noise into the objective func-
tion.

The resulting mesh is passed to the matrix assembler, which constructs a
new linearized system of equations Au = f based on the mesh and the PDEs. The
system of equations is passed to the solver which sends the computed solution
u to the analyzer for computing the corresponding objective function value. The
new objective function value is passed back to the solver. Finally, once the optimal
solution has been found, it is visualized and analyzed.

Since all the aspects of the problem are rarely known a priori, the problem
formulation and optimization process itself may require several iterations before
a satisfying design can be found.
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FIGURE 1 Design process cycle.

2.3 Overview of optimization algorithms

Successful optimization depends on the selected algorithm. As the so-called “no
free lunch” theorem states, there cannot be a single algorithm that is optimal for
all kinds of problems [125]. Instead, the most suitable algorithm must be selected
based on the a priori information of the problem.

If the shape design problem does not involve very large geometric changes
(i.e. the objective function is probably simple) and if the function evaluation is
computationally very intensive, gradient-based methods should be used. In more
general cases, for example in developing completely new designs, global search
methods are better in finding new solutions.

In the following, optimization methods used in shape design optimization
are discussed. The methods used in this work are described in detail.

2.3.1 Gradient-based methods

Classical optimization methods employ gradient information. They are the most
efficient methods in continuous optimization because of comparatively small num-
ber of function evaluations needed. Convergence to a local optimum is guaran-
teed, depending on the accuracy of the gradient computation and smoothness of
the function.

Shape optimization methods can be divided into two groups [69]. Loosely
coupled optimization refers to methods that do not require specific information on
the function gradients. Instead, they are calculated using finite differences. This
“black box” approach is straightforward but can be prohibitively slow if there are
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many design parameters. For example, if 7,4;,, is the number of dimensions of the
problem, and 7., is the number of function evaluations needed to achieve the
desired result, the algorithm will need the order of 1, X 14y, function evalua-
tions. If the problem is computationally intensive, this may be too expensive to
calculate.

In contrast, the adjoint methods use tightly coupled optimization. Instead
of computing the gradients separately, they use the adjoints of the original state
equations. This reduces the number of evaluations to 2#n,,,; (the factor 2 comes
from the doubling of governing equations). The efficiency can be further im-
proved by so-called one-shot methods which combine the state equations, their
adjoints and design equations into one large system of equations removing the
need of iterative optimization [5, 67].

2.3.2 Evolutionary algorithms

Neither the gradient or direct local search methods can work adequately in the
case of multi-modal objective functions. Therefore, search methods that operate
globally in the whole search space are required. These methods are stochastic in
nature and their convergence to an optimum cannot be guaranteed.

There are a number of different global methods developed. The most pop-
ular are undoubtedly the so-called evolutionary algorithms (EAs) which mimic
natural evolution. These include genetic algorithms [56], evolutionary strate-
gies [100, 105] and evolutionary programming [33], which all were originally in-
troduced in the 1960s. A more recent method is the popular differential evolution,
developed in the 1990s [115, 116]. Other population-based methods include parti-
cle swarm optimization where the solution candidates move as “swarms” around
the most promising areas [63], and ant colony optimization methods which sim-
ulate the movement of ants using “pheromones” [26]. Examples of other com-
monly used global heuristic methods include simulated annealing [64] and tabu
search [40].

Due to their inherently parallel nature, parallelization of evolutionary algo-
rithms is straightforward. Indeed, parallelization of EAs is considered an “em-
barrassingly parallel” problem [13]. The master process sends the solution candi-
dates to slaves, and they send the corresponding objective function values back
to the master (Figure 2). If the objective function computation takes a fixed time,
the implementation of a parallel evolutionary algorithm is trivial. However, in
shape optimization the evaluation time may be highly variable because of the
variable number of nodes in the mesh and the convergence rates of the solver for
example. Therefore, non-generational approaches should be considered.

Evolutionary algorithms for shape design optimization have been under
intensive research because of their global scope and problem-independent ap-
proach. Several approaches have been proposed in order to improve the accuracy
and high computational cost of the methods.

The amount of computation required can be reduced by replacing the costly
function evaluation. One group of popular methods is the metamodels [122]. A
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FIGURE 2 Parallelized evolutionary algorithm. The work is distributed to slave pro-
cesses which can solve the objective function using further levels of paral-
lelization.

mathematical model is constructed based on a limited set of actual objective func-
tion values. This computationally inexpensive model is then optimized. Until the
algorithm has converged, a new set of function values are produced and the op-
timizer is restarted. The process is repeated until an adequate solution has been
found. There exists a variety of different methods for constructing metamod-
els, for example neural networks which are especially suitable for curve fitting.
For example, in [38] an advanced metamodel-based evolutionary algorithm us-
ing neural networks was implemented.

Multi-level algorithms operate on two or more levels in order to minimize
computational cost [39, 62]. In multi-level evaluation, a high-fidelity (accurate)
model is coupled with a faster low-fidelity model. For example, by using simpler,
less accurate state equations low-fidelity models can be produced. Alternatively,
different mesh densities can be used. One genetic algorithm using a hierarchical
tree of populations, with each level operating an objective function of different ac-
curacy was introduced in [106]. Other examples of multi-level algorithms include
multi-level search (e.g., gradient-based search coupled with global metaheuris-
tics) and multi-level parameterization, where the number of design parameters
are reduced at lower accuracy levels.

Another approach is to hybridize the evolutionary approach by employing
local search methods in order to improve algorithmic convergence. Following the
idea of “memes” by R. Dawkins [19], memetic algorithms are a class of evolutionary
algorithms that do not directly follow the idea of Darwinian evolution [83, 51].
At its simplest, a memetic algorithm is a hybrid evolutionary algorithm which
implements local search within the search cycle. More advanced methods use
operators, for example for maintaining population diversity in order to prevent
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premature convergence [87].

Genetic algorithm (GA) First introduced in the 1960s by J. Holland [56], genetic
algorithms became popular after the publication of the seminal book of D. Gold-
berg in 1989 [46]. Of the evolution-based methods, genetic algorithms follow
most closely the natural evolution. The algorithm is simple: first, a set (population)
of solution candidates (individuals or chromosomes) is constructed and the candi-
dates are evaluated. Some of the individuals, preferably but not only the fittest
ones, are selected for parents. Using a process called crossover to combine the
parent chromosomes, new offspring are formed. Some of the offspring are also
subjected to mutation. The best offspring, or the best individuals from the com-
bined population of parents and offspring, are selected for the next population.
Usually the fittest individual, called elite, is automatically selected in order to pre-
vent the loss of the most promising candidate solution. Crossover and mutation
generate new solution candidates, whereas selection controls the convergence of
the algorithm. A general genetic algorithm is listed below.

1. Generate initial population po p(o).
2. Until the termination criteria has been satisfied, compute a new generation:
(a) Select parent chromosomes popg) € popl).
(b) Generate initial offspring population popgi) by recombining the par-
ents (crossover).
(c) Mutate some of the offspring in popgl).
(d) Select individuals for next generation, pop(i+1), from the offspring and
parent populations.

(e) Continue from step (2).

Because genetic algorithms are extremely versatile, they have been applied to a
vast number of problems, ranging from continuous problems such as shape op-
timization to combinatorial problems such as finding minimum travel distances
in the traveling salesman problem. The chromosomes were originally encoded
using binary strings, each binary value representing a “gene”. The accuracy of
the binary-valued algorithm can be adjusted by changing the length of the bi-
nary string. In continuous optimization, real-valued chromosomes differ from
the traditional idea of genes, but can be more efficient because the crossover and
mutation operators can be selected based on the geometry of the problem. For
example, the blend crossover (BLX [30]) produces new offspring that are often
located between the parents. Binary string based methods such as the one-point
crossover produce offspring that can be located far from both of the parents.

Differential evolution (DE) Differential evolution, introduced by Storn and
Price in 1995, was designed for continuous global optimization [115, 116]. The
idea of the algorithm is very simple yet efficient. In traditional genetic algorithms,
crossover plays the major role in constructing a new individual, mutation being
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FIGURE 3 Mutation operator in differential evolution.

a minor component. In differential evolution, like in evolutionary strategies, new
individuals are primarily constructed with the help of the mutation operator. One
of the strengths of the algorithm is that it is very simple and requires only three
control parameters.

The algorithm proceeds as follows. As in the case of genetic algorithms, the
initial population of size NP is formed randomly. An intermediate individual
X, is generated by differential mutation. First, three different random individu-
als are selected (x; k). The difference between x; and xi is multiplied using the
mutation factor F. The result is added to the third individual x; (Figure 3).

The final offspring x, is produced by randomly mixing the variables of the
intermediate offspring and the individual x, in the parent population using the
crossover rate CR. In order to prevent the final individual from being identical to
Xy, one gene is copied directly from the intermediate offspring. Finally, the new
offspring is evaluated and compared to x,. The fitter one is selected for the next
generation. A sketch of the algorithm is listed below.

1. Generate initial population pop of size NP.
2. Until the termination criteria has been satisfied

(a) Repeat foreachn € {1,...,NP}:
i. Select unique random values ,j,k € NP.
ii. Mutation: X, := x; + F - (xj — xk)
iii. Crossover:
— Select random value m € D (D is the number of dimen-
sions).
- Foreachd € {1,...,D},d # m:
If rand(0,1) < CR, x,[d] := x,[d], else x,[d] := x,[d].
iv. Selection: If f(x,) < f(x»), replace x,, with x,.
(b) Continue from step (2).

There are many variants of the original algorithm. The one described above is re-
ferred to as the DE/rand /1/bin variant. Other variants introduced by the devel-
opers replace the individual x; by the elite individual, resulting in faster conver-
gence in some functions (DE/best /1/bin), or use more than one vector difference
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in producing new individuals (e.g. DE /rand/2/bin). The crossover operator can
also be replaced (e.g. DE/rand/1/exp). For comparison of various differential
evolution variants, please refer for example to [80].

A large number of further modifications can be found in the literature [88].
One of the variants (jDE [12]), is used extensively in this thesis. Instead of using
fixed values for the control parameters F and CR, each individual is assigned
with its own value, F; € [Fnin, Fmax] and CR; € [0,1],i = 1,...,NP. For the
initial population, the values are selected randomly. When new individuals are
introduced, the old value is either retained or replaced by a new random value,

FF1 = (Fax — Fmin) - 1and(0,1) + Fin  ifrand(0,1) < 7
1—"!“rl = Ff otherwise

and similarly
CRS! = rand(0,1) ifrand(0,1) <
C R;‘H = CR;‘ otherwise

The authors use the value 77 = 1 = 0.1 for the probability adjustment parame-
ters. This value was adopted in the present work.

The island model In nature, organisms rarely form a single population where
the genetic material is transferred freely. Geographical and other obstacles cause
a single species to split into several subpopulations with limited genetic interac-
tion between them. Prolonged isolation leads to a high genetic difference between
the different populations. To illustrate the idea, one can consider an archipelago
which is settled by a new species. Originally the populations on different is-
lands are fairly homogeneous, but over time the populations diverge to different
species, each of which is specialized to the environment of their particular island.

The island model genetic algorithm is based on this idea [84]. An evolution-
ary algorithm that operates on a single population is in constant danger of losing
genetic diversity leading to premature convergence. If the population is divided
into several groups (demes) which have limited communication between them,
the algorithm can retain higher diversity. If the objective function is highly multi-
modal, this approach is especially useful because the subpopulations can explore
different local optima.

The populations are not completely separate, however. After a certain pe-
riod, for example after a fixed number of generations, some of the individuals,
usually the elites migrate to other populations replacing some of the original in-
dividuals. The migration process requires a topology between the subpopula-
tions. Popular topologies include hypercube, two or three-dimensional grid and
torus [90]. An example torus structure is illustrated in Figure 4.

The island model provides an additional layer for parallelization. For exam-
ple, each population can be operated on a different computer or cluster of com-
puters. Compared to the standard approach, the method is more robust against
high latency since the information exchange between the populations is limited.
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FIGURE 4 Example of the island model topology (torus, [84]). The neighbors of the
dark gray population are marked with lighter gray.

2.4 Solving state equations

Except for the very simplest of cases, PDEs cannot be solved analytically. Numer-
ical methods are used instead. In order to be solvable in computer, the original
problem must be discretized. Several different discretization methods applicable
to the purpose have been developed. Of these, the most commonly used are the
finite differences (FDM), finite elements (FEM), and finite volumes (FVM) [15]. Each
of these methods discretize the domain using a mesh (or a grid), which consists
of nodes and edges connecting them. Methods that do not require meshing in-
clude the boundary element method (BEM [6]) and meshless methods that operate
on clouds of points [9, 123].

The finite difference method is the most straightforward of the methods. It
is easy to implement and, compared to the other methods, is not mathematically
complex. The main drawback is that it can operate only on regular grids, which
limits the use of the method to relatively simple geometries.

The finite element method is a very versatile PDE discretization method. It
can operate on unstructured meshes allowing complex geometries. However, in
order to make them solvable, the original PDEs have to be transformed into a
weak form.

The finite volume method is based on the evaluation of volumes around the
mesh nodes. Because the flux remains constant in adjacent volumes, the method
is conservative and especially suitable for computational fluid dynamics prob-
lems. The method can also be implemented for unstructured meshes.

In this study, both finite element and finite volume methods are used. For
an in-depth description of the methods, please refer to [55, 96, 15].

Depending on the method used, discretization results in a system of linear
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FIGURE 5 A sample domain decomposition problem.

equations
Au =f, (3)

where A is a sparse matrix, u is the value of the approximate solution and f is the
right-hand side containing values from the boundary conditions and forces.

There are many methods for solving linear systems with large sparse ma-
trices. Direct methods solve the system of equations using factorization. Itera-
tive methods compute approximate results iteratively until the target accuracy
has been achieved. The former kinds of methods are efficient on moderate-sized
matrices, but because of higher memory requirements, they are not suitable for
large-scale problems. Iterative methods are more memory-efficient. The most
relevant methods for this work are the UMFPACK unsymmetric multifrontal
sparse LU factorization package [18], and the preconditioned conjugate gradient
method [54].

2.5 Domain decomposition methods

The term domain decomposition method (DDM) refers to a group of methods for
splitting a domain or a discretized system of equations into smaller problems.
There are several reasons for doing this [109]. The classical application, intro-
duced by H. Schwarz in 1870, was to solve elliptical boundary value problems
analytically for complex shapes [104] (Figure 5 depicts this classic example).

Domain decomposition methods are commonly used as preconditioners ei-
ther in order to speed up the solution time or to make a poorly conditioned sys-
tem better behaving [79]. For example, if the solver can solve a matrix one-tenth
the size of the original one much more than ten times faster, solving the problem
using DDM with ten subdomains could result in faster convergence.

The most relevant application of domain decomposition for this study is the
parallel solution of a system of equations (3). In addition to obvious increases in
solution time due to parallelism, DDM makes it possible to solve massive prob-
lems too large for a single machine.
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FIGURE 6 Examples of nonmatching and matching meshes.

Two common classes of domain decomposition methods are the Schwarz
methods, which use overlapping domains, and the Schur complement methods (also
known as substructuring methods) where the domains are connected by an internal
boundary and do not have common nodes elsewhere [109]. The former method
is straightforward, while the latter one is more efficient in parallel computing
because less information needs to be passed when the global domain is recon-
structed. Examples of more advanced methods include the FETI method (finite
element tearing and interconnect [31]), which further reduces communication over-
head between subdomains.

The overlapping meshes can be either matching or non-matching (Figure 6).
In the matching case the meshes share the nodes on the overlap. In the non-
matching case, extra caution has to be taken when the global domain is recon-
structed. In this work, only overlapping subdomains which use matching grids
are studied.

2.5.1 Alternating Schwarz method

Let us consider the following Poisson boundary value problem:

—Ap = f in Q

p = g on 90 @

With two overlapping subdomains ((2; U )y = Q), overlap Oy, = Q1 Ny # O),
the equation becomes

—A(pl = in Ql
P1 on 801 \ F1 (5)
1 = ¢ on Iy

0Q =

and
*Aq)z = f in Qz

¢ = g on I\ (6)
¢2 = ¢1 on Iy
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where I'; and I'; are the overlap boundaries (Figure 5).

The original domain decomposition method, known as the alternating Schwarz
method, operates in the following manner. The process is started by selecting the
initial values for the overlapping boundary I'1. The equation (5) is solved and
the new values of ¢, are passed to I';. Similarly, the values on the boundary I'y
are replaced with the updated value of ¢,. The process is iterated until the dis-
crepancy between ¢ and ¢, on the boundaries I'y, I'; and in the overlap 5 is
minimized.

One alternating Schwarz iteration is

1
Al = f in O
1
go'f+2 = g on a0 \I; @)
n+sy n
?1 = ¢ on I
and
—Apitt = f in O
g7 =g on Ay\I; ®)
n+l _ Nty
g = ¢ - on Iy
With a minor modification, the Schwarz method can be parallelized:
—Ag"tt = f in 4
9/ = g on I\ ©)
P = ¢ on Ty
and
—AgiTl = f in Oy
pil = ¢ on AW\ (10)
py7" = ¢ on I



3 GAME THEORY FOR MULTI-OBJECTIVE DESIGN
OPTIMIZATION

In this chapter several different game strategies that can be applied to shape de-
sign optimization are described. The Nash algorithms are discussed in detail. The
Nash approach can be applied on single-objective optimization problems using a
process called “virtualization”. Finally, the efficiency of the method is tested on
several mathematical functions.

3.1 Overview of game strategies

This section provides a brief introduction to the game theory. A game is played
between a group of players (from one to infinity) who each have a set of strategies
with certain payoffs. In a typical game, each player maximize his/her payoff.
Normally it is assumed that the players are rational, i.e. they always choose the
best available strategy. However, they may not have all the information available,
and the game may be affected by chance. The players’ strategies are typically
conflicting: for example, if Player 1 increases his payoff by selecting strategy A,
Player 2 correspondingly loses.

There are several types of games. For example, the players may form a coali-
tion to try to maximize their combined payoff, or they could act sequentially. In
this section, three types of games relevant to this thesis are introduced: coopera-
tive, competitive, and hierarchical games.

3.1.1 Cooperative games

A cooperative game, or Pareto game (after V. Pareto who introduced the idea [94]), is
a game where a coalition of players try to maximize their combined payoff. Multi-
objective optimization problems consisting of two or more conflicting criteria can
be considered as Pareto games.

The idea of a multi-objective problem can be illustrated with a simple exam-
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FIGURE 7 Example Pareto front and (dominated) Nash equilibrium.

ple [21]. Let us consider a person who is going to buy a new car. The person has
two criteria, quality and price. Obviously, he is interested in buying a car which
is as inexpensive as possible and of as good quality as possible. Unfortunately,
these objectives are in conflict, and he will not be able to find a car which is both
inexpensive and of good quality. Therefore, he has to pick several candidates
with different prices and qualities. Some of the cars are both more expensive and
worse in quality than others. Those he can reject immediately. The rest form a
set of cars from which he can pick the one he prefers. Based on these two cri-
teria, both being equal, he cannot select the best solution automatically without
additional information about the problem.

More formally, a decision vector x* € S (S is the set of available strategies)
is Pareto optimal if there does not exist another decision vector x € S such that
filx) < fi(x*) foralli = 1,...k and there exists at least one j such that f;(x*) <
fj(x) [81]. A decision vector that is not Pareto optimal is dominated. The set of
optimal points is called a Pareto front. In higher dimensions, it is called a Pareto
surface. An example of a simple two-dimensional convex and continuous front is
illustrated in Figure 7.

3.1.1.1 Multi-objective optimization

Multi-objective optimization usually consists of capturing the Pareto front. In real
life cases, a satisfactory solution has to be selected, using multi-criteria decision
making, from the set of Pareto optimal solutions [11].

In industrial design, multi-objective problems are the norm. Typically sev-
eral coupled physical phenomena affect the system leading to conflicting criteria
(multi-physics optimization). When a complex system such as an aircraft is being
developed, several engineering disciplines have to be taken into account (multi-
disciplinary optimization). Examples from the field of aeronautics include diverse
problems such as minimization of sonic boom and maximization of lift [68], op-
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timization of lift on multi-element airfoils for different flow regimes [97], maxi-
mization of lift and minimization of radar visibility [78], to name a few.

A wide variety of multi-objective optimization algorithms has been devel-
oped. Some early approaches were based on weighted sums, i.e. the multi-
objective problem was transformed into a single-objective problem and then solved
using single-objective algorithms [112]. This approach is very limited because it
cannot recover the front properly if it is not convex.

Evolutionary algorithms are particularly well-suited for multi-objective op-
timization because they operate on populations of solution candidates. In addi-
tion to the global approach, the parallelism provided by populations help the al-
gorithm in capturing the global Pareto front [35]. Examples range from the early
vector evaluated genetic algorithm (VEGA) [103] to more sophisticated algorithms
such as multiple objective genetic algorithm (MOGA) [34], non-dominated sorting ge-
netic algorithm (NSGA) [110], strength Pareto evolutionary algorithm (SPEA) [126],
Pareto archived evolution strategy (PAES) [66], and the popular NSGA-II [22]. For
a comprehensive review of evolutionary multi-objective algorithms, please refer
to [17, 16]. A survey on a wide variety of multi-objective methods for design
problems can be found in [3].

Hybrid evolutionary algorithms for speeding up algorithmic convergence
are also common in multi-objective optimization [119, 108]. Various memetic
multi-objective algorithms are described in [45].

3.1.2 Competitive games

The nature of the game changes dramatically if the players do not cooperate.
Competitive games, also known as Nash games (after ]. Nash who formalized them
in 1950 [86]) are games where the players maximize their payoffs by taking into
account the available strategies of their opponents.

Competitive games can be illustrated using the classical example known as
the Prisoners” dilemma [99]: Two men are arrested, but there is not enough evi-
dence for a conviction. Therefore, both the men are given two options: either
betray your partner or remain silent. The person committing betrayal walks free,
and his partner will serve a ten-month sentence. If they both remain silent, they
both have to serve for two months for a minor charge. If they both betray each
other, they have to serve six months each. The men are separated and cannot be
aware each other’s decisions.

The payoff matrix of the game is shown in Table 1. In the first case, a pris-
oner assumes his accomplice will not betray him. If he himself betrays his partner,
he will avoid the prison sentence. On the other hand, if he correctly assumes that
his accomplice will betray him, he would save four months of prison by doing
likewise. Again, the “betray” strategy would be better.

Since both of them are assumed to be rational and the game is symmetric,
they will betray each other, and both will serve a six-month prison term even
though they could save four months by selecting the “remain silent” strategy.
This situation, called the Nash equilibrium, is stable because after reaching it nei-
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TABLE 1 Payoff matrix of the Prisoner’s Dilemma. The Nash equilibrium is in bold.

Prisoner 2
silent | betray
silent | (2,2) | (10,0)
betray | (0,10) | (6, 6)

Prisoner 1

ther of them can improve their payoffs any further.

Let us define the Nash equilibrium mathematically. Consider a two-player
game. Let S and S, be the set of strategies and J; and |, the payoff functions of
Player 1 and 2, respectively. A strategy pair (x1,x2), X1 € S1, X2 € Sy is a Nash
equilibrium if and only if

Ji(%1,%) = inf Ji(x1,%2)

X%Esl (11)
Jo(%1,%) = inf Jo(%1,x2)

XpESy

This can be trivially expanded into an n-player game,

]1(21/3?21-'-/3?11) - inf ]1(x1/f21-~-/xn71/32n)
X1€51
]2(21/ f21-~-1xn) - inf ]Z(XlleI-“/xnfl/ Xn)
XpESy (12)

lnf ]Tl(xlr XZ/ ey anlr xn)

]ﬂ(ferZ/ e rfi’l)
X, €Sy,

The idea of Nash games can be applied to optimization. A multi-objective
optimization problem can be solved as a Nash game where the different crite-
ria are optimized by different players. For example, wing shape optimization
involving minimization of drag and maximization of lift can result in an ade-
quate compromise at the Nash equilibrium if it is located close to the Pareto front,
avoiding the time consuming Pareto search. Likewise, hybridizing Pareto games
with competitive games can provide substantial speed-ups because the algorithm
can be seeded with good solutions from the Nash game [70, 71].

3.1.3 Hierarchical games

The last game type described in this manuscript is called hierarchical game, or
Stackelberg game (after H. F. von Stackelberg who introduced it [111]). It is a strate-
gic game where one player, called leader, moves first, and the other players, fol-
lowers, react [77]. The game can have perfect information, the players knowing,
beforehand, all the possible information and the situation they currently are in.
A typical Stackelberg game situation arises when a new company appears
into a market dominated by another company. The new company has to select
the optimal strategy based on the actions of the market leader. Distributed shape
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design optimization, where the computational domain is decomposed into sub-
domains and solved for every design, could be considered a kind of Stackelberg
game where the shape optimizer is the leader and the domain decomposition
method is the follower [95].

Hierarchical games result in Stackelberg equilibria [25]. Let f; be the criterion
of theleaderand f;,i = 1,..., N the criteria of the followers. Then the Stackelberg
equilibrium is a result where the leader optimizes all the controllable variables
according to his own strategy based on the Nash equilibrium of the followers,

nxggfl(x)r (13)

where x = (x1,x2,...,xy) and S = S X Sy X - -+ x Sy is the space of admissi-
ble strategies. The values (x,x3,...,xy) come from the Nash equilibria of the
followers,

fi (Xl,fz,. ..,J?N) = inf fi (xl,fz,.. .,XN) fori=2,...,N (14)

x;€S;
3.2 Nash genetic algorithms

If the objective function is smooth and unimodal, locating Nash equilibria is
straightforward with gradient-based methods. However, as is frequently the
case, in real life the situation is often more complicated. In order to solve Nash
equilibria for difficult objective functions, Sefrioui and Périaux introduced the
Nash genetic algorithm [107].

Being a multi-population algorithm, it shares similarities with the island
model genetic algorithms. However, there are several notable differences. Each
of the objective function is assigned with a player and a population. Players are
allowed to manipulate only the design parameters assigned to them. This is done
using standard genetic operators. After each epoch, such as one generation, the
players exchange their elite individual values. The algorithm converges into a
Nash equilibrium. The migration process is illustrated in Figure 8.

In order to demonstrate the Nash approach, let us consider the following
simple multi-objective problem:

{ filxr,x) = (0 =172+ (v — 1) (15)
falx,x2) = (x2—3)%+ (11— x2)?
The Nash equilibrium can be found analytically using rational sets. Let D be the
rational set of Player 1 and D, be the rational set of Player 2:

Dl(fl,XQ) c 51 X 5_2 such that fl(fl,ﬁQ) < f1(x1,x2)

Dz(xl,fz) c S_l X 52 such that fz(xl,fz) < fz(xl,xz) (16)

The reaction sets consist of solutions that satisfy the following conditions

Dy, = ix ngill'm =0 a7
Dy = X afzgxlfxz) =0

X2



Xi—1Yi—2

XiYi1

Xie+1 Yk

X2 Vi1

Xi—2Yr-1

X1 Yk

XiYiq1

X1 Yit2

35

generation k — 1

generation k

generation k + 1

generation k + 2

FIGURE 8 Migration process in Nash genetic algorithms. Player 1, who controls popu-
lation 1, sends its elite values X} of generation k to Player 2, and vice versa.
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By applying (17) to the original system of equations (15), the rational reaction sets
can be computed:

%}3{3‘2):0 S 2x1—1D)+2x1—x)=0 & xp=2x—1
x1+3

) 0 o 20-3)-2r1—x) =0 & 1=

(18)

The Nash equilibrium is the intersection of the two sets. Solving (18) yields the
result x; = % and x, = % The Nash equilibrium exists and is unique, (x1,x2) =
(3,%). The corresponding solution is (f, f2) = (&, 8).

The validity of the Nash approach is tested using differential evolution with
a population size of NP = 10 per player. The elite values are listed in Figure 9.
The algorithm is able to converge into the Nash equilibrium successfully in a few

dozen generations.
3.3 Virtual Nash algorithms

In some cases, the objective function can be divided into subfunctions so that

=

f(x)=)_fi(xi) (19)

i=1
These functions function are called (linearly) separable. Separated functions can be
divided into a set of subfunctions forming a “virtual” multi-objective problem. If

f(x)=0,x=0 (20)

is the global minimum of the function, and

N
min f (x) = ;minf,« (x)=0 (21)

it is known that the global Nash equilibrium is located there [14].

Since the search space depends on the dimensionality of the problem, it is
apparent that the complexity of the problem can be reduced if each function is
solved separately because separating the search space restricts the movement of
the algorithm. One effect of the reduced movement is that the number of possible
local optima where the algorithm can get stuck is reduced. The idea of handling a
single-objective problem using multi-objective methods is explored for example
in [65, 60].

3.3.1 Mathematical examples
To illustrate the effect of the Nash approach, it is tested on selected additively

separable mathematical functions listed below (the functions are illustrated in
Figure 10). The number of dimensions is 1y, = 12 allowing five different Nash
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FIGURE 9 Convergence of the differential evolution algorithm into the Nash equilib-
rium (f, f2) = (5, 5), (x1,%2) = (3, 3)-
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TABLE 2 Selected parameter values for the jDE algorithm.

population size NP max (:p’;ﬁ, 15)
mutation factor F [01,1.0]
crossover rate CR [0.0,1.0]

F replacement probability 7 0.1
CR replacement probability 7 0.1

decompositions, 7piayers = {2,3,4,6,12}. A differential evolution variant with
adaptive control parameters is used (jDE, described in the Section 2.3.2). The
parameters listed in Table 2 are used for each test function. The algorithms are
terminated when the best value is within the machine precision from the opti-
mum, or when the maximum number of combined objective function evaluations
n;; = 10° is reached. The algorithms are run in parallel with N players controlling
processes and a total of 12 slave processes. In order to prevent premature con-
vergence due to the loss of diversity, the non-elite individuals of the population
are disturbed using Gaussian mutation if the normalized standard deviation of
the fitness values of the population has decreased below the given threshold of
Ogin = 1071

De Jong’s sphere function. One of the simplest test functions,
NMpdim
fa(x) =Y x7,x € [-5.12,5.12], (22)
i=1
is both smooth and has only one global minimum, x; =0,i =1,..., ngy, [20].
Rastrigin’s function. The function
Ndim

fo () = 10mgip, + Y, (7 = 10c0s (27x1) ), xi € [-5.12,5.12] (23)
i=1

is highly multi-modal, and there is a total of 11"n Jocal optima [85]. The global
optimum f (x) = 0Oislocated atx; =0,i =1,..., ngjp,.

Schwefel’s function. The function
Ndim
fe (x) = 418.9829n4;, + ) x;sin (\/ |x,«|> ,x; € [—500,500] (24)
i=1

has several deceptive local minima [105]. The global optimum f(x) = 0 is located
far from the origin at x; = —420.9687,i =1, ..., n4y,.
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FIGURE 10 Test function landscapes (14, = 2). Top left: De Jong’s sphere function. Top
right: Rastrigin’s function. Bottom left: Schwefel’s function. Bottom right:
Griewank’s function (close-up).

Griewank’s function. In order to test the efficiency of the methods in the case
of nonseparable functions, the Griewank function was included [47].

0 =143 5 Tfeos (%) me ] 25)
i (x) =1+ — Ccos (—_),x' € |—600, 600 25
i=1 4000 ;3 Vi)'

It is a highly multimodal function. The product introduces dependency between
the variables. For multi-objective cases, the subfunctions were formulated as

fas) =¥ o+ - (1T (%) 26)
d, (Xk) = T — - COos | —=

k /7, 4000y . Vi

where k is the index of the player, I is the set of design variable indexes that
the player is allowed to operate, n(I;) = i The global optimum f(x) = 0 is
located at the origin, x; =0,i =1,..., ngjp.

The averaged results for 10 runs are listed in Tables 3-6 and the conver-
gence curves are shown in Figure 11. Based on the results, it is evident that the
“multi-objectivization” of the functions has a strongly positive effect on algorith-
mic convergence, accuracy and robustness. In the case of separable functions,
every instance managed to find the optimum. Increasing the number of players
(and thus decreasing the dimensionality) reduced the average algorithmic con-
vergence rate in each case. Only in the case of Schwefel’s function the six-player
case had some difficulties in converging. As expected, the Griewank function
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TABLE 3 Results for the algorithms in the case of De Jong’s function. The number of
players, the best and the worst objective function values and the total number
of objective function evaluations are listed with the mean final objective func-
tion values and corresponding standard deviations. The number of successful

runs is also listed.

De Jong
Myl fmin fmax frmean f
1 8.9491E-61 1.4950E-54 1.8725E-55  1.9922E-108
2 1.9956E-92  3.7196E-84 4.1370E-85 1.2206E-167
3 3.0678E-121 2.5941E-109 2.5954E-110 6.0557E-218
4 5.6038E-151 8.0443E-120 8.0443E-121 5.8240E-239
6 2.8402E-150 7.7971E-135 8.6737E-136 5.3964E-269
12 7.6899E-161 1.6489E-135 1.7071E-136 2.4308E-270
itin itmax itmean Ojt success
1 18276 19795 1.8807E+04 4.9446E+02 10/10
2 11479 15051 1.3181E+04 1.0573E+03 10/10
3 9049 10945 9.9960E+03 6.8587E+02 10/10
4 7430 10669 8.8830E+03 9.6376E+02 10/10
6 7329 8854 8.0620E+03 5.7772E+02 10/10
12 6326 7334 6.8450E+03 3.8969E+02 10/10

was the most difficult to solve. Compared to the Nash algorithms, each of which
managed to converge at least once, the standard approach failed to converge to
the global optimum. The 12-player algorithm was the most robust, converging

most often.



TABLE 4 Results for the algorithms (Rastrigin’s function).

Rastrigin
Myl fmin fmzzx fmean Uf
1 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00
2 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00
3 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00
4 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00
6 0.0000E+00 1.2434E-14 1.9540E-15 1.4798E-28
12 0.0000E+00 5.4179E-13 5.5245E-14 2.6308E-25
itin itmax itmean o success
1 32373 45603 3.8334E+04 3.4432E+03 10/10
2 20705 26049 2.3317E+04 1.7828E+03 10/10
3 14257 21165 1.8295E+04 2.3320E+03 10/10
4 12518 17619 1.5363E+04 1.5529E+03 10/10
6 12150 23455 1.5205E+04 3.1932E+03 10/10
12 9302 11868 1.0957E+04 7.2137E+02 10/10
TABLE 5 Results for the algorithms (Schwefel’s function).
Schwefel
Myl fmin frmax frmean Uf
1 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00
2 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00
3 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00
4 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00
6 0.0000E+00 5.6843E-14 1.1369E-14 5.1698E-27
12 0.0000E+00 1.7053E-13 2.8422E-14 2.7465E-26
itin itmax itmean Ojt success
1 23801 27459 2.5589E+04 1.2613E+03 10/10
2 14874 18950 1.6635E+04 1.5429E+03 10/10
3 10683 13444 1.2266E+04 9.7536E+02 10/10
4 9632 15005 1.1018E+04 1.4224E+03 10/10
6 9551 19521 1.2675E+04 3.4319E+03 10/10
12 8054 10378 9.0150E+03 6.7358E+02 10/10

41
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TABLE 6 Results for the algorithms (Griewank’s function).

Griewank
Myl fmin fmax fmean Uf
1 27134E-03 2.6325E-02 1.4776E-02 6.4229E-04
2 4.3891E-47 4.0681E-02 1.3768E-02 1.6092E-03
3 25541E-55  2.5682E-02 6.3574E-03 7.5716E-04
4 4.6981E-93 2.8089E-02 1.1327E-02 1.1476E-03
6 2.1575E-94 2.6974E-02 1.1129E-02 1.4481E-03
12 9.2516E-148 2.4820E-02 4.6771E-03 6.5575E-04
itmin itmax itpean Ot success
1 100000 100000 1.0000E+05 0.0000E+00 0/10
2 57118 100000 9.5711E+04 1.2865E+04 1/10
3 50704 100000 8.6121E+04 1.8138E+04 4/10
4 35293 100000 7.9561E+04 2.6339E+04 4/10
6 29653 100000 6.7449E+04 3.2792E+04 5/10
12 11243 100000 4.1567E+04 3.8487E+04 7/10
107 0 50‘00 ] 1’0‘000 15‘000 LZO;)OO 25‘000 30000 0 10‘000 20;:)00 30‘000 40;)00 502}00 60‘000 70‘000 80‘000 90;)00 100000

Number of objective function evaluations

Number of objective function evaluations

FIGURE 11 Convergence of the algorithms. The dotted lines depict the best and the
worst values at the corresponding objective function iteration.



4 MODEL PROBLEMS

In this chapter, the optimization test cases used in this study are described. Most
of them are simple academic geometry reconstruction problems from more real-
istic cases of aeronautical interest. The first and the second test case are available
in the Finnish Design Test Case Database!. All the test cases have been developed
by the author.

4.1 Inverse or optimization problems for multiple (ellipse) ellip-
soid configurations

This academic test case? was developed in order to study algorithmic conver-

gence by splitting the inverse problem (recovery of the target pressure on a sur-
face) into smaller subproblems. It also provides a way to study the behavior of
algorithms with meshes of different quality. Finally, it can be expanded into a
simple test platform for multiphysics optimization (computational fluid dynam-
ics, computational electromagnetism, and aeroacoustics), both in 2D and 3D.

The test case includes three different problems: an aerodynamic reconstruc-
tion problem, a radar wave problem, and an aeroacoustics problem. The aerody-
namic reconstruction problem, which was used in this work, consists of recovery
of the original position of two ellipse (2D) or ellipsoid (3D) elements using poten-
tial, Euler, or Navier-Stokes flows for Re = 100 and Re = 500.

The computational domain and geometry are defined by the parameters
listed in Table 7. The geometry is shown in Figure 12. The allowed ranges of
design variables are listed in Table 8.

The flow is described by incompressible laminar flow. At upstream entrance
the flow has the velocity components v, = cos(«) and v, = sin(a), where & =

1 The database with test cases and computed results is available to the public at the address

<http:/ /jucrijyu.fi>.
Full definition of the test case TA2 available at the address <http:/ /jucri.jyu.fi/?q=testcase/
5>.
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TABLE 7 Parameters for the geometry and computational domain.

s = 40 height (and width) of the bounding box
s = 80 length of the bounding box
(x0, Y0, 20) (—30,—20,—20) front lower left corner of the bounding box
I 2.0 length of the ellipse/ellipsoid 1
hi, w7 = 05 height (and width) of the ellipse/ellipsoid 1
x1,¥1,z1 = (—=7.0,—0.5,0.0) reference position of the ellipse/ellipsoid 1
nq -3.0° reference angle of the ellipse/ellipsoid 1 (clockwise)
I 10.0 length of the ellipse/ellipsoid 2
hy,wy, = 1.0 height (and width) of the ellipse/ellipsoid 2
x2,¥2,22 = (0.0,0.0,0.0) position of the ellipse/ellipsoid 2
%) 0.0° angle of the ellipse/ellipsoid 2 (clockwise)
Iz = 35 length of the ellipse/ellipsoid 3
h3, w3 = 05 height (and width) of the ellipse/ellipsoid 3
x3,¥3,23 = (7.5,—0.5,0.0) reference position of the ellipse/ellipsoid 3
a3 = 3.0° reference angle of the ellipse/ellipsoid 3 (clockwise)

TABLE 8 Allowed ranges for design variables for the three-ellipse element geometry
reconstruction problem.

Xs Ys as [°] Xf Y af [°]

min -10.00 -1.50 -10.00 7.25 -1.50 0.00
max -6.50 0.00 0.00 10.00 0.00 10.00
target -7.00 -0.50 -3.00 750 -0.50 3.00
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FIGURE 12 Three-ellipse element geometry.

5.0° is the angle of attack. At downstream exit there are free boundary conditions
and on the surfaces of the ellipse/ellipsoid elements, no-slip conditions apply.
The kinematic viscosity v = % orv = %, corresponding the Reynolds number

values Re = 100 and Re = 500.

The objective function is defined as the L? error norm of the computed and
reference surface pressure,

2
target
Pi — P;

Ji(xi) = /r

1

(27)

where x; is the local design vector of the ellipse/ellipsoid i = 1,...,3 and p and
p!?& are the computed and target surface pressure distributions. T; is the bound-
ary of an ellipse element. The global objective function is the sum of the subfunc-
tions,

3
J(x) =Y Ji(xi) (28)
i=1
where the vector x; = {x;,y;,«;} refers to the design parameter of the ellipse

elementi=1,...,3.
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FIGURE 13 Bi-NACAO0012 airfoil geometry with example domain decomposition.

TABLE9 Allowed ranges for design variables for the Bi-NACAQ0012 geometry recon-
struction problem.

min max target

upper x; -1.00 -0.50 -0.50
airfoil vy, 015 035 0.25
lower x;, -0.50 0.00 -0.50
airfoil y, -0.35 -0.15 -0.25
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4.2 Reconstruction of BINACA0012 geometry using discrete and
continuous optimization

This test case® consists of the recovery of the positions of two stacked NACA0012
airfoil geometries using (1) discrete and (2) continuous search space (Figure 13).
In this work, the continuous case was studied. The distance of the airfoil is
0.5 chord lengths measured at the leading edge.

The original test case was introduced in [23]. The challenge of the geometry
is that the proximity of the airfoils induces a shock between them and the solver
and mesh quality must be good enough to capture it. When a non-zero angle of
attack is introduced, an additional shock appears above the upper airfoil.

The target of the problem is to recover the original positions of the airfoils by
minimizing the pressure difference between the computed and target pressure.
The objective function is

2
Ju (xu/yu) = % / Pu — Pi{arge?t
" target 2 (29)
Je(xe,ye) = %/ pe—p, "
Iy
and
J=Tu+Ts (30)

et
are the re-

where I, ; are the solid boundaries of the airfoils and p, , and pﬂg
spective pressure distributions.

The continuous problem consists of four design parameters (coordinates of
the leading edges of the airfoils). The target positions and allowed ranges are
listed in Table 9.

The test case can be run using two flow conditions. In the first case, the angle
of attack & = 0.0°, free-flow Mach number M, = 0.55 and Reynolds number
Re = 5000. A shock should form between the airfoils. In the second case, the
angle of attack is increased to # = 6.0°, resulting in a more complex pressure
distribution. In the case of Euler flow, slip boundary conditions apply on the solid
boundaries and in the case of Navier-Stokes flow, no-slip boundary conditions
apply. In the far field, non-reflection boundary conditions apply.

4.2.1 Shape reconstruction problem

In Paper III, the test case was expanded into a shape reconstruction problem
where (1) the positions were kept constant, the airfoils were deformed and (2)
the airfoils were allowed to both move and deform. The shapes of the airfoils
were parameterized using Bézier curves (Figure 14). The thicknesses of the air-
foils were modified using n — 2 control points for each airfoil, where n is the

3 Full definition of the test case TA10 is available at the address <http:/ /jucrijyu.fi/?q=

testcase/49>.
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FIGURE 14 An example 6th order Bézier curve parameterization (four control parame-
ters for symmetrical airfoil).

TABLE 10 Allowed ranges for design variables for the multi-disk element geometry
reconstruction problem. The positions are described using polar coordinates.
Index k = {1, ...,n.}, where n, is the number of disks. The radii are sy = 0.5
for the central element, s; = 0.125 for the surrounding elements, and s, = 20
for the far field boundary.

187 9k
target 2.0 —k% -
min  0.6375 6" — 7
max 2.5 Glimgd + 0

order of the Bernstein polynomial. The control points were allowed to move in
y-direction.

4.3 Multi-disk element geometry

This purely academic problem was developed in order to test the efficiency of the
global Nash method described in detail in Chapter 5. The problem consists of a
disk element (with the radius sp = 0.5) located at the origin. It is surrounded by
ne = 2,...,6 smaller disk elements (sy = 0.125, Figure 15). Except for the central
element, the elements are allowed to move freely within their confined spaces.
The range of movement depends on the number of elements. The allowed ranges
and target positions are listed in Table 10.

The target is to minimize the difference between the prescribed and the cal-
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k+1
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FIGURE 15 Multi-disk element geometry parameterization. Element k can move freely
within the region defined by Ary and Af;.

culated surface pressure distributions:

T80 = —— - (py— p"5")’ (31)
k (ks O npror i~ Pj

where npy is the number of surface pressure points of the element k and np;y; is
the total number of pressure points. The global objective function is the sum of
subfunctions,

NP
J(r,0) =Y Ji (ri, 6k) (32)
=

The arrangement of the disks allows the study of different domain and ge-
ometry decompositions. The problem can be made more challenging by intro-
ducing element deformation.



5 NASH GAMES COALITIONS

In this chapter, which forms the core of the thesis, the Nash approach is applied to
distributed shape optimization. The methods are described and performance in-
creases due to splitting the shape reconstruction problem using the virtual Nash
approach illustrated using academic test problems. Nash games employing do-
main and geometry decomposition are combined into a single global game as a
“distributed one-shot” method, which is validated using the Bi-NACA0012 ge-
ometry.

5.1 Domain decomposition using virtual Nash approach

Domain decomposition can be seen as an inverse problem in which the objective
function is the discrepancy between the subdomain state solutions in the subdo-
mains of the overlapping area,

JF (8".8%) = | e1(6™) — p2(8®))| (33)

where ||-|| is the appropriate norm and ¢ and ¢, are the solutions of ()1 and (),
in the overlapping domain (), respectively (Figure 16). The vectors g(!) and g(?
refer to Dirichlet boundary condition values on the interface boundaries. The vec-
tors are modified by the flow optimizer. The objective function [F tends to zero
once the state solution in the global domain has been successfully reconstructed.

This problem can be solved using the virtual Nash approach where the
problem consists of two functions [95],

minJF (87,8%) = [o1(s?) - 92(8?)|
. 5(1) o2)) — 5(1) ) 59
r{gl(gl]Fz(g '8 ) = Hq)l(g ) — #2(g )H

(12)

The most straightforward way to select g, is to use the values of ¢ on
the boundary nodes (if P1 finite elements are used). However, this leads to a
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FIGURE 16 Domain decomposition using Nash games. The overlap is minimized by
(12)
i

modifying the boundary point values g

high-dimensional problem which is slow to solve. In [95] an internal flow with
a parabolic profile in a nozzle is studied. The simple problem allowed parame-
terization using only one control variable. In complex external flow cases with
non-trivial geometries this kind of simplification is not possible. A more sophis-
ticated approach would be to apply an optimizer to improve the convergence of
a standard domain decomposition method.

5.2 Nash games and geometry decomposition

The virtual Nash approach is well-suited for distributed shape optimization. The
decision vector can be split between the players, making it a “geometry decom-
position” method. By dividing the geometry into a set of subgeometries, the
dimensionality of the problem can be reduced, leading to improved algorithmic
convergence. In addition, the virtual games can be used for parallelization.

The efficiency of the method is strongly coupled to the geometry of the prob-
lem. A poor choice can easily lead the algorithm into a deceptive minimum and,
therefore, prevent it from converging.

5.2.1 Geometry decomposition example

To illustrate the effect of a selected geometry decomposition, a simplification of
the Bi-NACAQ0012 geometry is tested. Instead of NACAOQ012 airfoils, the shapes
of two elliptical elements are recovered in a potential flow with an angle of attack
of & = 6.0°. The following geometry decompositions were tested (Figure 17):

1. Standard approach: no geometry decomposition.
2. The ellipses are optimized separately, one player for each element.
3. Player 1 optimizes the extrado and Player 2 the intrado surface.
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TABLE 11 Results for the different geometry decompositions; n;; is the number of ob-
jective function evaluations and ¢ is the wall-clock time in seconds.

case N t
1 3553 449.02s
2 4326 317.29s
3 2551 151.02s
4 3447 228.84s
5 1511 88.75s
6 1768 108.47s
7 2185 140.26s

4. The control points alternate between the players. Player 1 operates the odd
and Player 2 the even control points.

5. Four players. Each player optimizes one side of an ellipse.

6. Four players. Player 1 optimizes the leading side of the upper ellipse and
Player 2 the trailing side and so on.

7. Four players, alternating control points.

All cases are tested using the jDE algorithm with populations of 5 x n4;,, individ-
uals where 1, is the number of design variables per player (14, = {16,8,4}).
The algorithms are terminated when the threshold objective function value of
fmin = 1073 is reached. In order to ensure fair comparison, all algorithms use
equal number of slave processors (a total of 24). The results are listed in Table 11
and the convergence curves in Figure 18. The example results are illustrated in
Figure 19.

It can be seen from the results that in most of the cases geometry decompo-
sition improves convergence. Although the standard approach spent most wall-
clock time, case (2) required the largest number of objective function evaluations,
suggesting that the simplest geometry decomposition does not produce an algo-
rithmic speed-up in this case. However, other decompositions are clearly better,
case (5) being the most efficient.

5.3 Global Nash Game Coalition Algorithm

Geometry and domain decomposition using the Nash approach can be combined.
The idea of hierarchical Nash games [95] is the following. As described in the pre-
vious section, a flow can be reconstructed using a Nash game. Similarly, using
geometry decomposition a shape can be reconstructed as a Nash game. Each
time the geometry players produce a new candidate geometry, the flow players
repair the flow. In the game theoretical sense, geometry reconstruction can be
considered as the leader in the Stackelberg game, and flow reconstruction as the
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FIGURE 17 Different geometry decompositions. Single player: (1) No geometry decom-

position. Two players: (2) Separate surfaces. (3) Extrado/intrado surfaces.
(4) Alternating control points. Four players: (5) Top/bottom surfaces. (6)
Leading/trailing surfaces. (7) Alternating control points.
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cases.



Nash geometry test case: Geometry
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FIGURE 19 Example final results for geometry decomposition.



global Nash game
(shape + flow reconstruction)

FIGURE 20 Hierarchical and global Nash game structures. In the case of hierarchical
game, the flow reconstruction is done completely by flow players FP; for
each shape candidate generated by the shape players SP;. In the global
case, all players act simultaneously.

follower that reacts to the changes of the leader. The hierarchical Nash game
structure is illustrated in Figure 20.

The hierarchical Nash game can be seen as an enhancement to the tradi-
tional approach, where optimization is done by distributing the evaluation of the
objective function by means of domain decomposition. In both cases, the flow has
to be completely reconstructed for each new geometry candidate. This sequential
process imposes a serious bottleneck.

In order to avoid reconstructing the flow field completely for each new ge-
ometry candidate, a new method is introduced in this study. In the proposed
method, the flow and geometry players operate simultaneously in a single global
Nash game [75, 76]. Unlike in the hierarchical approach, the flow does not need
to be completely reconstructed when the geometry is being optimized. In this
sense, the method resembles one-shot methods.

The proposed method, the global Nash game coalition algorithm (GNGCA),
which forms the core of this thesis, operates in the following manner. The do-
main is divided into two or more subdomains. The geometry to be optimized
is distributed to the Nash shape players. Simultaneously, the flow players start
to minimize the discrepancy on the overlapping areas. After each epoch, the
shape players distribute their elite geometry information and flow players their
updated boundary values. In this work, each subdomain has one or more Nash
players. Cases where the subgeometries span two or more subdomains were not
studied. In such situations, local flow could be solved with the help of standard
domain decomposition methods or a Nash game leading to a locally hierarchical
approach. The process is illustrated in Figure 20.

Although standard one-shot methods converge very quickly, GNGCA has
several advantages. First, the proposed method is inherently parallel. The flow
and shape players can be implemented on different CPU cores, computers, or
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computing clusters. Second, the method inherits advantages from domain de-
composition methods. Instead of computing the whole domain, computation
can be limited to a local subdomain for geometry players. Finally, the approach
is very flexible when it comes to selecting the algorithms. For simple linear ellip-
tic state equations, standard domain decomposition methods can be applied; for
nonlinear cases, local or global search methods can be used. If the objective func-
tion is relatively simple and smooth, local search methods can be applied; global
methods can be used in more difficult cases where standard one-shot methods
cannot produce good results.

Interaction between shape and flow players is limited because flow infor-
mation is only updated after each epoch. This is important in the cases where
minimization of information transfer is critical. Examples of such situations in-
clude distributed computing over large distances (high latency) and GPU com-
puting where the data transfer between the system memory and the graphics card
should be minimized.

The method was validated with the help of inverse shape and position re-
construction problems. However, the method should be applicable to direct op-
timization problems in cases where the global Nash equilibrium is located at the
optimum.

5.3.1 Implementation

The structure of the global Nash algorithm is highly distributed and allows a
wide variety of implementations. In this study, both distributed and centralized
approaches were used. The former allows a more flexible architecture, but in
order to make sure that each player has up-to-date information, some sort of
controlling process is preferable, especially when the system grows large. The
“master” process holds the information on the current best design vector, as well
as the boundary information. The information is passed through the master node.
Examples of centralized and distributed architectures are illustrated in Figure 21.
In a theoretical utopian situation where the flow is always fully reconstructed,
GNGCA should perform identically to the jDE algorithm except for the faster
solution rate provided by DDM. In practice, the flow always remains more or
less incomplete, misleading the shape players. Deterministic approaches, such as
gradient-based algorithms, may not be able to converge. In the case of evolution-
ary algorithms, it is important that the shape players do not converge too early
since the algorithm could get stuck in some suboptimal region. Therefore, maxi-
mizing the efficiency of flow players is important for a successful convergence of
the method.

5.3.2 Shape reconstruction example
In order to illustrate the efficiency of the global Nash approach, a two-element

airfoil geometry reconstruction problem is considered (Bi-NACA0012, described
in Section 4.2). In order to increase the solver solution time difference between
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FIGURE 21 Example GNGCA architectures consisting of two flow and two shape play-
ers. Top: Centralized architecture where the information is passed through
a master node which retains up-to-date flow (g(i)) and geometry (s()) data.
Bottom: Distributed architecture where the information is passed between
the players. The 0,..., N slave processes, which perform the actual flow
computations, communicate only with the player nodes, which in turn con-
trol the optimization and domain decomposition algorithms.
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the global and the decomposed domain, compressible potential flow is used:

v'pv¢lt,f =0 in Qu,@

Qur = Vo On I'g

d

Tub = 0 on Ty (35)
Qu = @¢ on Iy,

¢ = @u on Iy,

where u and / refer to the upper and lower subdomain, respectively. The pressure
p is computed using the formula

_ p
p= {1+721M§o (1—|v|2)} (36)
1

The constant ¢ = 1.4 is the ratio of specific heats for air and f = =5 = 2.5.
The free-flow Mach number is M. = .3, guaranteeing the flow being subsonic
in the whole domain. Because of the sharp edges present, the angle of attack is
kept at « = 0.0° in order to minimize the effect of singularities at the trailing
edges. The shape deformation is limited to 8 design variables. In order to see the
effect of parallelization, 2k, k = {1,...5} slave processes are used. For the shape
reconstruction, the jDE algorithm is used with the threshold objective function
value of f,i,, = 1077.

Algorithmic convergence rates are listed in Table 12 and convergence of the
algorithms in Figure 23. Decomposed mesh is illustrated in Figure 22 and exam-
ple results in Figure 24. It can be seen that with a small number of processors
GNGCA is clearly the fastest algorithm by a large margin, even though only two
subdomains were used. The performance of GNGCA is better than described in
Paper II. This can be explained by the fact that the overlap is located far away
from the elements, unlike in the multi-disk element geometry problem where the
overlap touches element surface (Neumann boundary). Of the tested algorithms,
the geometry decomposition approach (Nash-jDE) scales best when the number
of processors are increased (Figure 23). The effect of incomplete flow reconstruc-
tion becomes apparent on GNGCA when a large number of slaves are used.
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FIGURE 22 Decomposed mesh.

TABLE 12 Algorithmic performance in the Bi-NACAQ012 geometry reconstruction
case. The parameter n refers to the number of slaves, t is the wall-clock time
in seconds, and 7;; is the combined number of objective function evaluations.
The first speed-up column refers to the speed-up gained from adding slaves,
the second column to the performance difference compared to GNGCA with
the same number of slaves.

Mg t Mt speed-up
DE 2 1.1786E+03s 4974 1.0000 7.8594
4 6.3631E+02s 4394 1.8522 9.4935
8 2.3521E+02s 3053 5.0108 4.5220
16 1.7497E+02s 3819 6.7360 5.0377
32 1.8397E+02s 4368 6.4065 5.3054
Nash-DE 2 4.3434E+02s 1279 1.0000 2.8964
4 25813E+02s 1521 1.6826 3.8512
8 1.7307E+02s 2034 2.5096 3.3273
16 7.1452E+01s 1683 6.0788 2.0572
32 4.1446E+01s 1924 10.4797 1.1952
GNGCA 2 1.4996E+02s 1150 1.0000 -
4 6.7026E+01s 1026  2.2373 -
8 5.2015E+01s 1567  2.8830 -
16 3.4732E+01s 2039 4.3176 -
32 3.4676E+01s 3078 4.3246 -
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FIGURE 23 Convergence curves for the Bi-NACA0012 geometry reconstruction case.
Top: Convergence as wall-clock time in seconds. Middle: Convergence as the
number of objective function evaluations. Bottom: Scaling of the algorithms
as the function of the number of slaves. The two-slave result for each of the
algorithms was used as the baseline for extrapolation.
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6 INCREASE OF PERFORMANCE WITH GPUS FOR
SOLVING OPTIMIZATION PROBLEMS

In order to satisfy the growing demands of the nascent 3D gaming industry,
hardware-based 3D graphics acceleration was introduced in the mid-1990s. Later
generations of graphics hardware have become more sophisticated and com-
pared to CPUs, far more efficient in certain tasks. The dramatic increase in the
efficiency of GPUs is illustrated in Figure 25.

Drawing a single pixel on the computer screen does not need much infor-
mation about the surrounding pixels. Therefore the process can be easily done
in parallel. Following Flynn’s taxonomy, GPUs are massively parallel SIMD ma-
chines, not unlike the vector processors which were popular in supercomputers
from the 1970s to the 1990s [7, 120]. The vast increase in GPU processing power
has been made possible by increasing the number of computing cores, which has
no physical limitations similar to those arising from transistor miniaturization.

In order to be able to accelerate complex graphical features in computer
games, GPU processors were made programmable, opening their processing ca-
pabilities to applications they were not originally designed for. Early GPU ap-
plications were done using OpenGL and required in-depth understanding of the
system. Modern development platforms such as CUDA by NVIDIA [91] and
platform-independent OpenCL [1] have considerably simplified GPU software
development making it a cost-effective alternative for high-performance comput-
ing.

The advantages of general purpose GPU computing were realized by the
high-performance computing community, and early on it was adopted for scien-
tific computing. Applications of GPU computing include MRI reconstruction [114],
data mining [36], molecular modeling [113], and quantum physics simulation [2]
to mention a few. A review of early applications can be found in [37]. Flow sim-
ulation is computationally intensive and can be easily implemented on a parallel
environment, making it a good application for GPUs [50]. Flow computations
based on the finite difference method can be done node-wise on GPU cores [28].
Computations based on the finite element and the finite volume methods have
also been implemented [41, 102]. The Lattice-Boltzmann method is especially
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FIGURE 25 Increase of the efficiency of NVIDIA GPUs compared to Intel CPUs [93].

suitable for GPUs [10].

Scientific GPU computing has found its way to supercomputers, and some
of the fastest machines in the world now include clusters of GPUs [118]. The
results are often impressive: speed-ups in the range of 100x or more have been
reported in the literature [89]. However, critics have pointed out that the compar-
isons have not always been fair to the traditional CPUs [74].

Despite the advantages, GPUs have serious limitations that must be con-
sidered. First of all, since GPUs are massive parallel systems, the problem that
GPUs are applied to must be such that it can be split into a large number of sim-
ple computations. Standard issues arising from parallel computing, such as race
conditions, must also be avoided. The memory structure poses its own limita-
tions, which have to be taken into account when the software is being developed.
In order to achieve an optimal speed-up, the computing cores should be kept as
occupied as possible during computations. Compared to the traditional CPU pro-
gramming, implementation of GPU code has much higher impact on efficiency.

6.1 GPU architecture

In order to understand GPU computing, some knowledge of the underlying hard-
ware and memory structure is required. In this work, the CUDA development
platform was used and therefore the terms used here are those introduced by the
NVIDIA Corporation [91].

The CPU is called host whereas device refers to the graphics card. Functions
that are run on GPU are called kernels. Each computing core on the device can run
a single instance of kernel, called thread. The threads which are run on physically
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connected cores form a block. The threads in a block are run simultaneously. The
collection of blocks is called kernel grid, the size of which is determined by the
program during the launch of a kernel. Figure 26 depicts the thread hierarchy in
NVIDIA graphics cards.

The main memory on the device is called global memory. Any thread can
access it and it is the location where the data to be processed is sent from the
host. Random access to the global memory is time-consuming because fetching
the data may require several clock cycles since memory accessing is done syn-
chronously. If the data is organized along the threads, the number of cycles can
be minimized. This property, called coalescence, had a major impact on the effi-
ciency of older GPUs. Fortunately, this has been corrected in modern GPUs.

Each of the blocks has a common shared memory, which only the threads
within a block can access. It is much faster than the global memory, and in order
to maximize the efficiency of the code it is recommended that it should be used as
much as possible. Unfortunately, the size of the shared memory is very limited,
up to 48 kilobytes in modern GPUs [92].

Other memory types include read-only constant memory where global con-
stants are stored. Thread-specific scalar variables are primarily stored into the
fast but limited register memory. If the register memory becomes full, or local ar-
rays are used, the excess data is stored into a local memory which despite its name
is actually a part of the global memory that has been reserved to a single thread.
Excessive use of local memory has a negative impact on the efficiency of the code.
Finally, texture memory is a form of cached global memory and is less used in gen-
eral purpose GPU computing. The GPU memory structure in NVIDIA cards is
illustrated in Figure 27.

Memory bandwidth between the host and the device is shown in Figure 28.
The most striking aspect is how limited the bandwidth between the host and
device memory is. Minimizing data transfer between the two types of memory is
one of the most important considerations in producing efficient GPU code.

Another limitation of GPUs conserns the double-precision floating point
arithmetic. Single-precision floating point arithmetic is much faster and accu-
rate enough for most graphics processing. However, it is often not enough when
scientific computing is concerned. Older graphics cards did not have the capacity
to process double-precision floating point numbers which necessitated the use of
much slower software-based emulation [44]. Modern GPUs based on brands such
as NVIDIA Tesla and Fermi have cores capable of doing double-precision arith-
metic although less efficiently [32]. For example, the NVIDIA GeForce GTX 480
graphics card operates at %th of the single-precision capability when double pre-
cision is used [4]. Best speed-ups on GPUs can be achieved using mixed pre-
cision, where the fast single-precision computations are corrected using double
precision [42].
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6.2 Efficiency of GPUs

From the point of view of solving partial differential equations, the two main as-
pects that affect the speed-up of GPU computing are the size and the structure
of the mesh. Sparse matrices, especially those produced using finite elements on
unstructured meshes, are problematic for GPU computing because with them ef-
ficient utilization of threads and memory becomes complicated. Therefore many
GPU applications operate on grids or dense matrices.

In order to illustrate the speed-up of GPU computing on unstructured meshes
of varying size, a simple potential flow problem is solved using the CUSP precon-
ditioned conjugate gradient solver [8]. Consider the three-ellipse element geom-
etry domain (), where the Laplace equation is used as the state equation,

—-Ap = 0 in Q

¢ = x on Iy (37)
9
% = 0 on 1“1,2,3

A mesh with four different levels of refinement is tested using a single
GeForce GTX 580 graphics card. The original mesh (7},) is divided 2, 3, and 4
times (’7'%, Ty, and 7-%) The meshes are illustrated in Figure 29. The results

4

for computations are listed in Table 13 and the speed-ups compared to a CPU-
optimized conjugate gradient method are shown in Figure 30. For a fair com-
parison, the times, including overhead caused by data transfer between the com-
puters and between the CPU and GPU, are also included. It can be seen that
with the use of a small mesh the speed-up is nonexistent, but it becomes dra-
matic (nearly 25) when the mesh becomes large, illustrating the behavior typical
in GPU computing. When the overhead is taken into account, the benefit of the
GPU approach is much less evident. This is in part due to the fact that the test
problem is very simple. For example, if the matrix has to be solved repeatedly (as
in the case of nonlinear partial differential equations), the difference in efficiency
between GPUs and CPUs could become more apparent. Also, a proper GPU clus-
ter environment can reduce the transfer time. Furthermore, the overhead can be
hidden by performing the data transfer when the GPUs are computing the result
(cf., for example, [57]).

In this work, GPU computing is limited to solving the linearized system
of equations (Au = f). The matrix A and vector f are computed on the master
computer and transferred to separate computers accommodating the GPUs. Af-
ter finishing the computation, vector u containing the computed solution is sent
back to the master. A more sophisticated approach would be to minimize the
data transfer and overhead by doing as much as possible on-the-fly on the GPUs.
However, efficient implementation of this is beyond the scope of this study.
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TABLE 13 Comparison between CPU and GPU when the conjugate gradient method is
used.

nodes CPU [s] CPU [s] GPU [s] GPU [s] solver actual
+overhead +overhead performance
[xCPU]

Th 8967 0.278374 1.14831 0.330020 2.66052 0.84 0.43
7‘% 35464  2.36992 4.45027 0.782007 5.08469 3.03 0.88

Ty 141042  23.3545 30.4248  2.23112 153214 10.47 1.99
4
7'% 562534  259.542 286.906  10.4392 59.5071  24.86 4.82

6.3 Implementation of GPUs for global Nash games

In this section, the impact of GPU computing on the efficiency of GNGCA is
demonstrated. Because of the limited number of graphics cards available, the
study was limited to a multi-disk element geometry problem using two disks in
incompressible potential flow,

_A(Pl,Z =0 in 01,2
P12 Voo ON I
% = 0 on Ipp (38)
1 = ¢2 on Iy
g2 = @1 on Iy

where k is the index of subdomain, j the right-hand side and ¢ the left-hand side
neighbor. The free-flow velocity veo = (cosa, sina) and the angle of attack « =
0°.

In order to minimize the effect of overhead and the difference between im-
plementations, both the CPU and GPU use the same CUSP solver giving some-
what unrealistic results for the CPU. However, this is justified since this test only
considers the effect of GPUs on algorithmic convergence. The different configu-
rations tested are listed in Table 14. All computations were done on two remote
computers consisting of AMD Athlon II X4 645 quad-core processors clocked at
3.1 GHz. The first computer has a GeForce GTX 580 graphic card and the second
one a slightly less efficient GeForce GTX 480 card. Since only the initial conver-
gence was of interest, the algorithms were terminated when they reached the
threshold objective function value of f,;, = 10~%. The elements of the meshes
were divided once in order to increase the computational cost and to make the
performance difference between GPU and CPU more apparent.

The results for the different configurations are listed in Table 15. The con-
vergence curves are shown in Figure 31. Based on the results, it is evident that
the convergence of the algorithm is defined by the efficiency of the flow play-
ers, confirming the results obtained in Paper II. This is dramatically illustrated in
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TABLE 14 Tested CPU/GPU configurations. The number of processors used by each of
the algorithms.

case TMngp nsp
1 2 2
2 2 4
3 2 6
4 2 2 (GPU)
5 2(GPU) 2
6 2(GPU) 4
7  2(GPU) 6

TABLE 15 Comparison of hybrid CPU/GPU implementations for the global Nash ap-
proach where t is the wall-clock time and n;; is the combined number of
objective function evaluations by both players.

case t Nt
1 5.0088E+03s 642
2 4.1798E+03s 1063
3 3.7532E+03s 1419
4 4.7862E+03s 1462
5 4.4846E+03s 541
6 1.5670E+03s 391
7 1.2577E+03s 461

case (4) where the shape players are operated on GPUs. Even though the actual
GPU performance is ~ 2.5x that of the CPU, the algorithm was not better than
the CPU-only case. This can be explained by the fact that the shape players can-
not converge if the flow players do not feed them with fast enough updated flow
information.

On the other hand, when the flow players use GPUs, the performance is
rapidly increased. Although no apparent improvement in the wall-clock time
was made in the case of two slaves, the wall-clock time was more than halved
when the number of slaves was doubled. Because the speed-up provided by
GPUs was limited, further increase of slave processes did not bring more speed-
ups.
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TABLE 16 The average solution time and the average time needed to perform a single
objective function evaluation.

CPU GPU  speed-up

solver 13.7782s 1.3542s 10.1744 x
total 17.7068s 7.2038s  2.4580 x

GNGCA on a hybrid CPU/GPU platform
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7 CONCLUSIONS AND FUTURE WORK

In this research, multi-objective optimization algorithms coupled with Nash strate-
gies have been studied, leading to the innovative concept of distributed optimiza-
tion.

A competitive game approach well-suited to parallelization was implemented
to provide significant algorithmic speed-ups. A novel “distributed one-shot”
method that couples Nash games with domain and geometry decomposition was
introduced. The approach was tested on various test cases with different number
of processors. It was also tested on a hybrid CPU/GPU environment.

The numerical results on various optimization test cases complete previous
studies in showing that by decomposing a design geometry into a distributed sys-
tem with virtual game strategies the required amount of function evaluations can
be efficiently reduced. The introduced method, the global Nash game coalition
algorithm (GNGCA), was found to be superior compared to other methods in
many cases due to reduction of geometrical complexity and local computational
domain size. The method is inherently parallel, which makes its implementation
on large computing clusters straightforward.

The results obtained also indicate the importance of geometry and domain
decomposition. Poor choice of geometry splitting can result in degraded perfor-
mance or failure of convergence. Also, the performance of GNGCA depends on
the efficiency of flow players. In the cases where shape players operated faster
than flow players could repair the flow, the algorithm did not bring massive in-
creases in efficiency. However, the results obtained suggest that in cases where
there are a large number of subdomains, the speed-ups could become impres-
sive. Alternatively, if the flow reconstruction can be done much faster on graphic
processing units, the overall algorithm efficiency can be greatly increased.

The utilization of GPUs on PDE-based analyzers had two main issues to
be considered in regard to the speed-up of evaluation. When sufficiently large
mesh sizes are used, the improvements in efficiency are impressive. On the other
hand, the effort of implementing efficient GPU code for efficiency improvements
remains very time consuming and problem-specific.

The performance of the new “distributed optimization” approach was vali-
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dated only on simple flow problems with a small number of subdomains. Further
studies using large-scale problems and advanced domain and geometry decom-
position methods are needed.

The next step is to extend these new efficient distributed shape design op-
timization methods to industrial design collaborative platforms on which a large
spectrum of optimization software abounds. This advanced technology trans-
fer goal requires distributed optimization of simple 3D configurations with more
complex nonlinear PDEs. These more challenging problems can be computed
using intelligent domain and geometry decomposition techniques coupled with
game strategies. One step further in complexity is to take into account more real-
istic physics modeling via robust design with uncertainties.

Resulting from the outcomes of the TEKES Design project, the scientific
computing laboratory of the University of Jyvaskylad is now well-equipped with
its collaborative platform and the Finnish Design Test Case Database. A set of
generic geometries for complex physics optimization problems can now be de-
fined in order to evaluate performances of distributed optimization algorithms
in situations much closer to the industry. The results can be published and com-
pared in International Open Database Workshop events.

The results obtained combining distributed evolutionary optimization and
GPU techniques illustrate that the new method is potentially highly paralleliz-
able. This research is the first step on an innovative roadmap to design optimiza-
tion with complex mathematical modeling and geometries. It is expected from
the results of this study that efficiency obtained on simple optimization model
test cases will be significantly increased on large size optimization problems in
industrial design environments.



YHTEENVETO (FINNISH SUMMARY)

Muodon optimointi on tarked alue teollisessa suunnittelussa, koska varsin usein
kehitettdavan tuotteen tehokkuus ja toiminta riippuu sen muodosta. Perinteisesti
optimointi on toteutettu rakentamalla fyysisid malleja, mikd on hidasta ja kallis-
ta. Tietokoneiden tehostuminen on mahdollistanut uusien laskennallisten mene-
telmien kehittdmisen, jolloin tuotteen muoto voidaan optimoida tehokkaammin.
Valitettavasti realististen mallien optimoiminen on hyvin haastavaa suuren las-
kentamaaran vuoksi, joten kehittyneempien menetelmien kehittdmiselle on tar-
vetta.

Viitoskirjassa “Hajautetut evoluutioalgoritmeja ja peliteoriaa hyodyntavat
monitavoiteoptimointimenetelméit muodon optimoinnille” tutkitaan menetelmia,
joilla muodon optimointia pystytddn tehostamaan. Ensimmainen tutkituista me-
netelmistd perustuu peliteoriaan. Muuttamalla yksitavoitteinen ongelma moni-
tavoitteiseksi ja ratkaisemalla se non-kooperatiivisena Nash-pelind, voidaan var-
sinkin evoluutioon perustuvien optimointialgoritmien tehokkuutta parantaa. Tas-
td on hyotyd muodon optimoinnissa, silld usein esiintyy tilanteita, joissa moni-
mutkainen geometria voidaan jakaa osiin. Menetelméaéa on tutkittu ensimmaises-
sa vaitoskirjaan sisdllytetyssa artikkelissa.

Aluehajoitusmenetelmid (DDM) on kdytetty menestyksekkadsti raskaassa
laskennassa. Laskettava alue rajataan osiin, jolloin laskenta kyetddn jakamaan
usean eri tietokoneen tai prosessorin kesken. Toinen véitoskirjassa esitettdva me-
netelméd perustuu osin tdhdn. Yhdistamalld geometria- ja aluehajoitusmenetel-
mit ja ratkaisemalla ne yhtend globaalina Nash-pelind, voidaan laskentaa tehos-
taa huomattavasti (GNGCA-algoritmi). Menetelm& on julkaistu toisessa véitos-
kirjaan sisdllytetyssa artikkelissa, ja sitd vertaillaan muihin rinnakkaistettuihin
evoluutioalgoritmeihin neljannessa artikkelissa.

Tietokonegrafiikan laskennassa kaytettavien grafiikkaprosessorien (GPU) ke-
hitys on ollut hyvin nopeaa viime vuosina. Vaikka ne onkin suunniteltu ldhin-
né pelikdyttoon, on niiden mahdollistama huomattava laskentapotentiaali otettu
kayttoon myos tieteellisessd laskennassa. Vaitoskirjan kolmannessa artikkelissa
tutkitaan, kuinka Nash-algoritmien toimintaa voidaan tehostaa grafiikkaproses-
soreiden avulla. Johdanto-osiossa esitelldan lisdksi tuloksia GNGCA-algoritmin
tehostamisesta GPU-laskennan avulla.

Viidennessd ja viimeisessd artikkelissa tutkitaan hierarkkisten evoluutioal-
goritmien kdyttod verkollisten ja verkottomien menetelmien avulla.

Viitoskirjassa kaytetyt testitapaukset ovat yksinkertaisia muodon ja geo-
metrian rekonstruktiotehtdvid 1dhinnd potentiaalivirtauksen tapauksessa. Tule-
vaisuudessa vaitoskirjassa esiteltyja menetelmid voidaan soveltaa haastavampiin
ongelmiin, joissa tutkitaan monimutkaisia geometrioita seké realistisempia epéli-
neaarisia virtausmalleja. Lisdksi GPU-laskenta voidaan integroida entista tiiviim-
min optimointiprosessiin. Padmadarand on kehittdd menetelmd, josta on kaytan-
non hyotya teollisessa optimoinnissa.
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