
Pro Gradu

Conductivity measurements of
DNA TX tile and origami

structures

Seppo-Tapio Paasonen

19th July 2011

UNIVERSITY OF JYVÄSKYLÄ
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Hämeenlinna 19th July 2011

Seppo-Tapio Paasonen

i





Abstract

This thesis is about DC and AC conductivity measurements performed on single

self-assembled DNA constructs: a rectangular two-dimensional DNA slab fabricated

via origami method and a wire-like construct via tile method. The sizes of these

structures are roughly 70x100 nm2 and 10×60 nm2, respectively. In the field of

molecular electronics the conductivity of DNA is a crucial question, and it is of

great concern since DNA is a very promising molecule in a context of bottom-up

based nanodevices due to its superior self-assembly properties. The structures are

immobilized in nanoscale by using dielectrophoretic trapping to force the structures

between two fingertip type nanoelectrodes where they attach to gold via thiol-Au

bonding. Simple DC measurements in dry conditions revealed that the structures

are good dielectrics, but AC measurements carried out in high humidity conditions

revealed that adsorbed water molecules surrounding the DNA have a significant

influence to the observed conductance.
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Introduction

Strength of humankind has always come from the ability to identify, use, and modify

materials and substances in ways that benefit us. The technological progress has

been largely based on digital electronics, semiconductor technology, and the art

of miniaturization through improved top-down fabrication methods. Modern chips

have transistor densities so high that the transistor size might soon reach the atomic

scale which for now is the ultimate barrier. So, semiconductor industry is already

operating within nanoscale. Semiconductors are quite simple in composition, which

is the reason why their properties cannot be modified beyond certain extend. Thus

the point of nanotechnology, besides making use of the nanoscale phenomena, is to

find new, more complex materials with new properties, ways to make something

concrete out of those, and combine them with the existing technologies without

losses in the density. Of course, the aim is to further increase it.

Quite obviously life is the most complex thing on this planet, and consequently

organic molecules are typically much more complex than the inorganic. Luckily,

the synthesis of organic molecules has taken a leap into a new era, which has given

us the opportunity to create organic molecules and materials that could even re-

place the inorganic ones. In order to create something out of them, or of other com-

mon blocks of nanotechnology, one has to find ways to organize them in nanoscale.

The bottom-up approaches which are typically based on self-assembly properties

(SA) of molecules, have proven usable despite all difficulties. However, not all ba-

sic blocks or molecules of nanotechnology we would like to use have the properties

needed. DNA is a unique molecule with properties unraveled by the evolution itself.

In this thesis conductive properties of two nanoscale DNA structures fabricated

via two different approaches, origami and tile approaches, are studied. Getting in-

formation about possible conduction mechanisms is important because many mech-

anisms have been proposed, and because DNA structures could be used as nanoscale

breadboards or even as components of molecular electronics in future nanoscale sys-

tems.
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Introduction 2

Chapter 1 is mainly theoretical: First, the basic concepts of DNA are introduced,

which is essential to understanding the fundamentals of DNA constructs and con-

ductivity. Dielectrophoresis is presented next, as it is the tool used in this thesis to

immobilize the structures in nanoscale. Finally, the principles of impedance spec-

troscopy are considered to gain the basic knowledge required to analyze the AC spec-

tra. The experimental methods used are described in more detail in chapter 2 (and

appendices). All the main results obtained are presented and analysed in detail in

chapter 3.



Chapter 1

Background

1.1 Natural DNA

1.1.1 Structure, properties, conformations

DNA can be found on each living cell in form of chromosomes which have organized

into pairs inside a nucleus so that both of the chromosomes are almost identical.

DNA is divided into sequences in such a way that between the sequences it has

wrapped twice around a protein. If the proteins are removed, a long DNA thread is

obtained. The thread consists of two long polymers of deoxyribonucleotides (ssDNA)

bound to each other in a specific way so that they form a double helix (figure 1.1).

Each nucleotide contains a deoxyribose sugar, a phosphate, and one of four

aromatic nitrogenous bases attached to the sugar. The four bases are Thymine (T),

Cytosine (C), Adenine (A), and Guanine (G) (figure 1.2b). T and C are single-ring

structures called pyrimidines, whereas A and G are larger double-ring structures

called purines. The phosphate and sugar groups form the backbone of ssDNA to

which the bases are attached (figure 1.2a). The backbone is not quite symmetric

but it has directionality. The so-called 3’ and 5’ ends are determined by the carbon

atom of the sugar on which the phosphate is attached.

The bases bind to each other forming pairs through hydrogen bonding. James

Watson and Francis Crick proposed in 1953 [1] that the most stable base pairs

are A-T with two hydrogen bonds and G-C with three bonds (figure 1.2b), which

leads to the property called complementarity. Double-stranded DNA (dsDNA, fig-

ure 1.2c) is formed of two ssDNA sequences held together by the hydrogen bonds

between the complementary bases, van der Waals forces, and dipole-dipole interac-

tions. The helix is about 2 nm wide (figure 1.2c), and the hydrophobic bases are in
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Chapter 1. Background 3

Figure 1.1: DNA inside a nucleus.

the center of the helix. In addition, the single strands are antiparallel to each other

with respect to the coordination of the phosphodiester bonds, and the environment

has a huge impact on the stability of the double strand.

Double-stranded DNA can have many possible conformations depending on the se-

quence, chemical modifications of the bases, solution conditions, and possible su-

percoiling. In living organisms the so-called A-DNA, B-DNA, and Z-DNA forms

have been observed (figure 1.3). Yet many other more exotic conformations exist,
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Figure 1.2: a) The structure of ssDNA. b) Hydrogen bonding between bases. c) DNA

double helix.

e.g. H triplex and G tetraplex conformations which form through Hoogsten pair-

ing [2, 3]. The relaxed B-DNA is the most common conformation found in the cells

of living organisms as it is the most stable structure for a random-sequenced DNA

molecule under natural conditions. The Hoogsten pairing typically requires homo-

geneous sequences, and in some triplex cases low pH since one of the nitrogens in C

or A must be protonated [4]. The G tetraplexes are typically further stabilized by

monovalent cations [5].

In B-DNA the center of the base pairs (bp) lies along the helix axis. The helix

is right-handed and the separation of the bp is about 3.4 Å while they are slightly

tilted. There are about 10.5 bp per each turn of the helix, which yields an angle

of 36o between successive pairs. B-DNA requires more than 13 water molecules

per nucleotide to remain stable. The other right-handed conformation, A-DNA,

is a little bit wider and requires only 5-10 water molecules per nucleotide. It has

approximately 11 bp per turn. The Z-DNA is left-handed, has adopted a zigzag

configuration, and has about 12 bp per turn. [4]
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Figure 1.3: The most common conformations of DNA. The backbone is in green and

violet desbribes the bases.

1.1.2 Fabrication methods of DNA

Fragments of nucleic acids with defined chemical structure, oligonucleotides, can be

produced synthetically. Currently, the process is implemented as solid-phase syn-

thesis using a phosphoramidite method, i.e. the basic building blocks in this method

are nucleoside phosphoramidites. The building blocks are sequentially coupled to

the growing chain in the order required. The process has been fully automated since

the late 1970s and is commercially available. The occurence of side reactions sets

practical limits for the length of synthetic oligonucleotides. The synthesis also allows

adding functional groups to the oligonucleotides. [6, 7]

Restriction enzymes can be used to cut DNA at specific recognition nucleotide

sequences known as restriction sites which are typically palindromic. Each enzym

has its own recognition sequence and way to make the cut. The name comes from

the fact that inside a bacterial host the restriction enzymes selectively cut up foreign

DNA and thus provide a defence mechanism against viruses. Hundreds of enzymes

are commercially available and are widely used for DNA modification and manipu-

lation. [8]

Replication of DNA is done via polymerase chain reaction (PCR). The method

exponentially amplifies a chosen sequence from a template and is based on a DNA

polymerase, i.e. an enzyme that catalyzes the polymerization of the deoxyribonu-

cleotides into a DNA strand. Taq polymerase, isolated from a bacterium called Ther-

mus aquaticus, is one of the most commonly used since it can sustain the temper-

ature required to denaturate DNA. DNA primers, typically synthetically produced
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oligonucleotides, are used to produce a starting point for the synthesis. The chain

reaction constists of three steps, the first of which is a denaturation step. In the step

the buffer solution is heated up in order to denaturate the template. The denatu-

ration is followed by an annealing step in which the solution is cooled down to let

the primers attach to the 3’ ends of the single strands of the denaturated template.

In the third step the polymerase synthesizes a new DNA strand complementary to

the template strand by adding deoxynucleoside triphosphates, dNTPs. This happens

by condensing the 5’-phosphate group of the dNTPs with the 3’-hydroxyl group at

the end of the extending DNA strand (starting from the primer). The denaturation

step requires typically temperature of 94 oC and one minute. The anneling happens

typically at 55-65 oC (below the melting point of the primers) in one minute. Taq

has its own optimum activity temperature around 72 oC. The elongation step takes

usually 1-2 minutes, and about thousand bases are synthetized every minute. [9]

1.2 DNA conductivity

Already in the early 1960s it was proposed that DNA strands could serve as electrical

wires due to the π-orbital overlapping of the base pair stack. It is the long-standing

hope of many scientists that the unique properties of DNA could be further ex-

ploited in the design of electronic circuits. Charge transfer (CT) experiments in

natural DNA in solution have shown high transfer rates [10], whereas electrical

transport experiments carried out on DNA molecules have shown a variety of pos-

sible behaviors, i.e. insulating [11–24], wide-gap semiconducting [25–32], and ohmic

(or nearly ohmic with a small activation gap) [33–45].

Experiments on single poly(GC) oligomers [43] in aqueous solution as well as

on a single suspended DNA [25] with a more complex base sequence have shown

relatively high currents. Thus DNA may conduct given the right environmental

conditions. Up to date no highly conductive forms of DNA have been found, at

least not conductive enough to be used as a building block as such.

1.2.1 Charge Transfer

CT through a DNA bridge has been studied [46,47] chemically by generating a donor,

i.e. a radical cation (typically G+ because it has the lowest oxidation potential), and

using a site consisting of three consequtive GC pairs as an acceptor with an ioniza-

tion potential that is 0.7 eV lower than for a single GC pair. In the experiments
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holes were found to migrate from the donor to the acceptor through a DNA bridge

consisting only of AT pairs. [10] Other method to study CT is to use photoexcita-

tions. For example, in the pioneer studies by Barton et al. [48, 49] ruthenium(II)

and rhodium(III) were used as a donor and an acceptor, respectively. When two

complementary oligonucleotides, one containing the donor and other the acceptor

chemically bonded to the oligonucleotide, were hybridized so that the donor and

the acceptor were at the different ends of the duplex, the steady-state luminescence

of the ruthenium(II) was completely quenched. [7]

In this sort of experiments the simplest model is tunneling through a one-

dimensional energybarrier for which the rate of tunneling reads

kCT = k0e
−βR, (1.1)

where R is the distance between the acceptor and the donor and β is a constant

describing how fast tunneling rate falls off as a function of the distance. In more de-

tailed considerations sequential tunneling processes and thermally activated hopping

are also considered. Barton’s group pointed out that the rate of CT can vary from

insulator-like (∼ 1 Å−1) to wire-like (∼0.1 Å−1) depending on energetics (donor, ac-

ceptor, base stack), the distance R, and base sequence and integrity of the stack. [7]

Actually, it seems that the main factor causing contradicting results is the coupling

of the donor and the acceptor to the DNA molecule [50].

There is a consensus that the G rich sites are responsible for the hole transfer

due to their lower ionization energy, i.e. holes use sites rich in G as stepping stones

between AT sites. As a conclusion, in the case of long DNA molecules which usually

contain too large A-T bridges for a pure tunneling mechanism, efficiency of CT can

not be described by parameter β anymore. In addition, in typical DC measure-

ments the energies are too low for excited states, and consequently pure sequential

tunneling, to occur in longer DNA molecules. [7]

1.2.2 Electronic conduction

Theoretical aspects

The electronic energetics of a double-stranded DNA chain should take into account

contributions coming from the base stack, the backbone, and the environment.

The resulting energy network can be arranged starting from the high energy values

related to the on-site energies of the bases and sugar-phosphate groups (8-12 eV).

Next are the energy values related to the hydrogen bonding between Watson-Crick
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pairs (∼0.5 eV) and the coupling between the bases and the sugar moiety (∼1 eV).

The aromatic base stacking deals with energies from 0.01 eV to 0.4 eV. It should be

noted that the energy scale of the environmental effects (such as presence of counter

ions and water interacting with the bases and the backbone by means of hydration,

solvation, and CT processes) is about 1-5 eV. [10]

There are several theoretical approaches suitable for studying the transport in

1D DNA strands and they are usually based on the tight-binding model. Variation

in the sequence of the base pairs almost forces one to use methods well-known from

the theory of disordered systems. Effectiveness of the electronic transport is usually

characterized by localization length, which describes whether an electron can move

along the DNA or not. The vast majority of the studies agree that the transport

properties upon including some degree of energetic disorder tend towards insulating

side. [10]

In the aromatic rings of the bases (figure 1.2), the atomic orbitals perpendicular

to the plane of the ring form delocalized π bonding and π∗ antibonding orbitals.

If electronic coupling between π orbitals of adjacent base pairs is strong enough,

the energy level broadening reduces the energy gap between π and π∗ states (about

4 eV), which could lead to ohmic or semiconducting behavior. [51]

Anisotropy

Okahata et al. observed [29,30] anisotropic conductivity in aligned DNA cast films.

It took until late ’90s before the first measurements on single DNA molecules could

be realized, which was mainly due to the fact that nanofabrication methods were

less advanced at that time. Measuring on single molecules allows one to measure

the conductivity along DNA since the molecule can be precisely immobilized to

the desired position. [7]

Earlier measurements

Electrical measuments on DNA films, molecules, and bundles have shown very con-

tradicting results. This is the case since it is very hard to obtain reproducible and

reliable results from the experiments with nanoscale molecules. First of all, the con-

tacts between the electrodes and the DNA molecule(s) should be ohmic and low in

resistance to avoid extra nonlinearities and to make sure that the resistance mea-

sured is that of the molecule(s). Secondly, environment is a crucial factor, and it

should be orders of magnitude more insulating than the molecule. [52]
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In addition, things such as water, ions, topology, and possible charge of the sur-

face on which the molecule is lying might modify the electronic conductivity through

conformation distortions, mechanical stress, or net charge affecting the possible con-

duction channel. Base sequence of the molecule can also be important since a very

non-periodic sequence might cause the orbitals, i.e. the possible conduction channel,

to lose their overlap. Although, a very periodic sequence is not good either be-

cause it is bad for the hybridization. Last but not least, one cannot image or probe

a nanoscale system without disturbing it somehow. For example, imaging the struc-

tures by atomic force microscopy (AFM) might dope the DNA strands. [10,53]

1.3 DNA structures

DNA nanotechnology is based on the self-assembly (SA) properties of DNA. SA is

a process in which building blocks form an ordered structure. The process is driven

by the general principle of minimizing the internal energy and is usually based on

the weak interactions, e.g. van der Waals, capillary, π–π bonding, and hydrogen

bonding. The key point is that the building blocks can be anything, e.g. atoms,

molecules, small, or even mesoscopic structures. This section is about DNA struc-

tures which have been fabricated using methods based on SA. The methods currently

developed rely on mainly two approaches: tiles and the origami method. Both meth-

ods have been succesfully used to create 2D and 3D DNA structures, such as lattices,

nanotubes, cubes, octahedra, tetrahedra, and polyhedra. [53]

1.3.1 Sticky ends, Holliday junction, tiles

The so-called ”sticky ends” are short ssDNA overhangs at the end of dsDNA molecules.

If two dsDNA molecules have complementary sticky ends, the molecules can com-

bine by base-pairing, which leads to 1D constructs. In order to create more complex

structures Seeman et al. introduced branched DNA molecules which are formed

of three to eight ssDNA molecules linked together through a common crossover

point. [55] The branched junction (figure 1.4) formed of four double-helical arms,

i.e. eight ssDNA molecules, is analogous to the Holliday junction which appears in

nature during meiosis. During meiosis the branch point is able to migrate, which

is not a good thing considering creation of stiff structures. Seeman et al. found

a way around this by carefully designing the base sequence so that the branch point

remains immobile [56]. The branched DNA molecules with immobile branch points
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Figure 1.4: The branched DNA molecule with four double-helical arms analogous with

Holliday junction and the idea how sticky end hybridization leads to a 2D lattice. Sticky

ends A, B are complementary to A’, B’ respectively. The image is adapted from [54].

can be linked together through hybridization of sticky ends thus allowing building

of 2D constructs.

Individual branched junctions as such were too flexible to form rigid larger 2D

arrays. The first attempts to create more rigid structures involved DNA structures

containing two or three dsDNA helices lying in a plane linked by strand exchange at

two or four immobile crossover points. These structures are called double crossover

(DX) and triple crossover (TX) molecules. [57, 61, 63] There are several types of

DX and TX crossover molecules, differentiated by the relative orientations (parallel

or antiparallel) of their helix axes, the number of double helical half-turns (even

or odd) between crossovers, and the possible DNA hairpins added. Since then,

many different kinds of crossover molecules, or ”tiles”, have been introduced thus

producing a large variety of diverse 2D arrays. Figure 1.5 shows two types of DX

tiles, DAE and DAO, and ways to produce two different lattices using them, and

figure 1.6 shows various experimentally tested tiles.

The tile approach has some serious limitations: First of all, DNA sequences

for tiles should be carefully designed to avoid secondary structures and unwanted

interactions, and because the size and shape of the produced lattices are very hard

to control. Secondly, the synthesis involves interactions between a large number of

short oligonucleotides, and thus the yield of complete structures is highly sensitive

to stoichiometry (the relative ratios of strands). The synthesis of relatively complex

structures requires multiple reaction steps and purifications and, in the end, the yield
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Figure 1.5: a) The logical arrangements of two different DX lattices, DAO-E (left)

and DAE-O (right), consisting of four different DX tiles. Each tile contains sticky ends

which have to match with the ends of the adjacent tiles. b) Models of single DAO (DX,

antiparallel, odd spacing) and DAE (DX, antiparallel, even spacing) tiles. Each strand is

shown in a unique color and crossover points are circled. c) The produced lattice topologies,

where each DX unit is highlighted by a rectangle. A unique color is chosen for each different

type of strand which would be formed after covalent ligation of the assembled tiles. DAO-

E design produces four distinct strand types, each continuing infinitely in the vertical

direction, whereas DAE-O design contains two small circular strands and four infinite

strands, two of which extend horizontally and two of which extend vertically. d) The actual

oligonucleotide sequences used. The tile B̂ is a version of B containing additional DNA

hairpin sequences, which serve as topographical labels for AFM imaging, showing increased

height. The image is adapted from [57].
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Figure 1.6: Schematic structures of experimentally tested tile structures and AFM images

taken of the ready lattices. The images are adapted from [57–62].

might still be low. [53]

1.3.2 The origami method

Paul Rothemund came up with an alternative approach to creating 2D DNA struc-

tures [64]. Instead of tiles it is based on folding a linear DNA scaffold, i.e. a 7.3 kb

single-stranded viral genome, into a desired shape. The folding is done via short

nucleotides, so-called staple strands. Designing a structure is relatively easy com-

pared to the tile approach and the structures can be almost arbitrary. A schematic

picture of an origami structure and some ready structures are shown in figure 1.7.

The synthesis happens in one step, relative consentrations of the staple strands do

not matter, even the absolute consentrations do not have to be exact, and the yield

is usually high.

1.3.3 DNA structure as a breadbroad

Oligonucleotides, and DNA in general, can be modified to contain functional groups

which can serve as binding sites for other molecules. Therefore, it is possible to use

DNA and/or DNA structures as templates for assembly of other materials.

Linear DNA has been metallized to form a nanowire [65]. Furthermore, both

linear DNA and 2D structures have been used as templates for e.g. semiconducting

nanoparticles (lattice [66]), metal nanoparticles (linear [67] and lattice [68–71]),

CNTs (linear [72] and lattice [73]), and proteins (linear [74] and lattice [59,62]). DNA
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Figure 1.7: a) A schematic picture of an origami structure b) Examples of origami

structures. The image is adapted from [64].

templates could allow fabrication of large patterned structures with a resolution

comparable to current lithography techniques.

2D structures built via tiles approach are typically periodic and thus non-periodic

assembly is rather difficult. Furthermore, assembly of multiple materials requires

multiple attachment chemistries since the materials are assembled on prefabricated

DNA templates. [53]

The origami method on the other hand does not suffer from the limitations

discussed above. Each staple strand has it is unique position on the structure and

can be modified separately, thus the name breadboard. The resolution is determined

completely by the staple strands and the size of the formed structure by the length of

the scaffold. So far origami method has been applied to arrange e.g. proteins [75,76],

gold nanoparticles [77], and CNTs [73].

1.4 Dielectrophoresis

1.4.1 Theory of dielectrophoresis

Dielectrophoresis (DEP) is a phenomenon in which a particle feels a net force caused

by a nonuniform electric field. The principle of DEP is shown schematically in figure

1.8. In a uniform field the net force due to the Coulomb interaction is zero because
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the polarized surface charges cause an electric field opposite to the original electric

field. However, in a nonuniform field there is a left-over net force. This simplified

model does not take into account the polarization of the medium, but in a general

case it should also be taken into account. Due to this DEP can be either positive

or negative the former occuring when the matter has a higher polizability than

the medium. The matter is in that case pushed towards the region of higher electric

field. In the case of negative DEP the situation is vice versa. [7]

Figure 1.8: a) uniform electric field, net force is zero b) nonuniform electric field, net

force drives the particle to the region of higher electric field, positive DEP.

The simplest approach to estimate the resulting force is to look at the effective

dipole moment caused by the particle and the medium. The dipole moment is

proportional to the electric field as

~p = α~E = 3V εm<[K] ~E, (1.2)

where V is the volume of the particle, α polarizability, εm permittivity of the medium,

andK the Clausius-Mossotti factor which depends on both the particle and the medium

as

K =
1

3

ε∗p − ε∗m
ε∗m − A(ε∗p − ε∗m)

. (1.3)

A is a geometrical factor which varies from 1/3 (sphere) to 1 (short rod) and ε∗p, ε∗m

are complex permittivities of the particle and the medium, respectively, given by

ε∗p = εp − j
σp

ω
(1.4)

ε∗m = εm − j
σm

ω
(1.5)
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in which ω is the angular frequency of the electric field and σp, σm the conductivities

of the particle and the medium. The net force acting on a small dipole can be written

as

~F = (~p · ∇) ~E, (1.6)

where ~p is the induced dipole moment and ~E the electric field. By combining

equations (1.2) and (1.6) one obtains the so-called DEP force

~FDEP =
1

2
α∇(E2), (1.7)

from which one can easily see that the direction of the force does not depend on

the direction of the electric field. Instead, it follows the sign of the Clausius-Mossotti

factor (positive versus negative DEP) which is dependent on the applied frequency.

Furthermore, the magnitude of the force is largely dependent on the gradient. [7]

It should be noted that the DEP force depends on the volume of the particle,

which is a limiting factor when manipulating nanoscale particles. This is due to

the fact that the particle must also overcome the Brownian motion which is roughly

given by

FBrownian =
kBT

V
1
3

, (1.8)

where kB is the Boltzmann constant and T temperature. Thus very large gradients

are typically required. The equation of the DEP force (1.7) was derived classically,

which means that it does not take into account all things involved. Most of the atoms

of a nanoscale particle usually reside on the surface and a counter-ion cloud typi-

cally forms if the particle happens to be charged. Furthermore, several things, like

AC electro-osmosis and Joule heating which cause flow of a liquid medium, can make

the situation more complicated [78].

1.4.2 Dielectrophoresis and immobilization of DNA

First success in DEP studies of DNA was in the ’90s when Washizu et al. managed

to trap λ-DNA between electrodes with a separation of 60 µm so that the molecules

aligned along the electric field [79, 80]. Later on, they measured the fluorescence

of pUC18 plasmids under a stationary AC field [81]. Mainly, they studied the de-

pendence of the polarization on the frequency and intensity of the field. The po-

larizability of the DNA plasmids was several orders of magnitude larger than that

of a conducting ellipsoid with the same dimensions. This implied that DNA in

a buffer solution is larger in an electrical sense because of the counterion cloud that
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forms around the DNA molecule. They also noticed that increasing pH of the buffer

increased the polarizability.

Since then, there have been many studies on DEP of DNA with different aims,

e.g. positive versus negative DEP [82, 83], stretching of DNA [80, 84], trapping effi-

ciency [85,86], measuring the polarizability [85,87], and electrodeless trapping [88].

In other words, many studies have aimed to create methods to separate DNA frag-

ments or immobilize them to a certain location for further use by using DEP. From

the viewpoint of measuring the conductivity of DNA, interesting is that in 2003

Hartzell et al. trapped and immobilized [34, 35] λ-DNA between gold electrodes

with 8 µm spacing using thiol-groups, after which they measured the conductivity.

This approach was used later by Tuukkanen et al. at NSC [85].

Figure 1.9: a) A schematic picture about the DEP of DNA with finger-tip type electrodes

b) An AFM image of a trapped DNA bundle c)-e) One, two and three individual trapped

DNA strands. The image is adapted from [85].

As one can see from equation (1.7), the DEP force can be increased by either

increasing the strength or the gradient of the electric field. However, too high fields

can induce harmful fluid flows, heating, and even electrolysis. To avoid this problem,

Tuukkanen et al. used very narrow fingertip type gold electrodes [85] (figure 1.9) and

CNTs [89] as electrodes to create high field gradients. It was shown that the amount
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of DNA labeled with fluorescent molecules, i.e. intensity of fluorescence in the gap

between the electrodes, increased with voltage, V , after a certain minimum voltage,

Vmin, as

I = I0 + A(V b
min + V b)2/b, (1.9)

where I0, A are fitting constants. The parameter b determines the rate of the asymp-

totic change from a constant value, i.e. I0 +AV 2
min which is very small, to V 2 depen-

dency. The best fit to the data was found using the value b = 40.

The minimum voltage occurs when the time-average of the DEP potential equals

the thermal energy associated with the Brownian motion (i.e. the Brownian motion

does not overcome the potential well caused by the DEP):

UDEP = −1

2
αE2 = −3

2
kBT = −UThermal. (1.10)

Computer simulations on the electric field produced by the electrodes and the known

minimum trapping voltage were used to calculate the polarizability (α) per bp for

the used DNA fragments (27-8,461 bp) [89, 90]. It was discovered that the polar-

izability was higher for the the short molecules, which agrees with the relative size

compared to the counterion cloud. Using higher frequencies (1-10 MHz) for trapping

required high voltages, which can be explained by the time-scale of the polarization,

whereas with lower frequencies (0.1-1 MHz) the trapping was most efficient. How-

ever, with higher frequencies the molecules were better localized between the elec-

trodes, which can be explained by decreased spreading of the DNA spot [88] due to

thermal and electro-osmotic flows. The optimal frequency was found to be about

1 MHz.

Figure 1.10: a) hexanethiol (C6-thiol) b) dithiol-phosphoramidite (DPTA) at the 5’-end

of an oligonucleotide.

The immobilization of DNA on the gold electrodes through sulphur-gold bonding

was also studied by Tuukkanen et al. Two different modifications on oligonucleotides

of essentially the same length (figure 1.10) were used: hexanethiol (C6-thiol) and
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dithiol-phosphoramidite (DTPA). The quantitative analysis was done by compar-

ing the amount of fluorescence remaining after turning off the DEP voltage. As

expected, the molecules without a linker diffused away quickly. It was found out

that the C6-thiol linker bound more efficiently compared to the DPTA, which was

not expected since DPTA has 2 sulphur atoms, whereas C6-thiol only has one. [90]

Density functional theory (DFT) calculations were performed (see reference [91]) for

better understanding of the binding process. The calculations showed that the C6-

thiol can bind to a tetrahedral gold atom cluster of 20 atoms with a binding energy

of 1.8 eV, whereas the DPTA linker did not show any binding affinity if the S-S

bond was left intact. However, partial hydration of S-S bond resulted in binding

with an energy of 1.2 eV.

1.5 Impedance spectroscopy

In general, impedance spectroscopy (IS) is about studying electronic properties of

any material, liquid or solid, and interfaces formed by these materials using elec-

trodes. One can use it to study the dynamics of either free or bound charge inside

a medium, close to the interface, or both. IS is divided into two categories: electro-

chemical IS (EIS) and everything else. EIS involves materials in which ionic conduc-

tion strongly predominates. Examples of such materials are electrolytes, fused salts,

ionically conducting glasses and polymers, and nonstoichiometric ionically bonded

single crystals. [92] EIS is also valuable in the study of fuel cells, rechargeable bat-

teries, corrosion, and nowadays especially solar cells [93–95]. Electrochemistry is not

involved when dielectric materials are in question, i.e. solid or liquid nonconductors,

or materials with predominantly electronic conduction. Examples are single-crystal

or amorphous semiconductors, glasses, and polymers. Of course, IS applies to more

complicated situations as well, e.g. to partly conducting dielectric materials with

some simultaneous ionic and electronic conductivity. [96] This section mainly fo-

cuses on AC-IS with no bias voltage applied, or there is only one bias voltage used

at a time. There also exists a more sophisticated method called potentiodynamic

EIS which is used to record impedance spectra as a function of both frequency and

bias voltage [97].

It should be noted that most of the methods and theory involving EIS have been

developed for macroscopic and mesoscopic systems. However, in this thesis EIS has

been used to characterize a system in nanoscale.
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1.5.1 Impedance as a complex quantity

In a typical impedance measurement the electrochemical system is perturbed by

an electrical stimulus and the response monitored as a function of the perturbation

frequency. Let us assume a monochromatic perturbation signal, now an alternating

voltage

v(t) = V sin (ωt), (1.11)

is fed into the system, and an alternating current is obtained as a response:

i(t) = I sin (ωt+ θ). (1.12)

V , I are amplitudes, ω is angular frequency, t time, and θ phase difference. In time

domain the relationship between the perturbation and the response involves a (pos-

sibly very large) set of differential equations. This problem is removed provided that

the system fills the following criteria [98]:

• Causality: The response of the system is completely determined by the per-

turbation.

• Linearity: All the differential equations describing the system must be linear.

• Stability: The system must return to its original state when the perturbation

is turned off.

Both the perturbation (1.11) and the response (1.12) can be Fourier transformed

into frequency domain. Provided the above conditions a linear relationship between

the two is found:

F{v(t)} = V (jω) = Z(jω, I)I(jω) = Z(jω, I)F{i(t)}. (1.13)

F{} is the Fourier transform, V () and I() are the transformed voltage and current,

j the imaginary unit, and Z() the impedance, i.e. the transfer function between

the perturbation and the response. In general, current could be used as a perturba-

tion also as long as the linearity holds. [92]

Most of elecrochemical systems are highly nonlinear, i.e. each used perturba-

tion frequency generates harmonic response frequencies. However, by using small

perturbation amplitudes the system can be described via a small-signal model.

The used amplitude should be of the order (preferably smaller) of the thermal volt-

age, VT = kT/e ≈ 26 mV in room temperature (k is Boltzmann constant, T absolute

temperature, e elementary charge). [92]
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As a complex quantity impedance can be presented in the following forms:

Z(ω) = |Z(ω)|ejθ(ω) = |Z(ω)|(cos (θ(ω)) + j sin (θ(ω))) = Z ′(ω) + jZ ′′(ω), (1.14)

where |Z| is the magnitude, θ = tan (Z ′′/Z ′) the phase difference between the voltage

and the current, Z ′ the resistance (real part), and Z ′′ the reactance (imaginary part).

The inverse of the impedance is called an admittance.

1.5.2 Electrode systems

The simplest EIS setup has two electrodes. It is assumed that the potential drops

linearly between the electrodes generating a uniform electric field. This is not

the whole truth since there exists a polarization layer or a double layer (DL) formed

by ions on both electrodes generating a potential drop. Nevertheless, if the effects

of the electrode-medium interface (i.e. the potential drop because of a layer and/or

a bad contact) are not significant, the method is very usable to obtain information

about the overall impedance of the system. This is often the case when dealing with

dielectrics with no electrochemistry involved. [96]

Since the bulk properties, such as resistance and capacitance, are typically ex-

tensive quantities and do not always govern impedance spectra, it is essential what

happens at the electrodes. In an electrolytic cell the static space-charge fields are

absent only when charge at the working electrode is zero. This can be archieved by

using a small working electrode, a very large counter electrode, an inert very small

reference electrode with a known potential, and by adjusting the external static

voltage so that the point of zero charge (PZC) is obtained at the working electrode.

In general, the current distribution near the working electrode depends on frequency

and has a contribution to the overall impedance of the system, but the kinetics de-

pend strongly on the external applied voltage. This method is typically used when

dealing with EIS. [96]

If one wants to eliminate effects caused by the electrode reactions, one must use

a system of four electrodes. The two end electrodes serve as in the case of two

electrodes, i.e. generate the potential drop and thus a current. What is different,

is that the two electrodes in between are used to measure voltage and have a very

high input impedance, which causes no current to flow through them. In this case,

the electrical parameters of the material portion between the voltage electrodes can

be evaluated without interface polarization because all the current flows through

the end electrodes. [99–101]
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Besides the electrode-material interface there might exist other interfaces in

the bulk region. The medium is not always completely homogeneous, i.e. there

might be crystal boundaries (Frenkel layers) and local changes in concentration that

cause static fields. These interfaces also show up in an impedance spectrum, typi-

cally as parallel RC circuits with a characteristic time constant. [92]

1.5.3 Double layer, electrolytes

The double layer (DL) formed on an electrode is often described by the Gouy-

Chapman model which takes into account the combined effects of electrostatic forces

and thermal motion giving a rise to a diffuse layer of excess ions. The layer con-

sists essentially of two regions: the Stern layer (SL) and the diffuse layer. The SL

further divides into two segments: the inner and outer Helmholtz plane (IHP and

OHP). [102] The ions in the electrolyte are divided into two categories: chemi-

cally specifically adsorbed ions and indifferent ions. The former form the IHP and

determine the surface charge of the electrode, whereas the latter occupy the OHP.

The ions in the OHP feel (in this model) only the Coulombic forces, screen the surface

charge, and yet participate in the thermal motion (somewhat free to move). [102,103]

Because of this screening, there exists always some capacitance which can be de-

scribed as a DL capacitance (dlc). The model is further clarified in the figure 1.11.

Tangential stress can move the diffuse layer, or at least part of it. The plane that

separates mobile fluid from the attached fluid is called a slipping plane.

The electric potential between the bulk electrolyte and the SL is called a Stern

potential, whereas the potential between the bulk and the electrode/particle surface

is called an electric surface potential. In colloidal chemistry one uses a Zeta po-

tential (ZP) to describe DLs. It is the potential between the bulk and the slipping

plane of the DL around the solvated particle. The Stern potential and the ZP are

not the same in general [104], but typically quite close to each other. The ZP is

the only way to get information about the properties of the DL. It can be mea-

sured using electrophoresis, electroacoustic phenomena, streaming potential, and

electroosmotic flow. A high ZP (about 50-100 mV for particles, but can be several

volts on electrodes [104]) ensures high repulsion between adjacent similarly charged

species, which prevents aggregation. Colloids with a lower ZP tend to coagulate or

flocculate. The chemical composition of the sample at which the ZP is zero is called

the PZC, which is typically determited by measuring the pH [isoelectric point (iep)

in general]. This is due to the fact that protons and hydroxyl ions are the most
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Figure 1.11: 1. Inner Helmholtz Layer, 2. Outer Helmholtz Layer, 3. Diffuse layer, 4.

Solvated ions, 5. Peculiar adsorptive ions, 6. Solvent molecule.

common charge-determining ions for most surfaces/particles [104].

The characteristic thickness of a DL is the Debye length. In aqueous solutions it is

typically on the scale of few nanometers and the thickness decreases with increasing

concentration of the electrolyte. In an electrolyte or colloidal dispersion the Debye

length is given by [105]:

κ−1 =

√
εrε0kBT

2NAe2I
, (1.15)

where εr is the dielectric constant, ε0 permittivity of free space, NA Avogadro num-

ber, and I is ionic strength. The ionic strength in turn is given by [106]

I =
1

2

n∑
i=1

ciz
2
i , (1.16)

where ci is the concentration (mol·dm−3) and zi is the charge of ion i.

In EIS an important distinction is made between supported and unsupported

electrolytes. The former contains a high concentration of indifferent electrolyte,

i.e. ions that generally neither adsorb nor react at the electrodes. This ensures

that the material is almost electroneutral everywhere, thus allowing diffusion and

reaction effects for the low-concentration ion of interest to dominate the AC re-

sponse. Generally, support is only possible for liquid electrochemical materials, and
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thus solid electrolytes are unsupported in most cases of interest. In unsupported

conditions electroneutrality is not present, and Poisson’s equation strongly couples

charged species. Because of this difference, the formulas or models used to analyze

supported and unsupported situations may be somewhat different, even completely

distinctive. [96]

1.5.4 Equivalent model

The data obtained by AC-IS is 3D (four-dimensional in potentiodynamic EIS),

i.e. the data spans a discrete 3D set (ω,Z ′,Z ′′) or (ω,|Z|,θ). The data can be pre-

sented by using 3D graphs, but more common is to use multiple 2D presentations,

e.g. Bode and Cole-Cole plots. Amplitude, |Z|, and phase, θ, plots with a log-

arithmic frequency scale are called Bode plots (although gain, in decibels, versus

logarithmic frequency plots are also called Bode plots). The Cole-Cole plots are of

the form (Z ′,−Z ′′). An equivalent model is a theoretical model into which the mea-

sured data can be fitted by using the CNLS method (Complex Nonlinear Least

Squares). The equivalent circuits consist of the ideal elements and special frequency

dependent distributed elements.

The biggest challenge with equivalent models is the physical interpretation.

Both intuition and theory should be used when designing the model. The fact

that the same data can be fitted into multiple differently organized circuits pro-

duces even more challenge. This problem can be overcome by varying the condi-

tions/parameters of the system, e.g. applied bias voltage, pH, concentrations, and

temperature. [92]

An ideal resistor is usually used to describe energy losses in a system, e.g. Ohmic

losses in the bulk or losses due to reaction and adsorption processes at the elec-

trodes. Capacitors and inductors usually describe processes which involve storing

energy, e.g. transition currents because of geometrical capacitance or dlc. Electrode

processes and interfaces are usually described by a parallel combinations of resistors

and capacitors. This would yield a single time constant, τ = RC (R is resistance, C

capacitance) per electrode process or interface. Unfortunately, the situation is not

usually that ideal, and therefore lumped elements can seldom describe the whole

system. In reality systems are highly nonideal, i.e. quantities depend on geometrical

factors (e.g. surface roughness) and distributions of microscopic properties (e.g. lo-

cal concentration changes and adsorbed impurities). Furthermore, nonlocal diffusion

processes should also be taken into account. [92]
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Faradic Charge Transfer Resistance

The charge transfer (CT) resistance (ctr) arises from the general Butler-Volmer equa-

tion, which describes the Faradic current produced by an electrode (both cathodic

and anodic reaction occur on the same electrode):

i = Ai0

[
Co(0, t)

C∗o
exp

(
(1− β)nF

RT
η

)
− Cr(0, t)

C∗r
exp

(
−βnF
RT

η

)]
, (1.17)

where A is the active surface area, i0 the exchange current density, Co(0, t) and

Cr(0, t) the time-dependent concentrations of the oxidized and reduced species at

the electrode surfaces, C∗o and C∗r the same in the bulk electrolyte, n number of

electrons involed in the reaction, F Faraday constant, R universal gas constant, η

the overpotential (difference from the equilibrium potential), and β a dimensionless

symmetry factor. At low overpotentials the above equation simplifies to

i ≈ Ai0
nF

RT
η (1.18)

if the concentrations at the electrode are about the same as in the bulk. In that

case the ctr (for one electrode) is given roughly by

Rct =
1

∂i/∂η
≈ RT

nFAi0
. (1.19)

[107] The ctr is usually used in supported situations in combination with dlc to

describe a system with fast electrode reaction(s).

Constant Phase Element

As mentioned earlier, the capacitors can seldom describe the whole microscopic

behavior of a system. Instead, the capacitor is usually replaced by a distributed

element called constant phase element (CPE) of the form:

ZCPE = A(jω)−γ, (1.20)

where A and γ are constants so that −1 ≤ γ ≤ 1, which means that the CPE can

present any of the ideal elements or something between them. The CPE arises from

a distribution of time constants. [92] The parameter γ is often used as a qualitive

measure for surface roughness of a given microscopic system, but it can also arise

from a distribution of electrochemical activation energies [108], chemical inhomo-

geneities [109], or nonuniform currents [110].

Figure 1.12 shows a typical response by a parallel combination of a CPE and

a resistor, and the usual response of an RC circuit for comparison.
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Figure 1.12: a) A schematic (Z ′,−Z ′′) plot of a plain capacitor (straight line) and a

parallel combination of a resistor and a capacitor (semicircle with a radius of R/2). b)

The impedance spectra change when a capacitor is replaced with a CPE. The response

produced by a single CPE is a straight line at an angle of n·90o with respect to the Z ′ axis

[n is the exponent of the CPE, see (1.20)]. A combination of a CPE and a resistor in

parallel forms a semicircle, with the center lying on the axis tilted (1-n)·90o with respect

to the Z ′ axis. Arrows indicate the direction of increasing frequency.

Diffusion

The first distributed element derived was the Warburg diffusion impedance of semi-

infinite range which can be derived from Fick’s second law (i.e. continuity equation

combined with Fick’s first law) in 1D:

ZW =
B√
jω
, (1.21)

where B is a constant. The model assumes electroneutrality, i.e. unrestricted dif-

fusion in the bulk, and kinetically reversible electrodes. Electrodes are said to be

kinetically reversible when the rate of the CT is not limited by the electrode reaction,

i.e. it is only necessary to take into account the mass transport.

Other models for the same conditions also exist. For example, the Warburg

impedance of short range which involves continuous diffusion and reaction, i.e. the Faradic

current does not decay:

ZWc =
C√
jω

tanh (D
√
jω), (1.22)
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where C and D are constants. The condition is met usually by having high enough

concentration of the active species and using a rotating disk electrode which keeps

the bulk concentration homogeneous. This is especially important when one uses

high bias voltages (overvoltages). [92] This kind of situation corresponds to adsorbing

boundary conditions at the eletrode surface [111].

Another model involves short range diffusion and a fixed amount of the active

species, which means that the diffusion from the bulk to the electrode will eventually

stop, i.e. the diffusion gets blocked:

ZWn =
G√
jω

coth (H
√
jω), (1.23)

where G and H are constants. [92] This situation in turn corresponds to reflecting

boundary conditions at the eletrode surface [111].

The equation (1.22) applies also to unsupported univalent short-range conditions

as long as electroneutrality of the bulk can be assumed. In addition, it also holds

when the electrode separation becomes comparable to the Debye length. Although,

in that scale the condition of electroneutrality seldom holds. [112] Appearence of

the Warburg impedance in a general unsupported case can be attributed to the ac-

tion of the more mobile or more-reactive species in screening the applied electric

field, allowing diffusion to dominate the motion of the remaining species. [113]

The diffusion impedances presented above are derived for parallel plate elec-

trodes, and thus do not take into account the effects of geometry. Results exist

at least for cylindrical and spherical geometries in unrestricted and restricted con-

ditions [the conditions of equations (1.22) and (1.23), respectively]. For further

information, see e.g. [114].

Often one finds diffusive-like behavior with some other power of frequency than

minus half [111]. It is common to use CPEs in those cases. CPE has no extensive

behavior at low/high frequencies, and thus it is not physically realistic, but it can

be used to describe the system over a certain frequency range. [92]

It should be noted that the diffusion impedances are typically in series with

faradic resistances describing losses in the system. This is the case even in very

careful considerations derived from a system of Nerst-Planck equations and continu-

ity equations, taking into account Maxwell’s displacement currents [112]. Typically

the charging of the DL and the faradic effects are assumed non-coupled when in re-

ality, especially with unsupported electrolytes or slow electrode reactions, this could

be far from reality [92].
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Example models

One of the most famous equivalent models is the Randles circuit (figure 1.13). It

is response in the (Z ′,−Z ′′) plane constists of a semicircle and a tail at the low fre-

quency end that has a 45 degree angle. The solution resistance, Rs, causes a small

offset, the parallel combination of the ctr, Rct, and the dlc, Cdl, produces the semi-

circle, and the semi-infinite Warburg impedance, ZW, is responsible for the tail.

The model is typically used with supported systems in which the diffusion of the re-

active species to the electrode is not hindered.

Figure 1.13: a) The Randles circuit: Rs is the solution resistance, Rct the ctr, Cdl

the dlc, and ZW the Warburg impedance b) Typical response of the Randles circuit in

(Z ′,−Z ′′) plane.

Another common model (figure 1.14) deals with unsupported binary electrolytes,

i.e. solvent and one salt. It takes into account the geometrical capacitance, Cg,

the bulk resistance, R∞, the dlc, CR, the ctr, RR, and there is an extra subcircuit

of RA, CA, and ZD to describe the adsorption and diffusion process of the reactive

species to the electrode. RA and CA are the adsorption resistance and capacitance

and ZD is the diffusion impedance. The model assumes only one mobile charge

carrier. [113]
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Figure 1.14: Equivalent model for unsupported binary electrolyte with one mobile charge

carrier. Cg is the geometrical capacitance, R∞ the bulk resistance, CR the diffuse dlc,

RR the ctr, RA and CA the adsorbtion resistance and capacitance, and ZD the diffusion

impedance.

Additional points

As mentioned earlier, same data can usually be fitted into multiple models. The hi-

erarchial subcircuit models (such as that in figure 1.14) are typically used when one

describes intensive behavior, such as processes close to the electrode. On the other

hand, series of parallel RC circuits are often used to describe systems with extensive

characteristics, e.g. systems with multiple layers or interfaces.

All theory presented in this section applies to half cells. If a non-inert reference

electrode or a system of two different types of electrodes (system with only two

electrodes) was used, a spectrum that describes both electrodes simultaneosly would

be obtained, which is not usually preferred. Those cases are extensive, which means

that the series model is used. However, if chemically and geometrically identical

electrodes are used, the effects tend to average [92].
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Experimental methods

2.1 Sample preparation

In this thesis gold nanoelectrodes were used to both trap and measure the DNA

structures. The used structures had two opposing very narrow fingertip type elec-

trodes with a small gap (as in figure 2.1). The structures were prepared using

conventional electron beam lithography, and thus only key steps and factors are

presented here. For more details, see appendix A.

Figure 2.1: A SEM image taken of a ready finger tip electrode structure. The width of

the gap is about 70 nm.

First, an insulating layer of silicon dioxide was grown thermally on a slightly

boron-doped (100)-oriented silicon. The resist used for patterning was a 2% solution

(mass percentage) of polymethyl methacrylate (PMMA) in anisole. Spin coating was

carried out with a rate of 2000 RPM followed by 5 minutes of baking on a hot plate

at 160 oC. After the exposure, which was done by using an electron beam writer

(Raith E-line), the pattern was developed in a solution of methyl isobutyl ketone

29
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(MIBK) and isopropanol (IPA) with 1:3 ratio for 30 seconds at ambient conditions.

The development was stopped by rinsing with IPA. After that the exposed area

was cleared from left-over undeveloped residues by using reactive ion ecthing (RIE).

A short oxygen plasma flash was used to accomplish the goal. This step was crucial

to the whole processing because the conductivity of the 20 nm wide gold nanoelec-

trodes was increased by four orders of magnitude by it, while the patterned lines

widened only about 5 nm [115, 116]. The evaporation of titanium and gold films,

in respective order, was done in ultra-high vacuum (UHV, pressure of the order of

10−8 mbar) chamber equipped with an electron gun. The thickness of the evapo-

rated layer of titanium, to increase the adhesion of the gold, was about 1-2 nm and

it was topped with 15-20 nm of gold. After the evaporation the sample was dipped

into hot acetone and left there overnight for lift-off. After most of the metal had

detached, the sample was shortly sonicated and rinsed using a syringe filled with

acetone to remove rest of the residue metal. The samples were then cleaned with

IPA and imaged with an optical microscope. An image of a ready structure taken

by using a SEM is presented in the figure 2.1. Right before the DEP experiments

residues from the lift-off were removed by oxygen flash in RIE. The last RIE flash

also makes the originally hydrophobic silicon oxide hydrophilic [7].

2.2 Fabrication of the DNA structures

2.2.1 TX tile B-A-B structures

The majority of the DNA sequences were adopted from previously published struc-

tures (see references [58,117]) and modified to our needs. The change of the sequence

symmetry and the minimization of undesired complementarity were done by using

M-fold web server [118]. The TX tiles used in this work were designed so that only

a finite-size complex B-A-B (see figure 2.2 for a schematic presentation and AFM

images of the ready structures on mica surface) was able to assemble instead of

an infinite array as in the earlier designs. To archieve this only three different kinds

of 8-nt-long sticky ends were symmetrically used in the tile A (a,b,c) so that it could

be rotated 180 degrees still having the sticky ends at the same orientation in the both

ends. The tile B had complementary sticky ends (a’,b’,c’ ) at one end. The sticky

ends d (12 nt) at the other end of the tile B had identical sequence, and therefore

they could all be assembled with complementary strands d’ containing thiol-groups

at the 5’ end. The thiol-modifications were added to the tile B for the purpose
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of the forthcoming immobilization of the constructs to the gold electrodes via S-

Au bonding. The designs of the tiles A and B are presented in the appendix B.

The tile A has 16 bp between the crossover points corresponding to 1.5 turns of

B-DNA double helices, enabling the same natural orientation for helices when tile B

is assembled to either sides of the tile A. [119]

Figure 2.2: a) A schematic presentation of the B-A-B complex. a,a’,b,b’,c,c’,d,d’ are

sticky ends so that the ones with the apostrophe are complementary to the ones without

(also indicated by the colors). The bridges describe the crossovers. b) An AFM image of

the ready complexes on Mica surface in dry conditions. Scale bars are 100 nm. The image

is adapted from [119].

The approximately 10×60 nm2 complexes were formed in TAE Mg++ buffer

[40 mM Tris (pH 7.6), 1 mM EDTA, 19 mM acetic acid (HAc), 12.5 mM mag-

nesium acetate (McAc)] and T4 polynucleotide kinase (New England Biolabs) was

used to enable the following ligation procedure, i.e. add phosphates to the 5’ end

of each DNA strand (PAGE- or HPLC-purified, Biomers GmbH, Ulm, Germany),

except the 5’-thiol-modified strand (HPLC-purified, Integrated DNA technologies,

Coralville, Iowa, USA). Each strand was modified (see appendix B) separately us-

ing T4 polynucleotide kinase with T4 DNA ligase buffer (New England Biolabs) and

the strands were incubated for one hour at 37 oC. [119]

To achieve appropriate concentration of each tile, the T4 kinase modified strands

were mixed using twofold amount of strands that form tile B compared to strands

forming tile A. In addition, threefold amount of 5’-thiol-modified strands were used,
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compared to the strands forming tile B in order to hybridize them with each sticky

end d of the tile B (in figure 2.2). Complexes were formed by heating the reac-

tion solution (see appendix B) up to 90 oC and cooling it down to 20 oC at a rate

of 0.01 oC/s in a PCR-machine (Biometra GmbH, Goettingen, Germany). After

the annealing complexes were ligated using T4 DNA ligase (New England Biolabs)

to make the complexes more stable for the DEP trapping. The ligation catalyzes

formation of phosphodiester bonds between adjacent 5’-phosphates and 3’-hydroxyl

terminals of the staple strands in the formed duplex DNA [115]. Mixture was in-

cubated for two hours in dark at room temperature and stored at 4 oC afterwards.

The theoretical concentration of obtained complexes was 0.29 µM of A strands (tile

A) and 0.58 µM of B strands (tile B). [119]

2.2.2 Rectangular DNA origami structures

The rectangular 71×98 nm2 origami structures used are made of the genome of

M13mp18 virus (New England Biolabs) accompanied with 192 staple strands (un-

purified from Integrated DNA Technologies), plus the thiol-modified side strands

(Integrated DNA Technologies). The side strands and a schematic picture of the de-

sign are presented in Appendix C. Figure 2.3 shows the AFM image of the ready

structure on mica surface in liquid conditions (plus a smiley-shaped structure).

Figure 2.3: An AFM image with a smiley-shaped and a rectangular origami structure

on mica surface in liquid conditions. Scale bar is 100 nm. The image is adapted from

[115, 120].
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The structures were formed in a solution of TAE Mg++ buffer [40 mM Tris

(pH 7.6), 1 mM EDTA, 19 mM acetic acid, 12.5 mM magnesium acetate], T4 DNA

ligase buffer (New England Biolabs), M13 DNA, staple strand mix, thiol-modified

side strands, and T4 polynucleotide kinase (New England Biolabs). 10× excess

concentration of the staple strand mix (all strands have the same concentration)

was used compared to the concentration of the scaffold strand. The solution was

first kept for 1 hour at 37 oC (optimal condition of kinase enzyme reaction), then

heated up to 90 oC, and finally cooled down to 20 oC at a rate of 1 oC/min in

0.1 oC steps. After the annealing the structures were ligated by adding the T4 DNA

ligase (New England Biolabs) and keeping the sample for 8 hours in a dark place

at room temperature. The resulting concentration of the origami structures was

about 1 nM. [121] See appendix C for the absolute concentrations used in the above

procedures.

2.3 Immobilization of the structures

As a final step of the preparation of the structures, the buffers used for annealing and

ligation were changed to a Hepes-based buffer (6.5 mM Hepes, 2mM NaOH, 1 mM

magnesium acetate, pH∼7) of smaller conductivity (ca. 300 µS/cm) by using spin-

filtering. The filtering procedure washes out everything lighter than a certain cutoff

weight. The process was crucial to the DEP experiments since the buffer of low

conductivity reduces Joule heating (less thermally induced flow) and polarizability

of the buffer thus increasing the effective polarizability of the DNA in the buffer [7].

The final theoretical concentration of the B-A-B structures was about 30 nM,

but it might be far from reality (diluted to 10% before filtering, all tiles A probably

have not formed full B-A-B structures). The structures were stable for only few

days when stored in fridge. For origami structures the concentration was 1 nM (not

diluted before filtering, almost all structures recovered from the filter) and they were

stable at least for a week when stored at room temperature. For more information

about the filtering process, see appendix D.

The DEP was done inside a metallic box equipped with feed-throughs connected

to a signal generator. The sample chip was put on a nylon (covered with epoxy)

support, after which small sharp metallic probes were connected to the pads of

the sample. A 10 µl drop of the DEP buffer containing the DNA structures was

dropped on the sample, more precisely on the fingertip electrodes. The drop spread

evenly on the chip because the surface was made hydrophilic. Water was added
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Figure 2.4: a) A single TX tile structure trapped in the gap. The scale bar is 50 nm. b)

A single origami structure trapped in the gap and another next to the gap. The scale bar

is 100 nm. The images are adapted from [119] and [115, 120], respectively.

to the box to increase humidity, i.e. to prevent the DNA drop from drying during

the DEP. Time required to succesfully trap one or more structure(s) was about 5

minutes. After the DEP the samples were first rinsed gently with Hepes-NaOH (3

mM Hepes, 2 mM NaOH) to remove excess magnesium, then with distilled water,

and finally gently dried by using nitrogen flow. Samples were imaged using AFM

(Veeco Dimension 3100) to see if any structures had found their way into the gap

and attached to the electrodes. Figure 2.4 shows successful immobilizations.

An important observation is that the height of the origami structures in dry

conditions on silicon oxide is about 2 nm [115], whereas the height of the B-A-B

complexes varied. The maximum height was about 1.5 nm and the minimum about

0.6-0.7 nm (see figure 2.5). The typical height of dsDNA molecules on the substrate

is 0.5 nm-1.5 nm [53].

Hundreds of samples with gaps of 70-90 nm were used to optimize the trap-

ping parameters for the origami structures. After that about 30 samples with gaps

of 45-65 nm were used to get enough information to trap the TX tile structures.

The optimal parameters, i.e. frequency and peak-to-peak voltage, for the former

were 12.5 MHz and 0.8 V, and for the latter about 11 MHz and 1.5 V.
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Figure 2.5: a) Dimensions of origami structures measured near the electrodes. The height

of the origami structures is about 2 nm. The scale bar is 100 nm. The image is adapted

from [115, 120]). b) Dimensions of a TX tile structure measured on silicon dioxide.

The length is about 63 nm, width 15 nm, and height 6-7 Å.

2.4 Measurements

2.4.1 DC measurements

Successful immobilization of a single DNA structure made it possible to measure

its conductivity. The measurements were carried out inside an electromagneti-

cally shielded (EMS) room equipped with highly-filtered and optically isolated feed-

throughs. Furthermore, the samples were put on the nylon stage into a metallic

casing with feed-throughs for signal cables, pumping, and humidity and nitrogen

supply. Humidity was obtained by slowly boiling distilled water in an oil bath and

using plastic hose to cool down the vapor and lead it to the casing. All the measure-

ments were done in room temperature and the temperature varied only few degrees

during the measurements (cooled in all the cases).
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Current-voltage (I-V) characteristics were obtained by sweeping a DC bias volt-

age, produced by a battery-powered DAC circuit controlled via optical lines, in finite

steps from -0.3 V to 0.3 V. The low voltages were used to prevent unwanted effects,

e.g. breakdown of the sample due to excess heating, electrolysis, and gathering of

contaminating particles from the air. A low-pass RC filter (resistance 100 Ω, ca-

pacitance 47 µF) was used to protect the sample from high frequency transients

of the bias voltage. The current and voltage were measured using battery-powered

preamplifiers (DL-Instruments Model 1211 and DL-Instruments Model 1201, re-

spectively). Relative humidity (RH) and temperature were measured using Honey-

well Humidity sensor (HIH-3602-A). The signals from the preamplifiers were fed to

a computer through a data aquisition card (DAQ, National Instruments PXI-1031).

See figure 2.6 for a schematic presentation of the measurement setup controlled by

a homemade Labview program that was also used to record and visualize the data.

The system had 500 ms to settle after each voltage step. The DAQ rate used was

10.000 scans/s and 1000 points were averaged per each recorded value.

All the samples were measured in both dry (RH less than 5%) and humid (RH

80-90 %) conditions since DNA should be in its natural B-form (13 water molecules

per nt required) when the RH is close to 90 % [121, 122]. Yet, the humidity is not

too high to allow significant condensation of water on top of the sample.

In the case of the origami samples current-RH (I-RH) characteristics were mea-

sured using a bias voltage of 0.3 V, whereas conductance-RH (σ-RH) characteristics

were measured for the TX tiles by slowly increasing the humidity while sweeping

the DC voltage.

2.4.2 AC measurements

The AC measurement setup was otherwise the same as in the case of the DC mea-

surements (see 2.4.1 and figure 2.6), but the measuring and feeding devices were

completely different. Two lock-in amplifiers (Stanford Research 830), equipped with

GPIB, were used to measure the voltage and the current signals. The one measuring

the voltage also fed the system with a small sine signal (50 mV RMS amplitude, with

a maximum deviation of 10% and constant phase) from its signal generator. Both

amplifiers locked into the frequency of that signal. Two battery powered pream-

plifiers (HMS Electronics, Model 568) were used to give the voltage signal the 10×
gain and to increase the input impedance to avoid extra voltage division. The DAC

circuit with the low-pass filter was added to the setup when also a DC bias voltage



Chapter 2. Experimental methods 37

Figure 2.6: A schematic presentation of the measurement setups used in a) DC mea-

surements and b) AC measurements.

was needed.

Higher frequencies, about 1 Hz-100 kHz, were always measured first. At the higher

frequencies the lock-in amplifiers were able to automatically adjust their ranges,

whereas below 1 Hz those had to be manually set. Thus the measurements were

always done in two or three parts (e.g. 0.01-1 Hz, 0.5-5 Hz, 1 Hz-100 kHz) so that

the frequency ranges overlap. Required adjustments to measuring parameters were

done between the parts (see appendix E for an example).

Before measuring the immobilized DNA structures, measurements were per-

formed in dry conditions for dry clean electrodes to determine the stray capacitance

and the small leakage current (of the system) parallel to it. Rest of the measure-

ments were performed in humid conditions (RH≈ 90%). The obtained data was

fitted using CNLS-method by exploiting LEVMW 8.08 (freeware) software [123].
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Analysis and results

Most of the data, results, and figures in this chapter have been adapted from ref-

erences [119, 121] with permission. Samples measured are divided into three cat-

egories: empty, control, and DNA samples. The empty samples contain no DNA

and have not undergone any chemical treatment assosiated with the DEP trapping.

The control samples underwent the same DEP trapping and the following washing

procedures as the DNA samples but without any DNA in the trapping buffer.

3.1 DC conductivities

Empty dry samples showed a resistance of the order of ∼100 TΩ, which means that

the oxide layer is insulating as it should.

Both the TX tile and origami structures showed a resistance of the order of ∼TΩ

when dry, which confirms that the intrinsic electronic conductivity is negligible.

I-RH and σ-RH characteristics were measured for origami and TX tile struc-

tures, respectively (figure 3.1). The control samples show exponential behavior in

both cases, which can be adressed to water being the main charge carrier [124] via

adsorption of water molecules and Grotthuss mechanism. In the case of the TX tile

structures it was noticed that the conductance did not increase significantly although

RH increased from ∼5 % to ∼60 %, but after 60 % the behavior is almost exponen-

tial. The case of origami structure, on the other hand, shows increased conductivity

even at lower RH levels. The difference between origami and TX tile samples could

be due to the ability of the origami structure to hold its level of hydration (and thus

its conformation) even at dry conditions, as confirmed by the heights measured by

AFM imaging (see 2.3).

The DC sweeps of the control samples at humid conditions (RH=90%) show

38
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b)

a)

Figure 3.1: a) The I-RH (with 0.3 V bias) characteristics for an origami sample (blue

triangles) and a control sample (red circles). b) The conductance characteristics of TX

tile samples (open blue circles and squares) and a control sample (red cirles). The images

are adapted from [121] and [119], respectively.

almost ohmic behavior with a resistance of about 30 GΩ or more (figure 3.2).

The origami samples show S-shaped, non-linear behavior with a resistance of about

10 GΩ between -0.2 V and 0.2 V and about 2 GΩ outside this region. The TX tile

sample, on the other hand, shows a bit higher resistance of about 20 GΩ between

-0.2 V and 0.2 V and about 15 GΩ outside.

Both samples exhibit hysteresis (figure 3.2), which in the case of the TX tile

sample is due to the step-like charging of the total capacitance of the system [53,119].
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a)

b)

Figure 3.2: a) The I-V characteristics for two origami samples (blue dashed and red

solid line) and a control sample (black dashed line). The arrow indicates the direction

of the voltage sweep. b) The I-V characteristics of a TX tile sample (red solid line) and

a control sample (black dashed line). The hysteretic behavior is due to enhanced charging

at the high humidity as shown by fitting a linear IV dependency with charging effects

included to the data (solid blue line). Both have been measured at RH=90 %. The images

are adapted from [121] and [119], respectively.
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The data can be fitted to an equation of the form

I =
Vn

R
+ I0α

1− αn

1− α
, (3.1)

where I is the current, n the nth point measured, Vn the corresponding bias voltage,

R the resistance of the sample, I0 the maximum charging current at bias volt-

age transients (depends on the resistances of the measurement instruments), and

α = exp (τm/τ) the exponential of the ratio between the stabilization time (500 ms

in our measurements), τm, and the time constant of charging, τ . The fitting [figure

3.2(b)] gave out a resistance of 20 GΩ and a time constant of 70 s.

The case of the origami samples (figure 3.2b) is a bit different because of the S-

shaped I-V curves. It appears that the bias voltage of 200 mV is enough to enable

some nanoscale electrochemical effect, e.g. oxidation of gold, or increased electronic

conductivity [42] via thermal hopping through random barriers. Gold is the no-

blest of metals, but it should oxidize to trivalent state with a standard potential of

about 1.5 V. Nevertheless, it has been observed and theorized that gold, especially

nanoscale gold aggregates or surface defects, can be much more reactive than their

bulk lattice equivalents and thus oxidize at very low potentials [125–127]. It is to be

noticed that the exponential dependence of conductivity as a function of RH (figure

3.1) was also reported for porous oxide materials and attributed to the adsorption

of water molecules on the film surfaces [124,128].

The low DC-conductivity of the origami samples could be explained by the high

resistance of the linker groups consisting of thiol-modified (CT)16 single strand se-

quence. The resistance of the hexanethiol has been reported to be about 10 MΩ

near zero bias [129], and moreover it has been observed (due to the fact that there is

no possible conduction channel via base stack) that ssDNA molecules are poor con-

ductors [124]. On the other hand, the TX tile structures have no ssDNA spacer, and

yet the result is almost the same, which suggests that charges cannot use the Au-

thiol-DNA bridge to enter the base stack or the intrinsic conductivity is negligible.

It is not even clear how the work function of Au (∼ 5 eV) relates to the LUMO of

random DNA, but it is believed that it is below, i.e. DNA might act as an energy

barrier for electrons between gold electrodes [51]. Nevertheless, a known fact is that

the work function of Au is decreased significantly in aqueous solution [130,131].
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3.2 AC-IS measurements

Since the DC measurements do not give any reliable information about the possible

electronic conductivity or conduction mechanisms of the DNA structures, AC-IS

was utilized.

3.2.1 The stray capacitance

Before measuring the impedance spectrum of the control and DNA samples the stray

capacitances and the leakage currents of the measurement setup were determined

by measuring a dry empty sample followed by fitting the data with an equivalent

circuit comprised of a resistor and a CPE in parallel. The fitting yielded a leakage

resistance of about 0.1-0.3 TΩ and proved the CPE to be almost an ideal capacitor

[i.e. γ ≈ 1, see equation (1.20)] with a capacitance of about 6.8-9 pF (fitting results

shown in the table 3.1).

3.2.2 The control samples

Before measuring the DNA samples, it was necessary to find an equivalent model

describing the control samples at RH=90 %. Tens of models were tested by fitting

the data and comparing the goodnesses of the fits. The circuit that gave the best fit

is shown in the figure 3.4a. The model contains two serial impedances, Zs (green)

and Zdl (blue), in parallel with the stray capacitance Ce. The leakage current is

omitted from the model because of its high resistance value. The two impedances

had to be in series since the parallel versions of the models were less physical.

Typical (Z ′,−Z ′′) plots obtained for the control samples used in the origami

(OC1) and TX tile measurements (TXC1) are shown in figures 3.3a&c, respectively.

The circuit (figure 3.4a) produces essentially two, or two almost convoluted, de-

pressed semicircles.

Both impedances are comprised of a CPE and a resistor in parallel during the fit-

ting. One CPE turns out to be like an ideal capacitor (called Cdl) while the other

CPE has γ ≈0.5 [see equation (1.20)] and is called Wdiff . The CPEs are accompanied

by resistances called Rct and Rs, respectively.

The component Cdl is thought to describe the vicinity of one electrode, i.e. the dlc

formed by water molecules first covering the gold electrode (via van der Waals forces)

and then small ions (e.g. protons, hydroxide ions, or ionized salts from the left-over

DEP buffer) screening the surface charge (see section 1.5.3 for discussion about
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Figure 3.3: a) (Z ′,−Z ′′) plots and data fittings for a typical control sample (OC1, black

circles and black curve) used in the origami measurements, b) (Z ′,−Z ′′) plots and data

fittings for two different samples (O1-O2) containing a single rectangular DNA origami

(red circles and red curves), c) Plots and data fittings of a control sample (TXC1, black

circles and black solid curve, respectively) used in the TX tile measurements and a sample

(TX1) containing a single TX tile construct in the gap (red circles and red solid curve).

The images a) and b) are adapted from [121] and b) from [119].

double layers).

The resistance Rct describes the total electronic charge moving through the DL.

No typical electrochemical reactions should occur between the gold and the water

or ions with the zero bias and the small excitation signal used. Thus the electronic

transport must be mostly due to thermal tunneling through the SL.

At this point, it should be noted that the Debye length [see equation (1.15)]

(aqueous solutions) for our system can easily be of the order of ∼100 nm (approx-

imated by using the relative permittivity of water and ionic strength of the order

of 10 mM) or even more, which means that the diffuse layers of the two DLs of

the electrodes overlap. Therefore, it should be clarified that the electron tunneling

takes place in the SL.
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Figure 3.4: The equivalent circuit for a) control samples and b) DNA samples.

Ce=the stray capacitance, Zdl=the impedance of the SL (blue), Zs=the impedance of

the diffuse layer (green), Cdl=the dlc of the SL, Wdiff=the unideal capacitance of the dif-

fuse layer described by a CPE, Rct=the ctr of the SL, Rs=the resistance of the diffuse

layer, and Rc together with Qc=the contact impedance between the construct, linker, and

electrodes or the changes in the SL. The image is adapted from [121].

Rs is attributed to the losses (solution resistance) in the electrolyte solution,

i.e. the migration and diffusion of charged species in the diffuse layer under the ap-

plied potential difference, whereas Wdiff describes the capacitive properties of that

region. The component is, in my interpretation (see [119, 121] for a different point

of view), misleadingly named after the Warburg diffusion impedance [see equation

(1.21)] because of the exponent of the CPE. A CPE rather describes a very dis-

tributed capacitive behavior than losses due to linear diffusion when connected in

parallel with a resistor [92].

All the above components and the corresponding values obtained from the fittings

are shown in the table 3.1.

3.2.3 Full model

The model used to fit the data of the DNA samples is shown in figure 3.4b. The model

is a modified version of the model for the control samples (figure 3.4a). Data from

three separate origami samples (O1-O3) and one TX tile (TX1) is fitted and com-

pared to the control samples (see table 3.1).
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The plots obtained from samples O1-O2 and TX1 and the data fittings based

on the used model are presented in figures 3.3b&c. Similarly to the control samples

the semicircles are again visible, but now there exists an additional low frequency

tail.

The impedance describing the processes (assumed to be mostly tunneling) in

the SL of the control samples, Zdl, is modified by adding a serial combination of

a resistor (Rc) and a CPE (Qc) with varying exponents (nQ from 0.3 to 0.8) in

parallel. It is obvious that the charge transfer through the SL gets altered when

a DNA molecule is attached electrically, chemically (covalently via linkers), and me-

chanically (brought to physical contact) to the gold, but the mechanism of the CT

is not completely clear. It appears that the tunneling process through the SL (de-

scribed by Rc) is significantly eased at the high frequency limit but is limited by

the impedance of the CPE, Qc, at low frequencies. Since the Qc does not formally

have a DC limit, the Rct included in the Zdl will take care of that.

A resistance, RDNA, is added in parallel with the impedance Zs describing the dif-

fusive layer that is now filled with DNA.

3.2.4 Observations and discussion

Common differences between the control and DNA samples

In the DNA equivalent circuit the large resistance Rct is still present in the circuit

but has a negligible contribution to the AC conductivity since it is large compared

to other impedances parallel to it. However, at low frequencies, i.e. close to the DC

limit, it plays a significant role. Formally, the impedances ofQc and Cdl are infinite at

the DC limit, and thus they can not describe a possible small electronic DC current

flowing directly from the DNA, or via the linker, to the electrode. The resistance

describing such a small current would be parallel to Rct and can be understood to

be included therein. During the fittings it was noticed that the value of Rct was

similar to the control sample, which implies that the resistance related to the direct

electronic DC current from the DNA to the electrode is larger than the value of Rct

determined for the control sample. By adding Rs and Rct from table 3.1 together,

one can estimate the DC resistance of the equivalent circuit to be roughly 10 GΩ, in

case of the origami samples, or 25 GΩ, in case of the TX tile sample, which agrees

with the measured DC resistances near zero bias. A simple DC measurement is

not enough to characterize the conductivity since the large resistances hide crucial

information about other possible conductivity mechanisms.
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Table 3.1: The fitting parameters obtained for the equivalent circuits for the control

samples (OC1 and TXC1) and the DNA origami (O1-O3) and TX tile (TX1) samples.

The values in the parentheses are not fitted but fixed, based on the fitting of the dry or

control samples, or for other reasons (described in the text). The data is adapted from

[119, 121].

Sample Rs(||DNA) Wdiff Cdl Rct Rc Qc nQ Ce

(Vbias, RH) [MΩ] [ps
1
2 Ω−1] [pF] [GΩ] [MΩ] [psnQΩ−1] [pF]

OC1 (0.0 V, 90 %) 2200 110 290 7.4 - - - (9.0)

TXC1 (0.0 V, 90 %) 1300 13 26 26 - - - (6.8)

O1 (0.0 V, 90 %) 60 1100 1100 (7.4) 120 5.3 0.79 (9.0)

O2 (0.0 V, 90 %) 83 1200 1800 (7.4) 73 4.6 0.71 (9.0)

O2 (0.3 V, 90 %) 69 1000 1500 2.8 66 3.7 0.77 (9.0)

O3 (0.0 V, 95 %) 67 2700 20 (∞) 41 7.4 0.50 (9.0)

TX1 (0.0 V, 90 %) 900 29 1.8 (26) 1500 0.13 0.3 (6.8)

However, the resistance describing the parallel combination of Rs and RDNA is

significantly smaller than Rs of the control sample (OC1) in the case of the origami

samples (O1-O3), whereas the TX tile sample (TX1) shows pretty similar (a bit

lower) resistance to the control sample (TXC1). If it is assumed that the thermal

hopping is negligible, the lowered resistance could be due to intrinsic conductivity

or increased ionic conductivity.

The constant Wdiff of samples O1-O2 is about tenfold increased compared to

the control sample (OC1). The case of the TX tile sample (TX1 compared to

TXC1) also shows slight increase.

The simultaneous increase of Wdiff and Rs can be explained by simultaneous

increase of permittivity and ionic conduction along the DNA via H+ and OH− ions

produced by the water adsorption of the DNA. The charges separate and recombine

according to Grotthuss mechanism. The ionic conductivity via this mechanism is

dependent on both the RH and the permittivity [124]:

σ ∝
√
Nw exp

(
−q2

2εrε0dRT

)
, (3.2)

where Nw is the amount of water molecules adsorbed per nucleotide, and the ex-

ponential function describes the amount of energy required to separate the charge

species (q is the charge, d the equilibrium distance of the charge species).

The roles of Rc and Qc remain a bit unclear. The Rc is probably due to enhanced

electronic transfer because of e.g. increased amount of protons and hydroxyl ions
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near the electrode, lowering of the energy barrier related to the SL, or the link-

ers. In that case it is only natural that Qc would describe the processes involved in

the polarization of the DNA (and the counterion cloud) surrounding it, which would

hinder the combining of charge species, adsorbtion of water by the DNA, and/or

the Grotthus mechanism after the tunneling. It can be speculated that the polariza-

tion of the medium could have a similar effect also in the case of the control samples

(although it takes longer due to lower motility of the charge species), which accually

might be the case, but because of the frequency range used (due to the limitations

of our measurement setup) it is not observed. The DC limit is governed by fully

polarized situation described best by the model of the control samples, i.e. it behaves

as if there was no DNA in the gap.

Differences between the DNA samples

On the other hand, Cdl of the samples O1-O2 is slightly increased, whereas for

TX1 it is tenfold decreased. The difference in the way that the structures influence

the SL is probably due to the very different sizes of the constructs and the chemical

compositions of the structures.

It has been theorized that the bound water layer around DNA (about 3 Å

thick) has lower permittivity than the bulk water due to reduced motility of wa-

ter molecules [124], which means that the possible conduction channels have to be

larger than 3 Å, which in turn implies that the construct with less pores and seams

could be less conducting, which is in agreement with the fact that the TX tile

structure is seamless. Furthermore, a stretch of DNA nucleotides can adsorb only

a certain number of water molecules at a given RH level, and the origami and TX

tile structures indeed have very different amount of nucleotides: 14,000 and 1,000

nucleotides, respectively.

By using the relation of linear ohmic resistance, i.e.

R = ρ
l

A
, (3.3)

where R is the resistance, ρ the resistivity, l the length, and A and the cross-sectional

area of the conductor, a 1:10 ratio of resistances is found between the origami and

the TX samples, which roughly agrees with our DC measurements and the discussion

in the previous paragraph.
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The effect of the bias voltage on sample O2

Furthermore, it was shown (sample O2) that the bias voltage of 0.3 V which is in

the high-conductance region of the DC measurement (figure 3.2) reduced essentially

only the value of Rct, which implies that the bias voltage does not affect the conduc-

tion (ionic or electronic) along the DNA, but instead increases the rate of electrons

entering the medium, which in turn eliminates the possibility of enabled thermal

hopping along the DNA (at least at this low voltages). Thus the origin of the in-

crease of conductivity is attributed to electrochemical effects at the electrode surface

or just eased electron/hole tunneling.

The effect of further increasing humidity on sample O3

The influence of further increasing RH to 95 % was also investigated (sample O3). It

is clear that the water is remarkably affecting the conductivity since the value of Wdiff

is about doubled, whereas Cdl is almost hundredfold decreased, which means that

the composition of the SL must get drastically altered. In addition, the exponent

of the Qc changed from ∼0.8 to 0.5, which could be attributed to more idealized

diffusion, possibly along DNA. The resistance Rs remained almost the same.

Differences between the control samples

By comparing the two control samples TXC1 and OC1 it can be seen that even

though the values of Rs imply that the ionic strengths of the control samples are

about the same, the values of Rct differ tenfold. This could be due to slight dif-

ferences in pH, which in turn could be attributed to combination of the tunneled

electrons with the protons in the vicinity of the electrode. The other possibility is

hole tunneling and combination with hydroxyl ions. Furthermore, the gap sizes of

two control samples are different, and the dimensions of the gold electrodes might

also differ.

Additional points

The solution resistance of strong electrolyte solution (full dissociation) with no ions

with higher valence numbers is given the Kohlrausch’s law for molar conductivity

[132]:

λm = λ0
m +K

√
c, (3.4)
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where λ0
m is the limiting molar conductivity, K an empirical constant, and c con-

centration (generalizes to ionic strength via activities of different species). Thus

the solution resistance is roughly inversely proportional to the ionic strength of

the electrolyte solution, which can be assumed to be roughly the same between

the control and DNA samples (depends on the washing procedure, which was kept

the same all the time). Therefore, the large variations in the conductivity between

the DNA samples and the control sample cannot be only due to changes in the ionic

strength.

When interpreting the results a few things should be taken into account:

• The data available is very limited because of the limited time, resources, and

rather low yield of trapping (only ∼10 % yield with origami and ∼1-5 % with

TX tile structures). Hundreds of samples were fabricated because the samples

could not be reused due to left-over impurities from the DEP trapping process.

• There is no simple theory for our highly complicated system, i.e. solvent could

be gaseous (although the water vapor probably forms a liquid continuum be-

tween the electrodes at high RH, see reference [133]), electrode reactions are

very slow, bias voltages used are low, electrode separation is much smaller or

comparable to the Debye length, solvent is the main charge carrier, and there

is a presence of ions with multiple valence numbers.

• All the effects happen in nanoscale, which means that there can be many effects

that have not been taken into account, i.e. AC electro-osmosis and the effect

of the DL overlapping with it [134], Joule heating, and the very nonuniform

electric field.
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Conclusions and discussion

DEP trapping technique can be used as a tool to immobilize single DNA constructs,

which enables electrical measurements. The electrical properties of DNA constructs

were characterized by means of AC-IS and DC measurements. The developed equiv-

alent circuit model together with the DC measurements describes the processes

contributing to the overall conductivity.

The results indicate that the intrinsic electronic conductivity, as well as ionic

conductivity, are very low in both dry (electronic conductivity ∼ TΩ from DC

measurements) and humid conditions (ionic conductivity ∼ 100 MΩ from AC mea-

surements), and the main charge carriers in humid conditions are the adsorbed and

ionized water molecules, which leads to size dependency and is in agreement with

the findings of few other groups [15, 124, 135]. Furthermore, the effect of DL noise

due to charging and slow electron transport between gold and water (with or without

DNA), was found to hide crucial information about the conductivity in DC mea-

surements, which is not surprising considering that pure water is poorly conducting

and the main mechanism turns out to be water-mediated.

The tunneling through water has been studied both theoretically and experimen-

tally [136–139]. Orientation of the water dipoles seems to greatly affect the tunneling

rate, and the process can be described as tunneling through a rectangular barrier

when the energies are below the energy of the barrier. The effects of water on

molecular junctions have been only recently investigated in more detail [122, 140],

and it seems that the water produces gating effects on polar molecules due to time-

averaged net dipole fields. In this thesis the effects due to dipole relaxation of water

were considered negligible since the timescale of such effects (for pure water) is less

than one microsecond [141] (largest frequencies measured 100 kHz corresponding to

0.1 µs).

50
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The rate of electron transfer between gold and water is probably very sensi-

tive to changes in pH. In addition, the amount of left-over ions can drastically

change the electrochemical kinetics, or even induce ion-gated transport properties

in smaller DNA molecules [142]. Therefore, more sophisticated methods to better

control the concentrations and pH in nanoscale are required if such effects were to

be investigated in more detail.

The DC measurements performed by Tuukkanen et al. for 140-nm-long dsDNA

molecules using the exactly same methods agree with our (and many other groups)

DC measurements in dry [85] on SiO2 surface. In humid conditions they measured

resistances of the order of 100 MΩ-1 GΩ, which does not agree with our result

about the size dependency, i.e. larger structures should be more conducting due

to increased adsorbtion of water. This could be due to the issues discussed in

the previous paragraph, or there was intrinsic conductivity present. The hysteresis

is similar to that observed in the case of TX tiles and the time constants of charging

(∼ 5-30 s [7, 85]) roughly agree with our result 70 s for the TX tile sample, which

implies that the former is the better explanation.

Conductance measurements of short DNA strands have taken huge steps forward

towards more reliable reproducible measurements and relatively high currents have

been obtained [25, 43, 130]. In the first reference cited controllable break junctions

were used [143] with a novel thiol modification [144]: the terminal T bases were mod-

ified to contain protected thiol groups instead of the backbone. Resistance of about

70 kΩ was measured for 21-bp-long poly(GC) strands in vacuum. In the second

reference exponential dependence of the conductivity on the length of the sample

containing AT sites was demonstrated. In addition, inverse dependence was found

on the length of strands containing only GC sites. 14-bp-long poly(GC) strands had

a resistance of about 32 MΩ, whereas the 12-bp-long strands containing GC sites

with eight AT bp in the middle showed a resistance of about 2.7 GΩ. The mea-

surements were performed in aqueous solution. The cases containing the AT bp in

the middle had a decay constant of β ≈0.45 Å−1, which means that the strands are

something between an insulator and a wire. The third reference shows large cur-

rents through bundles of 26-bp-long dsDNA strands washed with water right before

the measurements with bias voltages over 1 V. The last reference is the least reli-

able since it involves huge voltages that very likely induce electrolysis and tunneling

effects.

In conclusion, our measurements indicate that larger DNA structures are di-

electrics. Nevertheless, knowing the conductivity mechanism of larger DNA tem-
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plates is crucial e.g. from the viewpoints of nanomanipulation, fabricating locally

conducting parts by doping, and using the DNA template as a dielectric as such.
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Appendix A

Parameters used in

the lithography process

Thermal growing of SiO2

• Wafers were cut into 3 pieces to fit the wafer into the oxidation tube, and

carefully cleaned to clear impurities and organic dirt.

• Growth was done in a temperature of 1100 oC overnight with a slow oxygen

flow (few bubbles per second in water).

• Heating up took 4 hours and cooling down 8 hours.

• During the heating and cooling processes oxygen flow was off and nitrogen

flow was used instead.

• The oxidized pieces were again cleared and stored for later use.

• The thickness of the resulting oxide layer is about 700-900 nm.

Deposition of the resist

• A small chip was carefully cut from the oxidized wafer and cleaned in hot

acetone and rinsed with IPA.

• The chip was put on the spinner (vacuum was used to immobilize the chip).

One drop of the resist was then deposited on the chip.
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• The resist used was Microchem PMMA 950 in anisole. The original product

was 11%, but it was diluted to 2%.

• 2000 RPM was used with sufficiently low acceleration. The resist layer seemed

to saturate around 30 seconds, but we used 45 seconds just to be sure.

• The resulting resist layer was about 100 nm thick.

Exposure

• First latex balls or silver paint was added on the chip (near the edge of the chip)

for rough focusing.

• The electron beam writer used for patterning was Raith E-line, i.e. a tool

based on SEM and especially designed for e-beam patterning.

• After the loading procedure and the rough focusing contamination spots were

burned with 10 µm aperture. A round shape and a diameter of 13-20 nm was

required from the beam before exposure.

• Before the exposure the current of the beam was measured.

• Inner structures (i.e. the fingertips, smaller parts of the electrodes – area of

10×10 µm2) were exposed by using the 10 µm aperture. Step size used was

24 nm for the area-like parts (rasterized with 2 parallel lines or more) of

the electrode. The tip of the electrode was realized as a single pixel line and

the step size for it was 0.2 nm. The doses were around 400 µAs/cm2 and 4000

pAs/cm, respectively. The current was about 0.037 nA.

• Middle parts (area of 120x120 µm2) were also exposed using the 10 µm aper-

ture, but the step size was increased to 64 nm.

• Outer structures (i.e. pads, larger parts of the electrodes – two areas of 2x2

mm2) were exposed using 120 µm aperture, while the step size was about 220

nm. Current was 5-7 nA depending on the age of the filament.

Etching processes
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• The RIE used was Oxford Plasmalab 80+.

• The cleaning of the organic residues from the developed areas was done with

the following parameters: oxygen flow 50 sccm, RF power 15 W, time 10 s,

pressure 30 mTorr.

• The recipe of the cleaning before DEP experiments: oxygen flow 50 sccm, RF

power 25 W, time 1 min, pressure 40 mTorr.

Metallization

• The evaporation rates were measured using a rate meter based on a quartz

crystal microbalance.

• Evaporation of titanium happened with a rate of about 0.2 nm/s.

• The evaporation rate of gold was about 0.04-0.06 nm/s.
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Appendix B

Details for design and fabrication

of the TX tile B-A-B complex

Below are the base sequences (and colors) of the strands in the figure B.1:

1. ATCGAGAGAC ATAACTGCTT GACCACGCTG TATCGGAACC TGACTCCTAA TCAGCA

2. AGGAGTCACT CTCGATGCCA GACG

3. GGTATAGTAT GCAACGTGAA TGAACAAGGT GAGGTGTCAA TGGAGATGAA TGTTC

4. ATCTCCATTG ACAGGTCAAG CAGTTATGTG GTTCTGCATA CTATACCGAA TGTTC

5. ATAGCACCAC TGCAAGGCCA GACG

6. CTTGCAGTCC TTGTTCATTC ACGTCGATAC AGCGTCCTCA GGTGCTATAA TCAGCA

7. TGGAGCGACA TG with 5’ thiol modification

8. AGATAACATA AGGACACTTA GGAATCCAGT ACTGACACAC AGTTGGAACA TTC

9. CAACTGTGTG AATGGGACTT TGCTGATT (28)

10. AGCTGAACCT ACAGTCATAC GACTCGAACA CGTAGTATCA TCTAGCGTCT GGC

11. CTAGATGATA CTACGGCTAC TCAGTACTGG ATTCCTAAGT GAATTGGAC

12. GATCATGATG TTCGAGTCGT ATGACTGTAC TATCTCCTTA TGTTATCTCA TGTCGCTCCA

13. AAGTCCCATT GTAGCTCATG ATCGTCCAAT TGATAGCCCT GTTGACATGT CGCTCCA

14. TCAACAGGGG GTTCAGCTCA TGTCGCTCCA

The thiol modification used was not the typical C6-thiol of the figure 1.10. In-

stead, the molecule used, /5ThioMC6-D/, is shown in the figure B.2. The S-S bond

is weaker than the S-Au bond and thus the S-S bond opens when the linker meets

gold and S-Au bond is formed (after which the molecule is similar to the C6-thiol).

This kind of S-S linker protection prevents aggregation of the molecules.
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Figure B.1: Arrows indicate the direction from 5’ to 3’ end. A and A’ are complementary

sticky ends and B is the thiol-modified sticky end. One can follow one of the strands to

see how the tile, and especially crossovers, form.

Figure B.2: The thiol modification used in 5’ ends of both the B-A-B complexes and

the origami structures.

Each strand was modified separately by adding 1.5 µl of master mix (see table

B.1) to tubes containing 10 µl of strands of tile A (10 µM) or by adding 3.0 µl of

master mix to tubes containing 20 µl of strands of tile B (10 µM). The strand 7 was

diluted to the same concentration (8.7 µM) as the other strands had after incubation

with T4 kinase.
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Table B.1: Amounts of components used in the master mix for the kinase treatment and

the reaction solution.

Component Amount [µl]

Master mix

40 mM Tris, 1 mM EDTA, 19 mM HAc, 500 mM MgAc 5.8

40 mM Tris, 1 mM EDTA, 19 mM HAc 0.8

10× T4 DNA Ligase reaction buffer 23.0

T4 Polynucleotide Kinase (10,000 U/ml) 0.5

Reaction solution

All B-A-B complex strands (pretreated with master mix) (in total) 260.0

40 mM Tris, 1 mM EDTA, 19 mM HAc, 500 mM MgAc 1.0

40 mM Tris, 1 mM EDTA, 19 mM HAc 7.0

10× T4 DNA Ligase reaction buffer 30.0

T4 DNA Ligase (400,000 U/ml) 2.0
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Appendix C

Details for design and fabrication

of the origami structures

Base sequences of the thiol-modified side strands for one end:

• 5’ AGCATAAAGCTAAATC CTCTCTCT CTCTCTCT CTCTCTCT CTCTCTCT /3ThioMC3-D/ 3’

• 5’ /5ThioMC6-D/ CTCTCTCT CTCTCTCT CTCTCTCT CTCTCTCT CTGTAGCTCAACATGT 3’

and for another

• 5’ /5ThioMC6-D/ CTCTCTCT CTCTCTCT CTCTCTCT CTCTCTCT CGACAAAAGGTAAAGT 3’

• 5’ AAATCAGATATAGAAG CTCTCTCT CTCTCTCT CTCTCTCT CTCTCTCT /3ThioMC3-D/ 3’

Figure C.1: The thiol modification used in 3’ ends (with origami structures).

16 bases of each strand are complementary with M13mp18 DNA sequence on

the edges of the origami, and a 32-bases-long repetitive CT sequence is used as

a spacer between the origami structure and the thiols. The linker molecule /5ThioMC6-

D/ is presented in the figure B.2 of the appendix B. Figure C.1 shows the 3’ end

version of the same S-S linker.

Table C.1 shows the amounts of components used in the fabrication and ligation

procedures and figure C.2 is a schematic presentation of the design.
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Figure C.2: A schematic presentation of the design of a rectangular DNA origami.
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Table C.1: The amounts of components (in the order of mixing) used in the origami

fabrication and the ligation procedure followed by the annealing.

Component Amount [µl]

Origami fabrication

10× TAE Mg++ buffer 5.0

Distilled water 19.7

10× T4 DNA Ligase reaction buffer 5.0

M13mp18 virus (0.93 nM) 5.4

Staple strand mix (0.78 µM) 6.9

Thiol-modified side strands (1 µM) 5.0

T4 Polynucleotide kinase 3.0

Ligation procedure

Distilled water 67.0

10× TAE Mg++ buffer 9.0

10× T4 DNA Ligase reaction buffer 9.0

Annealed DNA origami solution 10.0

T4 DNA Ligase 5.0
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Appendix D

The filtration/buffer exchange

procedure

The origami solution was not diluted before spinning, whereas the TX tile solu-

tion was diluted 1:10 to the DEP buffer. For filtering and buffer exchange we

used Millipore Microcon YM-100 spin filters which have a MW cutoff of 100 kDa.

The procedure was done in the following way:

• 100 µL of the sample was mixed with 300 µL of the DEP buffer and put into

the YM spin filter.

• Sample was spun for 12 min at 1000 relative centrifugal force (rcf) and 4 oC.

• After that the sample was removed from the centrifuge. The filter had only

a few tens of microliters of sample left in it. The filter was taken out and

the liquid in the tube below was removed. Then the filter was reinserted and

400 µL of the buffer was added.

• Sample was spun for 7 min at the same conditions. This left us with 100 µL

of sample retained in the spin filter.

• Finally, the spin filter was removed, placed upside down in a fresh tube and

spun in a microcentrifuge for 2-3 min to collect the solution.

The 100 kDa MW cutoff was not sufficient in the case of the TX tile structures

since only tile A has a MW smaller than 100 kDa, which means that most of the non-

bonded (via sticky-end pairing) tiles B and complexes B-A remained in the solution

instead of filtering out lowering the overall yield of the trapping procedure.
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Appendix E

Typical measuring parameters

used in the AC measurements

Table E.1: Typical parameters used in the AC measurements for three different frequency

ranges: high (∼ 1 Hz-100 kHz), middle (∼ 0.5-5 Hz), and low (∼ 0.01-1 Hz).

Parameter High Middle Low

Measuring interval [ms] 200 300 300

Maximum deviation (noise) [%] 1 0.1 0.01

Averaging [scans/point] 100 100 100

Maximum iterations 200 300 400

(tries to meet the deviation condition)

Time constants to measure over: 20 15 10

Number of data points (logarithmic steps): 25 20 15

Slope of the low-pass filter [dB/octave]: 18 18 12

The lowest frequencies measured were determined by the quality of the measured

data. When the total impedance of the system approached 10 GΩ (i.e. the input

impedance of the preamplifiers) the data started to look quite distorted.

78


	Introduction
	Background
	Natural DNA
	Structure, properties, conformations
	Fabrication methods of DNA

	DNA conductivity
	Charge Transfer
	Electronic conduction

	DNA structures
	Sticky ends, Holliday junction, tiles
	The origami method
	DNA structure as a breadbroad

	Dielectrophoresis
	Theory of dielectrophoresis
	Dielectrophoresis and immobilization of DNA

	Impedance spectroscopy
	Impedance as a complex quantity
	Electrode systems
	Double layer, electrolytes
	Equivalent model


	Experimental methods
	Sample preparation
	Fabrication of the DNA structures
	TX tile B-A-B structures
	Rectangular DNA origami structures

	Immobilization of the structures
	Measurements
	DC measurements
	AC measurements


	Analysis and results
	DC conductivities
	AC-IS measurements
	The stray capacitance
	The control samples
	Full model
	Observations and discussion


	Conclusions and discussion
	Parameters used in the lithography process
	Details for design and fabrication of the TX tile B-A-B complex
	Details for design and fabrication of the origami structures
	The filtration/buffer exchange procedure
	Typical measuring parameters used in the AC measurements

