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Abstract: The purpose of this paper is to review, summardae illustrate research
work involving four audio-based games created witta user-centered design
methodology through successive usability tasks ewaluations. These games were
designed by considering the mental model of blmllieen and their styles of interaction
to perceiveand process data and information. The goal of thegsmes was to enhance
the cognitive development of spatial structures, mony, haptic perception,
mathematical skills, navigation and orientation,daproblem solving of blind children.
Findings indicate significant improvements in leéamand cognition from using audio-
based tools specially tailored for the blind. That technologies for blind children,
carefully tailored through user-centered design mgghes, can make a significant
contribution to cognitive development of these dibih. This paper contributes new
insight into the design and implementation of atluksed virtual environments to
facilitate learning and cognition in blind children

Keywords: blind children, user-centered design, audio-basg@rfaces, learning and
cognition.

INTRODUCTION

The increasing pace of technological growth ancettggment has been difficult to follow for
the average citizen. This situation is more critfoa people with disabilities, since many of
them do not have easy access to new technologhes.p®ssibilities for them to access
information and to work with technological devicae highly restricted, preventing them
from becoming more active in a globalized world.

Although sighted users have many different mentatlels, similarities exist among
people from the same culture and with similar eigrees. Moreover, digital nativeand
digital immigranté have varying intuitive mental models that determine pace at which
they can access information and develop a diverss af strategies, but they do not have
any major difficulties in the long run.

Children with visual disabilities have entirely feifent ways to structure, order, and
perceive the world, assuming a singular mental inquiée distinct from sighted children. This
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User-Centered Technologies for Blind Children

is a major issue affecting access to digital tetdgies based on graphical user interfaces:
Children with nonvisual mental models have to coytd devices designed for children with
visual mental models. In this paper, the tdsiind refers to children who are either totally
blind or have some residual vision (known colleefyvas legally blind).

Some research initiatives have incorporated sammhers and text-to-speech technology
into diverse computing environments for people witbual disabilities, but these are not
sufficient because the core applications are deslidar a user with a rather different mental
model (Pitt & Edwards, 1996; Weber, Kochaneck, Bégydis, & Homatas, 1993). Virtual
environments with three-dimensional (3D) sotiheve been developed to help legally blind
users construct a mental representation of a Vigngironment and to develop cognitive
abilities (Mereu & Kazman, 1996). Loomis, Lippa,akiky, and Golledge’s (2002) field
study sought to understand the spatial updatidgaaitions specified by 3D sound and spatial
language. Savidis, Stepanidis, Korte, Crispien, Betbaum (1996) incorporated a direct
manipulation system for hierarchical navigation rionvisual interaction. Schneider and
Strothotte (2000) studied the constructive explorabf spatial navigation by blind users.
Kurniawan, Sporka, Nemec, and Slavik (2004) desigaed fully evaluated a spatial audio
system for blind children. The work of Morley, RetrO’Neill & McNally (1998) presented
blind users with the task of developing navigaticsteategies in order to represent complex
spatial structures that pose cognitive difficulttesthese users. This system was developed
for use with various output devices, such as a epn&eyboard, tablets, haptic interfaces
(Lange, 1999), and joysticks with force feedbackg&er & Antonishek, 2001).

In response to the issue of developing user-cemté&Fehnology for blind children,
diverse interface designs have been implementedders with visual disabilities that allow
them to utilize the technology more fully. One iitve in this line of research is centered on
sound-based interfaces used to enhance cognitibhnid children. This researcher’s group
has been using 3D sound to convey information arwvledge by exploiting users’ auditory
senses to cope with their loss of vision. Systemnagability evaluations have been performed
during the development of the interface in orderirttorm the design of user-centered
interfaces. Specifically, the research group hastifled key interface issues used to map the
blind users’ mental models, needs, and ways ofkihin (Sanchez, Baloian, Hassler, &
Hoppe, 2003; Sanchez & Lumbreras, 1999; Sancheaeha & 2006a, 2006b, 2006c).

Spatial, sound-based virtual environments have besented toward assisting the
cognitive development of children with visual digaies through the development of tempo-
spatial structures, short-term and abstract membaptic perception, problem solving,
mathematics learning skills, and orientation anditimation skills. Relevant data from these
studies are helping to map the role that spatiah@daan play in the cognitive development of
blind children. Researchers are progressively dowpphe hypothesis that computer-
delivered spatial sound has a critical impact @ dbgnitive development of blind children
(Baldis, 2001; Cernuzzi, Paniagua, & Chenu, 20@&hdyv & Mioduser, 2004; McCrindle &
Symons, 2000; Sanchez & Flores, 2004, 2005; Sanéhe=s, & Saenz, 2005; Sanchez &
Séenz, 2005; Winberg & Helltrom, 2000).

Interfaces without visual cues for blind childreavi been critical for exploring the auditory
means for enhanced cognition. In such researcialdigplications for sighted children have not
been embedded with audio, nor have screen reagdensusedh applications intended for blind
children. As a result, through continuous testimgsability practices, researchers have been able
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to define the particular mental models that blisdra employ to perceive their real surroundings.
Such research allows designers to improve embadtgthce tools that help blind users to map
their own virtual surroundings and access oppdiasio become more fully integrated into their

societies that are relying more regularly on te@imioal access.

The purpose of this paper is to review, summasdné, illustrate the work on four audio-
based games designed to assist blind children ppm@ their virtual environments and to
improve their cognitive development. The developti@ncess of this research employed a
user-centered design methodology through successadaility tasks and evaluations.

RELATED WORK
Hardware for Blind Children

One of the most traditional techniques blind peopke for transferring and storing
information comes from the creation of tactile-expld characters. Louis Braille created a
system based on dots arranged in two columns eétpoints each and forming a cell that
represents an alphabetic character. Paper or lakgets printed with these characters
constitute permanent reading sources for visuallyaired people, such as traditional books
for sighted people. Today, Braille cells have bdeweloped technically as a set of elements
electrically configured in such a way that, whegaorized in lines, constitute a Braille line.
When this line is used with@mputer terminal and with appropriate software iabeifaces,

it is capable of reproducing a line of conventiotedt in Braille. The user reads the line by
moving his or her finger over these Braille celisifait were a printed line. Once read, a new
set of characters takes the place of the previoesamd the process continues in this way
until a given text is completed. The use of bidisienal mechanisms, such as using Braille
lines and haptic devices, is also seen as a vialidgnative to help improve the social
integration and inclusion of sight-impaired peoffif@amstein, 1996).

Virtual reality systems often lack significant téetstimulation. Currently, interaction is
used primarily through visual cues. Likewise, nanslard mechanisms exist that prohibit or
help users avoid virtual collisions with objectdlie digital world (since there is no sensation
of contact). Recent literature proposes some plesalternatives to solving this problem by
using haptic interfaces (Tan, 2000). Haptics rslatethe sense of touch. It is applied in the
digital environment by combining the tactile alod# with virtual reality.

Some haptic devices are capable of providing feddtaough interaction with muscles
and tendons, and, in this way, a feeling of appgiyiorce over a certain object is provided.
Moreover, some devices use tactile terminals teigeoinformation about temperature, texture,
and pressure. For exampRHANTOM is a pointer device that provides force feedbacguch
a way that the user can feel the volume and faroelated inside the virtual environment with
his or her hand (Yu & Brewster, 2002). This progid®r greater feedback during the
interaction with objects inside a certain applmati from menus to entire virtual worlds.
Among the many diverse uses of this device is #wgth of regular and irregular geometrical
figures, represented in order to allow blind udergentify shapes, reliefs, and textures. The
PHANTOM also allows for the modeling of a virtual enviroemh with corridors, streets, rooms,
buildings, and so forth, through which the usermavigate, assisted by the same device.
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In a similar vein, the use of force feedback jmjsiin software interaction introduces a
new field of action for blind people. Such devigesduce a decreased need for audio stimuli,
which lowers the acoustic contamination. Force lfeell joysticks are devices with a high
potential for use, as they provide a sufficient bemof buttons, button arrangements, sizes,
and the like, to facilitate software interactioré8hez et al., 2003). The increased tactility
provided through these joysticks and other haptierfaces, coordinated with audio assistance,
represents an important complement for user inieraand immersion in the virtual world.

Finally, tablets are devices used in conjunctioth\ai pen and operate in a way similar to
a mouse. They are very helpful in aiding interfaimesusers with visual disabilities (Van den
Doel et al., 2004). It is very easy to design ofsjeand guide the interaction by locating
spaces represented on screen areas of the taidetisE process is similar to that of a mouse,
but the tablet includes a grille with reliefs orihiait permit the blind user to locate and select
certain screen areas.

Software for Blind Children

Even though mental models are different for eaanhdmubeing, there are several similarities
between people with similar lifestyles, culturexperiences, training background, and
knowledge. Digital immigrants and digital nativesvi intuitive mental models for accessing
information via technologies without major problen@n the contrary, however, the way
users with visual impairments shape, order, andepex the world is completely different
from sighted users, and thus they approach thealirand real environment through an
entirely different mental model. This is, withoutlaubt, the most critical challenge that blind
users face when using technologies with interfaloas have not been designed and planned
specifically for them. It is not enough to simplyeg them accessibility to information
technology: They cannot interact with games inghme manner as their sighted peers. Such
access must be designed from the beginning fos weén visual impairments.

Tactile input/output hardware is not the only way grovide blind people with the
information from codified texts in the computerssmory. Voice synthesizing software,
known as text-to-speech (TTS), allows for the iptetation of written information through
hearing it spoken aloud. There are many applicatiimown as screen readers that allow
users to navigate through a visual screen andve hecess to software based on text mode
and graphical interfaces that are supported byofferating system’s message system. The
main concern with this type of support is the progesign of the dialog between the sight-
impaired user and the computer, because when #ialits is not appropriately created, it
may become useless (Pitt & Edwards, 1996).

Simply adding TTS to the software is not sufficiemtachieve an adequate management
of tools, due primarily to the distinctiveness beén the blind and sighted users’ mental
models. As a consequence, some interface desighslerelopments for users with visual
disabilities adopt a rather different paradigm ey to orient these special users to the
management of technology, which would imply impottachievements for blind users in the
management of computer and mobile devices.

Audio-based virtual environments have helped torowe learning and cognition in
blind children. They have assisted the developnantempo-spatial skills (Sanchez &
Lumbreras, 1999), haptic perception, and abstraginomy (Sanchez et al., 2003). The
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development and practice of short-term memory skilas also been attained during
interactions with virtual environments (Sanchez|&rgs, 2004).

Based on this research, a game based on the baawel ldemory was designed (Sanchez
& Flores, 2004). By considering the specific neadsblind children and their level of
psychological development, educational topics wels® included in order to go beyond
entertainment and sociability and to delve morepfjeeto their learning. The cognitive
emphasis of this software was on boosting shont-tend long-term memory. Another
software program helped blind children to identdyd differentiate sound-enhancing
orientation, navigation, and mobility skills in theveryday life (Sanchez and Saenz, 2006a).

In this paper, the research emphasizes the restiggned after use of the four games
specially designed for legally blind childre®udioMath, The Farm of Theo & Seth,
AudioVida,and AudioChile Thesegames include both audio (for the totally blindylasisual
(for those with residual vision) interfaces thatreveadapted to the specific needs and
characteristics of the blind children.

THE METHODOLOGY OF THE STUDIES

For more than a decade now, researchers have gedetoftware and games for blind users
under the criterion that interfaces are appropriate-that is, tailored—to the needs and
interests of the user’s mental model. In desigr@ind developing software for blind people,
researchers have established a methodology andurmetts for usability and cognitive
evaluation of software. These methods provide ezlewdata that can be used to redesign
virtual environments and produce pertinent usezried interfaces. In this paper, four games
are presented that were especially designed andennepted for children with visual
disabilities and targeted to enhance specific dognskills (see Figure 1).

Participants

A total sample of 67 learners who were attendirggSanta Lucia School in Santiago, Chile,
was selected, although not all learners testeddhges. All learners were classified as legally
blind and most of them also had learning disab8itisuch as varying degrees of intellectual
development. Special education teachers and uyaéxperts also participated in each study
as facilitators. Usability experts were softwarejiarers with human-computer interaction
research and practice experience that fully evatutte interfaces to map and tailor correctly
the game use to blind children.

As displayed in Table 1, 37 of the 67 studentsuated the usability of the games, and
30 participated in the cognitive evaluation. Thahikty evaluation involved children who
did not participated in the cognitive evaluatioheTidea was that the children who interacted
with the game for the cognitive evaluation did haive any previous experience with the
software that could contaminate the studies. Theility evaluation did not consider a
control group; all 37 children interacted with arged the games.
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(A)

© RBR\

(D) ¢t
Figure 1. A user interacting with different software: (AudioMath (B) The Farm of Theo & SetliC)

AudioVidaand (D)AudioChile For the games shown in A, B and C, the settirggeseo sound. In the case
of AudioChile,the actual setting for 3D sound interaction i® asown in D.

Table 1. Participants in the Usability and Cognitive Evaioas of the Four Games.

Participants
. The Farm of - . .
AudioMath Theo & Seth AudioVida AudioChile TOTAL
Usability Evaluation 19 9 3 6 37
Cognitive Evaluation 10 6 9 5 30
29 15 12 11 67

It is important to note that all of the studies &aronducted in Spanish with native
speakers of Spanish using Spanish-language progfmasinformation has been translated
for the purpose of this paper.

Usability Evaluation
For the usability oAudioMath,the sample consisted of 19 children, 9 boys angirl€) aged

6-15 years. Children had diverse intellectual dgwelent, such as normal, slow normal,
borderline, below normal, and mentally deficient.
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The usability evaluation ofhe Farm of Theo & Setwas implemented with a sample
consisting of 9 children aged 8 years old. Fouthein were blind (2 girls and 2 boys) and
five had residual vision (4 girls and 1 boy).

For the usability evaluation of the gaadioVida,researchers selected a sample of three
blind children, aged 10-15 years. One of them Jiad from birth and the other two acquired
blindness during childhood.

The sample for the usability evaluationAxidioChileconsisted of 6 children with visual
disabilities, 4 boys and 2 girls, aged 10-15 yeHnsee children had low vision and the other
three had total blindness. Two of them were blirarf birth, one child acquired blindness
during childhood, two had good residual vision, ané had poor functional residual vision.

Cognitive Evaluation

The cognitive evaluation diudioMathwas implemented with 10 children, aged 8-15 years,
5 girls and 5 boys. The evaluation Biie Farm of Theo & SetWvas implemented with 6
children, aged 7-8 years, 3 girls and 3 boys. Hrapte for the evaluation dkudioVida
consisted of 9 children with visual disabilities,b@ys and 2 girls, aged 10-15 years. Five
children had low vision (three had good residualori, and two had poor functional residual
vision) and four were totally blind (two of them reeblind from birth, two acquired blindness
during childhood). The sample for the evaluation AafdioChile sample consisted of 5
children with visual disabilities, 3 girls and 2ysp aged 8-12 years. Four of them had total
blindness and one had low vision.

Research Stages

Special care has been put into the software ddsigblind children because an effective
outcome cannot be created from the mindset of gyEswho simply closes his/her eyes:
The designer must understand the blind childrerédabior and way of thinking and
reasoning. Therefore, the methodology used foretlstsdies was user-centered design for
blind children, meaning that we started from thedseand interests of blind children and
then designed audio-based software accordinglydBtihildren participated in the studies,
interacting with and evaluating the usability angitive impact ofAudioMath, The Farm of
Theo & Seth, AudioVidand AudioChileas they were being developéithe intervention is
explained here, specifying the major stages imtbéhodology, followed by the games used,
the system requirements, the evaluation instrumehes cognitive tasks employed, and
experimentation procedure.

The following methodological stages were estabtistmeeorder to evaluate the usability
and cognitive impact of game-based virtual envirents for blind children (see also Figure 2).

1. Analysis In this stage, the cognitive skills to be imprdwveere considered as a baseline
component of the software, and were defined thraagtware features and interaction modes.
In addition, the corresponding technologies werindd following an analysis of the current
technologies and the solutions they provide. Emloainstruments were also analyzed and
selected. The usability and cognitive effectivengfssurrent research was evaluated by using
already validated instruments. Cognitive testsecaaccording to the cognitive skill studied.
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They ranged from general domain skills (problemvisgl) to specific domain skills
(mathematics). The instruments used are fully éexpthin the Instruments subsection below.

2. Design In this stage, storyboards, scripts, frameworid @ther aspects of the software
were defined, along with key interface usabilitguss. Usability evaluation involved the
evaluation of software interfaces. The cognitivealeation involved cognitive tasks
implemented during interaction with the game anghmased concrete, hands-on activities that
students performed and which involved solving peots similar to those encountered when
playing the virtual game. There were fixed goald procedures for these tasks in order to be
able to later replicate the experience severaldiwith different learners.

Figure 2. Research processes model. The research procéssvtiathe analysis stage, then continues with
design, implementation, and validation. The usgtdihd cognitive aspects are considered in albrese

The idea was to combine gaming with cognitive tasksempleted by using concrete
work materials—in order to form an integrated whilethe learning process of the blind
children. This process helped to improve the pdroepand abstract representation of
software elements, story personages, places, amhigos. Blind children can understand
more easily and thoroughly when working and leagniith concrete materials first, and then
interacting with the softwar@Roth, Petrucci, & Pun, 2000).

3. Implementation During this stage, the software development wase8 on user-
centered design, which makes the users and theirioop, interests, needs, thoughts,
emotions, and behaviors key factors in the softwaseiccess. The same children that
participated in Stage 2 also evaluated each iteratif the same program. The rapid
prototyping model (Boehm, 1988) for software engnireg was used.

4. Validation The end users’ usability evaluation was cruamlevaluating the blind
user's understanding, affordanGewisibility’, mapping, and mental modeling of the
software. The results obtained in the usabilityezignce were later used for redesigning the
software by tailoring it to the specific needs amehtal models of blind children.
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Based on the work of Shneiderman (1992), the rebees followed seven phases in each
session of usability evaluation with end users:

a. Introduction to the virtual environmenThe purpose of the testing and how to use
input devices to interact with the applications evexplained to the user. Facilitators
(experienced special education teachers who spexial working with visually impaired
children) mediated the orientation process whercttieren were using the input devices;

b. Software interaction Children navigated throughout the virtual envimamt and,
according to their needs, they were encouragedsthottze facilitators for help in order to
improve their orientation within the software.

c. Anecdotal recordRelevant data and observations of the child’sratdtion with the
software were registered onto observation sheetadiltators;

d. Usability evaluation The facilitators asked the user questions frorepared
guestionnaires regarding issues such as icon igahitd understandability during the
software interaction, as well as an end-user quassire. These questionnaires are fully
explained in the Instruments subsection below. ©riain occasions, the children had to
solve concrete tasks;

e. Session recordEach session was photograplaed videotaped to register the child’'s
behavior during the interaction;

f. Protocol reports of the sessioAll data from the child’s interaction were arcadfor
later analysis and revision. From these data weaimdd comments, feedback, and
suggestions in order to improve software navigasiod interaction;

g. Software design and redesigiach usability test ended with suggestions and
comments from the children for redesign, changel emprovement. According to the
comments and observations received from the segsiersoftware was redesigned and new
functions were added.

Following usability testing, a separate group @ thind users fully interacted with the
software and solved problems using concrete cagnitisks, thus learning cognitive skills as
a consequence of interacting and using the softwHney used real-world tasks and the
virtual environment to assist in their learning andgnition. Cognitive evaluation is
important in order to determine the impact thatuke of the software has on learning and the
development of cognitive skills, as demonstratedufh cognitive tasks. The evaluation is
based on the application of both qualitative anangjtative evaluation measures. These data,
collected by different instruments, are descrilvethe Instruments subsection below.

Game-Based Virtual Environments
AudioMath

This game (Sanchez & Flores, 2005; Sanchez e2@05) was modeled with mathematical
content, and allows for the practice of audio mgmuy legally blind children, and for the
practice of visual memory by children with residuadion. The tasks embedded in the game
include the exercise of audio/oral, visual/oraldialimage, and visual/image memory. By
opening pairs of tokens on a board with severaltewof difficulty, the child has to find the
corresponding pair of tokens that agree with theetut mathematical content presented. The
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game emphasizes the establishment of correspondertesquivalence relationships, the
development of memory, and the distinguishing offge-spatial notions (see Figure 3).

AudioMathwas designed to go beyond merely enhancing gederadin skills, such as
memory and tempo-spatial notions, by integratingh@aatical content. The researchers
embedded the game with mathematical concepts ldsttipn value, sequences, additive
decomposition, multiplication, and division.

The Farm of Theo & Seth

This farm-themed game (Sanchez & Sé&enz, 2005) miesthe objective of learning
mathematical concepts, such as position value,esegs, additive decomposition, addition,
subtraction, and cardinality. This game includestivating and engaging activities for
learning through different levels of complexity, dastimulates the relationship between
entertainment and learning, thus motivating childieinteract with the game (see Figure 4).

<<AUDIOMATH>>

(A)

Figure 3. Screenshots of the graphic user interface (GURwfioMath GUIs areused by users with

residual vision. (A) The user starts a new gameddgcting the entrance interface: keyboard, jolystic

tablet.(B) The game interface: On the left side theredsid with paired cards and corresponding
mathematics exercises; on the right side is th&rclomenu.

Figure 4. Screenshots of the graphic interfac&’bé Farm of Theo & SetfA) The main game interface
puts the user into the context. (B) The Operatldeshouse requires the user to complete addition and
subtraction exercises.
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The game is separated into various learning areasich the child can learn numbers
and solve basic operations and problems. This apfaim metaphor provides two major
virtual environments: the numbers kitchen and therations henhouse. The kitchen has two
subenvironments: serving the food and interactiaih Witchen utensils. Serving the food
covers ordinal numbers (through the creation ohanbers soup”) and the kitchen utensils
involves cardinal numbers (the position of utenisilaumerical order, and information about
preceding and succeeding numbers). The operatientoduse is a virtual space where
children learn how to add and subtract. It alsduithes a help option to familiarize children
with the keyboard.

AudioVida

This game, introduced in Sanchez & Saenz (2006c)argeted toward assisting with the
development of problem solving skillAudioVida emphasizes the implementation of
different routes for displacement in a complex uvait environment, based on audio
stimulation to facilitate reaching a specific deation and locating a particular object. To
achieve this goal, the learner must analyze amuipret the virtual space by applying notions
of spatiality and temporality. This favors the dfslability to recognize different possibilities

for displacement, to exercise audio discriminattbrough the navigation of the virtual

environment, to make a mental representation ofvilteal space while moving, and to

elaborate strategies used to navigate the envirohtheough shortcuts (see Figure 5).

The user navigates the labyrinth assisted by aodentation. The learner's immersion
in the virtual environment is induced through spladbund effects that indicate their position
and provide references about walls, doors, elemwitts which they can interact, and
intersections within the labyrinth. Children ardoimed about contextual changes through
volume and the positional variations of the soundrees. When contexts are changing,
learners receive an audio signal that defines ileettbn and closeness of the various game
components, motivating learners to “walk throughé wirtual labyrinth as they would do it
physically.

AudioChile

This game attempts to analyze the development abl@m-solving strategies (Sanchez &
Saenz, 2006a). The goal is for children to develwategies for problem identification and
planning, to execute those strategies for subségeeification, and to develop a capacity for
verification, reflection, and the generalization tbkir strategies for use in solving other
problems in a given virtual hyperstory (see Fighixe

Once immersed in the game’s 3D world, the userachopt a main character that could
be a girl or boy.AudioChile takes place in three different regions of Chilehil@®,
Valparaiso, and Chuquicamata. Information relevargach zone is provided by searchable
clues that allow children to visit and learn abaspects of Chilean geography and cultural
traditions.The clues are specified by the different personagdsn the game, so if the user
does not talk with these personages, he/she witmind the clues. To be able to virtually
travel between the different zones, children musdira certain objectives that will help
them in future tasks. Navigation in the virtual Vabis delimited by labyrinths that allow for
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(A)
Figure 5. Screenshots of the graphic interfacéaflioVida (A) The main menu of the game shows that a
new game will start. (B) The user navigates garbgrlaths and encounters different elements thatlres
in winning or losing a game, depending on the d@cssmade

Figure 6. Screenshots of the graphic interfaceAaflioChile.(A) Once the user has chosen to start a new
game, an avatar from the virtual world is selec{BJl.The user interacts with virtual persons in ghene.

the character's mobility and freedom within certperameters. Interaction occurs through
avatar behaviors, such as taking, giving, openghing, pulling, looking, speaking, using,
traveling, and checking the backpack, as well asem®nts and turns. These actions are
performed via the force feedback joystick and tagdoard.

All activities performed in the game, such as asegsthe menu and actions taken
during the story itself, have audio feedback (esgereo sounds) so that the user can
understand what is happening within the story. dnigating the virtual worldAudioChile
uses 3D sound to provide a better sense of spatiadd immersion in the game.

System Requirements

All of these games were developed for a PC platfarth the following system requirements:

PC with the equivalent of a 1 GHz processor or éighlicrosoft Windows XP SP2, 128MB of

RAM (256MB recommended), 32 MB DirectX 8 compatikideo card required, sound card, 4
speakers or headphones required for audio (demgndithe game) and keyboard.
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AudioMath The Farm of Theo & Sethand AudioChile were developed using a
Macromedia Director 8.5 framework, with Lingo laage. In particular AudioMath and
AudioChile were developed with a library of routines for em#d joystick control, Xtra
RavJoystick AudioVidawas developed with C++ language and an OpenGariybr

Instruments

Table 2 shows the use of the different evaluatisiruments in the various methodology
stages of each game’s production.

Table 2. Evaluation Instruments Used for Each Methodolog&tabe

Methodology Instruments
Stage

Usability Cognition

= |con usability questionnaire
Design » Heuristic evaluation questionnaire
= Understandability questionnaire

Implementation End-user questionnaire

Validation End-user questionnaire Cognitive Tests

Usability Evaluation

The main instruments used for the usability evabmatvere icon usability, heuristic usability,
understandability, and end-user questionnaires.

1. Icon Usability QuestionnaireThis instrument was used for early evaluationghef
interface. An icon evaluation questionnaire wamauring the usability sessions to evaluate
the images and audio feedback by including an ghen instrument with two parts: (a) a set
of questions to identify the images of persons ahbpkcts in the game (for children with
residual vision), as well as a section to recorseotations during the interaction, and (b) a set
of questions to identify input/output sounds ang eglated associations made by the blind
children. It also contained observations recordaihd the interaction.

2. Heuristic Evaluation QuestionnairéChe heuristic evaluation was based on systematic
inspections of the interface made by two usabditperts per each game. Researchers used
heuristic evaluation questionnaires (Sanchez, 2066%igned using Shneiderman’s (1992)
“golden rules” and Nielsen’s (1993, 1994) usabiliguristics. The resulting test consisted of 12
heuristics, embracing a total of 25 items. Thesmst were presented as a series of statements
about whichusability engineer experts had to indicate thepregation using a 5-point Likert-
type scale, ranging frorstrongly agredo strongly disagreeThe 12 heuristics considered were:
visibility of system status; the match between giistem and the real world; user control and
freedom; consistency and standards; error preverngoognition rather than recall; flexibility and
efficiency of use; aesthetic and minimalist desagsistance for children to recognize, diagnose,
and recover from errors; help and documentationtect design; and media use.
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3. Understandability Questionnairdhe problem-solving understandability questiormai
was applied during the interaction and consistefl®obpen-ended questions. The instrument
was used to evaluate the understandability of teblpms and tasks posed to the children,
and of the related interface elements, such asugigins, sounds, visual and audio cues,
voice, navigation issues, and strategies to finiddm cues.

4. End-user questionnaird his instrument (Sdnchez, 2003) was appliedattid of the
usability sessions. It was basically a game acoeptéest and consisted of 18 closed-ended
guestions based on a 5-point Likert-type scalegiran from strongly agreeto strongly
disagree Each of the answers was matched to a scoring $cah 5 to 1 respectively. The
results can be grouped within five categories: dane satisfaction, (b) game control, (c)
game usage, (d) quality of the game sound effants(e) game image and color quality.

Cognitive Evaluation

To evaluate the impact of virtual environments tndochildren’s cognition, researchers used
a set of cognitive tests validated and adaptebdeaahildren’s cognitive level and to the degree
of their blindness. The Precalculus Test (Milicic 8hmidt, 2003) and Mathematics
Knowledge Test of Benton & Luria, adapted for creld with special needs by Chadwick &
Fuentes (1980), were used to evaluate the impastudioMathandThe Farm of Theo & Seth
on the learning and practice of mathematical cotscéfhe purpose of the Precalculus Test is
to measure the development of the mathematicallsskif first-grade learners. The
Mathematics Knowledge Test measures the capaciiyderstand oral and written numbers;
the skills to make oral and written calculatiore skills to count numeric series and graphic
elements; and mathematical reasoning skills. Incdse ofAudioVidaandAudioChile a part

of the WISC-R (Wechsler Intelligence Scale for @reh-Revised) test (Wechsler, 1981) was
used. This test contains a subtest in two scalesiual and verbal. In particular, the verbal
scale of comprehension was used because it dide®at to be adapted for blind children. This
scale determines the child’s capacity to use prakjiildgments in the social situations of real
life, referring to the child’s common sense in redilations, and provides questions that can
be asked in such situations. This is especiallikelihto the capacity of problem solving
because the user has to be able to detect whehamdo use his/her judgment and to ask
guestions to find a solution.

Cognitive Tasks

Once all the usability tests were completed, wduatad the cognitive impact of each game.
To do that, children who were not involved in therative usability interaction with the
software were exposed to cognitive tasks during theeraction with the games. These tasks
were designed and presented with concrete matehatsrepresent structural and functional
aspects of the virtual navigation, in order to depeand enhance different cognitive
processes. Children understand some processesfuligreshen modeling and solving tasks
with concrete materials during interaction with iatual environment (Roth et al., 2000;
Sanchez & Flores, 2004). Therefore, this methodologlps to improve the perception and
abstract representation of interface elements. ébdsed virtual environments with
accompanied cognitive tasks are crucial user-cedt&chnologies for blind children.
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For the cognitive tasks, researchers used coneneterials, and macro-type writing
(traditionally in black ink for children with resigl vision) and Braille (for children without
vision) for the text portions. The idea was thatdren would transfer the tasks solved during
virtual gaming to real-world tasks. For the gamesighed for mathematics learning, the
researchers used the follow tasks (see Figure 7).

(A) (B)
Figure 7. A blind user solves cognitive tasks related to ratatical concepts. (A) The user solves
tasks ofAudioMathby playing aGame of Slug(B) The user solves the tasks of
The Farm of Theo & Sethy playing thelottery.

1. Roulette Learners spun the roulette to obtain a numberiaditated the numbers
coming before and after that number. Then the stisdexchanged questions with their peers
about the numbers prior to and following other giieaumbers. The idea was to motivate
students to ask related questions and to prepaweess to correct their peers, if necessary.

2. Game of SlugsChildren participated in a rae®ainst time with four stops, each one
with a mathematical exercise. Each child had totlgough the four stops by solving the
exercises. Once a child solved the four exercemsther student started the game

3. The Lottery Learners played the lottery in which the teachedomly chose a number
from the raffle box that indicated a mathematicadreise (addition or subtraction) for all the
children to answer simultaneously. Once the exensigs solved, it was written on the player’s
card. The winner was the child who first solvedeatire line of exercises across his or her card
or filled the whole card with solved exercises, etating on the version of the game. The game
continued until all children had at least a chacguccessfully fill a line of correct answers.

4. The Store The classroom was transformed into a small supew where learners
could spend a certain amount of money. Each stugtgrted individually and was assisted by
a teacher. Learners had to plan and choose whHatytoand made as many subtractions and
additions as was necessary to make their shopgiedsifit the monetary limitations.

In regard to assisting the users with analytic prablem-solving skills, the children had
several problem-solving games to conduct. They ldgeel their own activities to solve three
cognitive tasks associated with the virtual ganseg (Figure 8):

Task 1 To identify and comprehend the use of skillsdtve problems posed by
the virtual environment;

Task 2 To plan and design a strategy to fulfill the gofilhe game;
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Task 3 To recognize the spaces navigated in the virumsfironment through
concrete mock-ups.

The children then had to apply the same strategyy tised virtually to meet the final goal in
the physical world. All of these cognitive tasksr@veonsidered in analyzing the strategies used to
solve problems when children with visual disalgitinteracted witAudioVidaandAudioChile.

o

Figure 8. A Blind user solving cognitive tasks related tokgem solving. (A) The user undertakes
a spatiality and temporality task after she interd withAudioVida (B) The child solves a
problem in which she must represent in the coneretek-up the spaces that she navigated

in the virtual environmentudioChile

Procedure

The fourgames used for the research are sound-based \erivaebnments that support the
learning and cognition of legally blind childreudioMathand The Farm of Theo & Setire
games that assist in the learning of basic mathesnabncepts through the use of different
metaphors and dissimilar learning methodologheglioMathuses stereo sound and the user has
to move through a gridThe Farm of Theo & Sethses stereo sound too, but the child can
navigate freely and autonomously by interactinghwdlifferent interfacesAudioVida and
AudioChileare virtual environments to support the developroéptoblem-solving skills. They
differ in the way of representing the contexX@adioVidauses stereo sound and the movement is
made through a rigid labyrinth, whikudioChileuses 3D sound and the child can move more
freely. These four games were implemented and atesdiconcurrently.

The usability testing was implemented in three esaduring 5 months at the Santa Lucia
School. The first stage, during the initial develgmt of the games, consisted of pretesting the
various modules and prototypes with the participaassisted by the facilitators. The objective
was to obtain initial feedback about the soundsiaradjes of the games, with the information
used to form the design of the interfaces in thgirlmeng of the implementation phase. To
obtain more detailed information, researchers tlsedcon evaluation questionnaire.

The second stage was implemented after researptmsssed the data from the initial
testing and redesigned and improved the prototyfesearchers used the heuristic
evaluation and problem-solving understandabilityegtionnaires to evaluate these more
advanced prototypes.
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In the third stage the researchers applied theusadquestionnaire to the same children at
two different times following their interaction \witeach game. After each questionnaire was
administered, researchers analyzed the data framtbe open- and closed-ended questions
and made decisions concerning the interface desaggign. Both tests served to improve the
usability of the game.

Interacting with the games and solving the cogaitasks were the main emphasis of the
overall studies. During these steps, the childremewobserved and assisted by two special
education teachers, who filled in check lists aecorded the behaviors that they observed.
The teachers also administered the usability etialudests and observed the childrekiso
the children were video recorded and photograpbed fater evaluation.

Finally, upon completion the usability studies, teecond group of children were
administered cognitive tests during two 1-hour isessper week, over a 3-month period. They
followed the steps of the pretest by taking thendoge test and then interacting with the virtual
games. The cognitive tasks of the Roulette, Gan&uafs, Lottery and Store were then applied
of AudioMathand The Farm of Theo & Setland separate problem-solving cognitive tasks
were applied td\udioVidaandAudioChile where the children solved real-world tasks. Fnal
the children were posttested by taking the cogmitist.

RESULTS
Usability

The development process of the four games for ldimidren resulted in relevant data that has
implications beyond this paper. The implicationshefse results should be considered and used
when other learning games are created, designddjeseloped for blind end users.

From the understandability questionnaire, applealltgames, researchers primarily learned
that sounds must always convey information to thel luser. The audio elements should not be
used as simple interface ornaments, as they a@ne software for sighted people. Further, it is
important to maintain normalized sounds. They rhastoherent with what is being represented.

The icon usability tests provided researchers witbential knowledge about the design
of the graphical interface for children with resiflwision. From theéAudioChile evaluation,
we found that a simplistic set of icon buttons & adequate for these children; rather the
design should be clear and direct, representingdiseciated functionality more exactly by
considering the appropriate affordances. Moreoteikeep confusion to a minimum, it is
important to provide clear instructions to childtefore and during the game interaction and
that a guide should be present to facilitate cotepleaderstanding of the required task. As the
user gains experience with the game, these inginsgctmay be reduced. The visually
impaired and, most importantly, totally blind chésh need a diversity of cues and
instructions to make for a better orientation beseatheir navigation through the virtual
environment should be as much like their real emvitent as possible.

From the end-user questionnaire of the four ganesgarchers found that the motivation
of both residual vision and totally blind childrér using audio-based virtual environments
was triggered by their acceptance of sounds ands#ice. Interacting with some of the
virtual environments described above allowed tharnlers to differentiate and identify
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environmental sounds that helped them to navigate aient themselves spatially in the
virtual world. In the case chudioChile this interaction also contributed to improvingith
laterality and spatial concepts of up, down, lefd aight. When children recognized and
accepted the sounds that were embedded in thealvietwironments, they attained better
control and navigability of the game. Moreover, thalio communication was fundamental
for blind children to feel motivated to use ancenaict with sound-based game environments.
Blind children needed clear and significant soutirdli.

From AudioChile the visibility of the menus used in software applications fordblin
children was directly associated with their abitibynavigate the gamatfinitely, thus creating
a circular style of navigation. While sighted chidd expect to see all of the functions of the
menu on their screens, the graphical interfacescfoldren with residual vision do not
necessary need to provide all of the audio funstafrthe menu. Instead, it is enough to present
the current item and allow the user to rotate thiatlne other options, when necessary.

Furthermore, although many graphical interface el#s) are recognizable and used
frequently by sighted children, there is no guaranthat the same results would apply to
children with residual vision. The same applieaudio cues: Different sounds were tested and
accepted by children throughout the series of studummarized in this paper, generating a
library of recognizable cues for blind children. Mover, the classic ways of representing and
performing actions in software is through the memusch are organized in a certain hierarchy
that allows for the visibility of the menu and diteaccess with a pointer, resulting in a
multisensory interaction. However, when a blindrusg¢eracts with the menus through the
keyboard (with or without the total visibility of¢ actions) he or she accesses only one action
at a time. Therefore, the priority should not be wisibility but rather the ease of the user’s
navigation through the different options in the mnefor this reason the menus must be
circular, allowing the blind user to select bettex way he or she wishes to navigate.

The use of high contrast colors in the visuals h& tour games was fundamental for
children with residual vision, who will always ttg use their vision for aiding the interaction
within game-based virtual environments. The userafphical screens allows for a higher
degree of integration when sharing their experisnagh sighted children. The majority of the
characters and objects created in thgemees were identified by the children with residual
vision, in some cases without the exact detailsitiit enough clarity to recognize the context.

Figure 9 shows the results of the first and lastbilgy tests. These are the average
results obtained from all four of the games. Farheaf the statements the score goes from 1
point (very low) to 10 points \ery high. Findings indicate that the interfaces develoaex
highly usable, especially in their acceptance,gtesind use of audio and associated actions.
The average score in the analyzed dimensions ofotliregames was 5.8 points in the first
usability test and was improved to 7.4 points i skcond usability test.

From the usability evaluation &udioMathandAudioChile the researchers found that
the use of force feedback joysticks was an exceled for interaction. These devices
allowed for information to be provided in conjumctiwith the audio, avoiding the excessive
presence of sounds that could saturate and evénseothe user.

When a keyboard is used as an input interface mega the keys that are easily
recognizable for blind children, such as Enter,c8pdab, and the directional arrows, should
be utilized. Further, all QWERTY keyboards shouétvér marks on the F and J keys that can
be used as a reference for identifying and usiadgéys around them.
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Figure 9. Combined mean scores of usability testing resalt$tfe four games for blind children:
AudioMath The Farm of Theo & SetAudioVidaandAudioChile.

Cognition

From the application of the cognitive tests anéisasesearchers gathered data concerning the
actual support that each game provided for theifspaty targeted cognitive skills. From the
analysis ofAudioMathand The Farm of Theo & Sethearners demonstrated that they can
become quite agile in mental calculation when penfog basic operations such as addition,
subtraction, multiplication, and division. Theres@lhave been substantial gains in the
learning of the abstract mathematical concepts lveebin such operations (Sanchez &
Flores, 2005; Sanchez et al., 2005). The childrbo worked with the mathematical games
and associated cognitive tasks increased their lattgg of basic concepts remarkably. They
also increased their ability to solve basic math@saperations.

The mean score obtained in the pretest AodioMath was 40.5 points and, after
interacting with the game, the children demonsttateportant gains, obtaining a posttest
mean score of 74.3 points (see Table 3 and FigdyeFbrThe Farm of Theo & Setlthere
was also an important pretest/posttest gain. Irptheest, children obtained 74 points; in the
posttest children obtained 90.2 points.

Table 3. Pretest/Posttest Mean Scores in Mathematics Actmereafter Playing
AudioMathandThe Farm of Theo and Seth

SOFTWARE PRETEST POSTTEST
Audiomath Mean 40.4900 74.2800
N 10 10
Std. Deviation 13.7259 12.2848
Theo and Seth Mean 74.000 90.1667
N 6 6
Std. Deviation 23.5966 24.2439
Total Mean 53.0563 80.2375
N 16 16
Std. Deviation 24.0701 18.6968
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Figure 10. Children’s achievement in mathematical skills faling interaction with the virtual games
AudioMathandThe Farm of Theo & Seth

By comparingAudioMathand The Farm of Theo & Setlit can be seen in Table 3 that
AudioMathchildren obtained lower pretest scores, but shoavhijher pretest/posttest gains
than The Farm of Theo & Setbhildren (34 points)The Farm of Theo and Sethildren
obtained a higher pretest and posttest performanoees tharAudioMath children but a
lower pretest/postest gains (16 points). It is intgoat to notice that the games were applied to
different aged user groups. The ages of AlneioMath children were from 8 to 15 years,
while those folThe Farm of Theo and Setfere between 7 and 8 years.

To analyze the statistical significance of pretpssttest gains iudioMath the paired
samplest-test was used. Significant pretest—posttest diffees {( = -5.6; p < 0.05) were
found between the groups, so it is possible tokthinat the game is the key factor for the
increase in the scores (see Table 4).

For the gamd@he Farm of Theo and Setpretest—posttest differencés=(-3.5;p < 0.05)
were also significant. In this case we can alscidan that the game was the main factor in
explaining the differences in the scores (Table 5).

The analysis ofAudioVidafocused on verifying the children’s skills in idéying the
shortest paths from a fixed starting point to aaiergoal. For this, a task was developed that
consisted of locating one object inside the mareutjh several routes, and then indicating
which one was the shortest path. Graphs, sucteash in Figure 11, were constructed using
the information analyzed in these tests, showiadg title more frequently the children utilized
the game, the better they were able to accompistgbal of identifying the most efficient
route, thus decreasing radically the distance eyapldo attain the same objective.

In this case, the virtual environment and issuasttie children faced in the problem-solving
game allowed for the generation of adequate expmrefor them to identify successfully the
problematic situations, resolve them, and evaltiadr actions. This was supported by the
application of standardized tests to evaluate thgses of skills. The results obtained from the
evaluation of the impact chudioVidaon blind children have shown that these childran c
anticipate problems, plan, and apply different obsolving strategies, explain the strategy
proposed in the game and used to solve the propéerddransfer strategies to other contexts.

From the same analysis, researchers found thag chddren explored the virtual
environments, they were able to represent thesgamaents through the use of concrete
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Table 4. Paired Samples Test AfidioMath.

Paired Differences

95% Confidence
Interval of the

Std. Error Difference Sig. (2-

Mean Std. Dev. Mean Lower Upper t df tailed)

Pair 1 PRETEST-POSTTEST | -33.7900 19.0141 6.1280 -47.919 -20.1881 | -5.620 9 .000

Table 5. Paired Samples Test ®he Farm of Theo & Seth.
Paired Differences
95% Confidence
Interval of the

Std. Error Difference Sig. (2-

Mean Std. Dev. Mean Lower Upper t df tailed)

Pair 1 PRETEST-POSTTEST | -16.1667 11.4266 4.6649 -28.1581 -4.1752 -3.466 5 .018
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50
1

—4— 1stCase
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Figure 11. Learners’ performances during interaction wiildioVida.

materials, showing exceptional skills for spatiatl abstract memory. Due to the fact that they
memorized the number of turns and the sequencessay to obtain a representation of the
explored route, the real-world reconstruction efirtual map was directly related to the number
of turns the user had to make, as well as to thabeu of times it took him or her to explore the
labyrinth. When the user explored more than faues a certain route with no more than four
turns, the resulting reconstruction was very faithd the virtual environment. It is important to

understand the degree of complexity of a spacethaér can explore without getting lost.
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The analysis of the impact of interacting witbdioChileon problem-solving data shows
a different scene. As displayed in Table 6 and leidi2, prestest/posttest mean scores show
slight gains (from 6.2 points to 7.6 points). This a small gain and a statistically
nonsignificant difference between scores ¢1.9;p = 0.13) was found between the groups.
The game was not key factor in increasing signifilyathe scores even though there was a
slight difference in the pretest/posttest meanes(see Table 7).

Even though there was no statistically significdiffierence between the scores, learners
were observed to have developed problem-solvints sidter interacting witrAudioVidaand
AudioChile (see Figure 12; see also Sanchez & Séenz, 2006&he).different virtual
environments and issues that the children hadae ifa the problem-solving games allowed
for the generation of adequate experiences for tterdentify successfully the problematic
situations, resolve them, and evaluate their astion

Table 6. Pretest/Postest Problem-Solving Mean ScorésidioChile

Mean Sample Standard Deviation Standard Error Mean
Pair PRETEST 6.2000 5 4.0866 1.8276
1 POSTTEST 7.6000 5 2.9665 1.3266

W Pretest

Posttest

Score
[ -~ %] [¥5] B L [a3] -~ oo
|

AudioChile

Figure 12. Pretest/postest problem-solving mean scorésudioChile.

Table 7. Paired Samples Test for Problem-Solving ResulsusfioChile.

Paired Differences

95% Confidence
Interval of the

Std. Error Difference Sig. (2-
Mean Std. Dev. Mean Lower Upper t df tailed)
Pair 1 PRETEST-POSTTEST -1.4000 1.6733 .7483 -3.4777 6777 -1.871 4 135
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DISCUSSION

The purpose of this report was to review, summairel illustrate the work of four audio-
based games created through a user-centered destjodology of successive usability
tasks and evaluations. Frequent usability testiag erucial to be able to map the end users
and their understanding of the game-based apmitatiLearners liked, accepted, used, and
were very motivated by the games. After designind @edesigning the 3D sound interfaces,
the children were able to map and navigate confityrtdaroughout the virtual environments.

The main axis of the researchers’ line of researak the development of audio-based
interfaces to increase blind children’s learningl @ognition, in which audio was used to
convey information and knowledge. The researchissudnalyses identified key interface
issues necessary to map blind children’s mentaletspdieeds, and ways of interacting. It is
very important to be aware of such matters wheigdesy games for blind children because
these considerations can determine the succeaduwefof a software project.

These findings confirm the idea that it is not egiotio simply add audio to an existing
application or to use screen reader tools to asdiistl children in their interactions with
technology. The mental model of blind users iskenthat of sighted people in that their styles
of interaction to perceive and process stimuli efiockmation are quite different. The challenge
then is to create custom-made games for these@hjlduch as the ones presented in this paper.

These studies demonstrate that the sense of hearangapable substitute for vision in
its capacity for perceiving information and in tipgantity and nature of the information that
can be perceived. This reality should be considésedgoftware design purposes when the
children are sight-impaired. In the developmerihefie interfaces, it is relevant to implement
numerous usability evaluation methods to identtig interfaces’ proximity to the blind
children’s needs, interactive modes, and mappingental models. It is also necessary to
consider the methodology, instruments for evaluatamd the cognitive tasks used to design
and implement usable interfaces for blind children.

Generally, the tools introduced in this report hallewed blind children to differentiate
and identify ambient sounds that help them to ortbemselves in various spaces, and to
navigate and interact with objects and entitiegiitual worlds. They have also contributed to
improving cognitive laterality and spatial concesch as up, down, left, and right. Spatial
sound has always been an important interface coempam the research on game-based virtual
environments. However, it is a critical aspectha blind children’s cognition that widens the
scope for the use of other senses for learningcagdition. Thus through an ample variety of
audio stimuli, children can stay alert and be naigd during their interaction with the game.
Perhaps most importantly, audio can help them tiwedg construct knowledge. Spatial sound
is especially required for newly blind children, evargently need to minimize the deficiencies
in accessibility that separates them from the d¢ognexperiences of sighted children.

Cognitive tasks accompanying the audio-based gamege very helpful for children
with visual disabilities who participated in the goative evaluation because the tasks
improved the children’s active tactile experienBesearchers observed that when children
enjoyed using the concrete materials, and wherexiperiences were based on real life, the
interest in learning and exploring increased. Tikiundamental for children with visual
disabilities because, with the total or partialsiag vision, the ability to understand through
tactility allows them to construct meaningful lei@agnexperiences. For this reason, software
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designed for the sight impaired should be accongubhy related cognitive tasks so that the
learning achieved virtually can be constructed italggand effectively. Such a process

permits the knowledge to be transferred to diffesitings and experiences. Finally, these
studies have demonstrated that sight-impaired mdnldcan learn with a decrease in

verbalism, which is the typical teaching behaviardhildren with visual disabilities.

As a result, significant improvements were achiewetarning and cognition by using
audio-based games that were specially tailored asedium for interaction through user-
centered technology for blind children. These fimydi indicate that user-centered software
for blind children can help to support and devetogir intellectual capabilities, thus helping
to close the gap between sighted and blind children

ENDNOTES

1. Mental model: Users’ individual thinking and reasmnabout themselves, others, the surrounding world
and the interacting objects.

2. Digital native: A user who has been surroundeddmhmologies since birth, and thus is capable afgusi
them naturally and transparently.

3. Digital immigrant: A user who has learned to usd adapt to technology.

4. Three-dimensional (3D) Sound: Sound that comes fatindirections surrounding the user, allowing the

person to determine the distance and locationeotund.

Mapping: The natural relation between the contf@rminterface and its functions.

Affordances: Properties that determine how objsbtaild be used.

Visibility: Major parts of an interface should basdly identifiable.

Noou
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