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PREFACE

My idea, when writing this Thesis, was that it gl be understandable for
somebody not familiar with the subject. | hope asgder with background in physics will
be able to follow it without studying additionalfeeences. It is the reason why for an
experienced reader some sections of this work reaynsslightly too simple. | prefer to
discuss simpler formulas which | understand to éigent than to present a priori some
complicated equations whose origin is not quitercte me because of the complexity of
the derivation. It was especially the case whentloduced expressions for the finite
resistance of 1D superconducting wire in the quanpinase slip regime: | used not fully
formal derivation, but instead | presented someigitde arguments to arrive at the final
result. In my opinion such approach is better foeaperimentalist, not fully conscious of
the entire mathematical machinery employed by teeoto get formally clear result. |
believe my approach should give one a flavor ofdéscribed physics. Formal result is of
course the most important, but very often it latleisparency necessary to get a good
grasp of a physical phenomenon. | apologize tofajou who expected to find impressive
mathematical expressions. Finally the Thesis isiabgperiment and all the time | tried to
present only that part of the theory which has theect application in discussed
experiments. | also tested my physical intuitioging to find “shortcuts” in some
derivations or alternative explanations of the obsgé phenomena. Physics is full of
analogies which lend strong support to the physidaition. Quantum mechanics has not
been born without a good intuition of de Broglieaypostulated wave nature of the matter.
In physics usually intuition is enough to understathe THING and precedes the
mathematical development of the formal theory.

Maciej Zgirski
Jyvaskyla, summer 2008
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l. Introduction (I)

Usually, one associates superconductivity withsiharp drop of resistance down to
zero at a certain critical temperature. However, tof look more carefully, the
superconducting transition always has some finigthw The common explanation is very
often related to inhomogeneity: various parts & #ample have different local critical
temperaturesT,. A more interesting explanation utilizes the caicef intrinsic
fluctuations of the order parameter to describe kmeadening of superconducting
transitions. Such fluctuations, quite typicallye anore pronounced in smaller structures.
With development of fabrication techniques it hascdme clear that existence of
superconducting fluctuations can be establisheceraxentally. It is predicted that in
particular case of very narrow wires (with crosstsm o <100nn?) made of
superconducting material, zero resistance statencarexist at any temperature due to
guantum fluctuations: so calléguantum Phase Slip®PS). UnlikeThermally Activated
Phase SlipgTAPS) which can affect the superconducting triamsionly in the immediate
vicinity of T,, QPScan wash out the superconducting order completegn atT — 0.
Phase slips are responsible for enadpgipationin a superconductor(!!!) and, as such,
give rise toa finite resistance below the critical temperatufie. QPS phenomenon is
often referred to adMQT (Macroscopic Quantum Tunnelipgfor it involves collective
movement of many Cooper pairs enabling the ordearmpater (superconducting wave
function) to tunnel to a different configurationdato convert the energy of super-liquid
into the electromagnetic radiation and Joule h&he Thesis mainly focuses on the
verification of thisQPSmechanism responsible for breakdown of supercdiuilycin 1D
channels [1-5]. MQT is not just a hypothesis. lotfd is the phenomenon that is well
established in Josephson junctions. The first defenobservation of MQT in Josephson
junction was presented by Martinis, Devoret andrk&d6]. The concept was introduced
by Leggett [7]. However it is still debated whethgmilar process appears in 1D
superconducting nanowires.

As continuous miniaturization progresses the corepts of micro- and
nanoelectronic circuits are becoming even smalerthen reasonable to expect that
physical properties of such elements remain unat@hdr more precisely, how much
a nanoelectronic component can be reduced in sizbet still described within the
established physics? If it goes beyond the coneeatidescription it is of fundamental
importance to understand new rules governing theaver of the system. The present
study sets fundamental limitations for the miniegation: below a certain scale
superconducting structures cannot sustain a dissipass electric current, because their
behavior is governed by fluctuations suppressiegzitro resistance state. Is it pessimistic
prediction? If one wants to obtain a non-dissigatsuperconducting nanocircuit the
answer is “yes”. On the other hand one can takartdge of the new physics originating
from the effect e.gQPScan couple quantum states and thus a new tymggibcan be
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constructed [8].QPS- dominated wires are also good candidates for Inauerent
standard [9].

Apart from being of fundamental importance, thigkvis also meaningful from the
technological point of view. It utilizes the low engy ion sputtering for controllable and
predictable reduction of dimensions of nanostrieguinitially produced with e-beam
lithography, just comprising the new approach gost-processing of nanostructurda
the context ofQPS studies, the method provides with powerful toal dbservation of a
successive development of teze phenomenorifter each sputtering session tR€T)
superconducting transition of a nanowire is measuBtarting from the relatively thick
superconducting nanowire one finally arrives at gbet when belowl, the ultra-narrow
sample exhibit a resistive state governed byQR&mechanism.

The next chapteFheory of Phase Slipd ] covers the concept of fluctuations in 1D

superconducting channels. Thé&xisting Experiments on 1D Superconductdd) @re
discussed. The methodology of scaling down the dgsio&is of nanowires will be
introduced in chapteFabrication of Ultra-Narrow Wires\(V). Experimental Setui)
will discuss instruments used to perform experimeng.g. filters for electrical
measurements, thermometry, and cryostat. The nmggoriant chapteExperiments on
Ultra-Narrow Superconducting Aluminum Nanowir&s (contains the principal message
of the work: experimental evidence of the quantumage slip mechanism in aluminum
nanowires. Also it will be shown that inhomogenaeifythe lift-off fabricated aluminum
nanowires makes reliable verification of the hmdox” model of the thermally activated
phase slips impossible. Additionally, two accompagy but not well understood effects
will be discussed: negative magnetoresistance anemmonotonouslV/dI(l) dependencies.
The most important results are summarized Gonclusions €). Some auxiliary

information is given irAppendicesA).



Il. Theory of Phase Slips (T)

Typically, thinking about superconducting transitione has in mind a picture of
an abrupt drop in resistance to immeasurably suadlie at some critical temperatufe
However experimentally measurd(T) transition always has a finite width. A trivial
explanation can be the inhomogeneity of a sampletwleads to spatial variation & (cf.
section E.1 In more interesting case the lack of abruptditeon is the effect of intrinsic
fluctuations of the order parameter: abdvefluctuations can establish superconductivity
locally enhancing conductivity of a sample; beldw fluctuations instantly break the
macroscopic coherence at random in different pafrthe sample, just giving rise to the
measurable resistance

Above the meaf; one can consider fluctuations leading to the lesshblishment
of the macroscopic (superconducting) coherencenTbeally superconductivity appears
what is observed in experiment as the enhanceductiniy just above thd.. The effect
depends on superconducting dimensiondityf the system. According to Aslamazov-

Larkin model [10] correction to conductivity abov is: do O (T -T.)"*°?. D is

determined by the size of the system and its soperecting coherence lengd(T). ¢ is

the smallest distance over which the supercondycider parameter varies significantly.
It follows that if the length of a sample along quaaticular direction is smaller thah the
order parameter can not vary appreciably along divisction and dimensionality of the
sample is reduced by one. In casdbfsystems (thin superconducting wires) there are two
directions along which the order parameter is umfol'he contribution of the Aslamazov-
Larkin term experimentally manifests itself as theunding” of the top part of the
superconducting transitioR(T) above T.. The effect is qualitatively observed in all
systems irrespectively of their dimensionality, fgeimore pronounced for reduced
dimensionalityD (2D films or 1D wires) [11].

Below the meai. the situation is qualitatively different. At thettom part of the
superconducting transition, when the sample “trigs’be in the superconducting state,
there are fluctuations leading to local destruciddrcoherence (local suppression of the
order parameter). 18D and 2D these fluctuations do not contribute to a meaderab
electric signal since the macroscopic coherencgoresble for superconductivity is not
affected: two ends of a 3D or 2D superconductorcarmected coherently although there
are “normal islands” situated at random placesiensuperconductoFig.T.1). However in
1D the suppression of the order parameter somewhieneg a¢he wire breaks the
macroscopic coherence between the two ends giveggto the measurable resistance.
Note that in1D wire the order parameter is suppressed in theeeotbss-section. The
finite resistance observed ID superconducting wires beloWw is the main topic of the
Thesis. Particularly it will be shown that behavidrthe very narrowdD superconductors
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is governed by fluctuations evenTat> 0 K. Fluctuations responsible for finite resistance
of 1D superconductor beloW are referred to gshase slips

(@) (b)

Fig.T.1. Fluctuations in 3D(a), 2D(b) and 1D(c) samples. @elT. the red islands
correspond to the regions with the locally suppeessrder parameter in the “almost”
superconducting sample (gre.

T.1. Phase slip process

One of the first who introduced the notion of thagpe slips irlD superconducting
wires wasW. Little [12]. He considered thermal fluctuations of one alsional order
parameter(x) around value minimizing the free energy expressedrms ofGinzburg -

Landaufunctional:

F@) = [lag ()" +bg(x)|" +dOw9[ 1dx (T.1)

By minimizing the functional one gets the unifornurrent-carrying states of the
superconductor: W(x) = A(X) [exp( [¢(x)) with the phase ¢x) subject to boundary
conditions in thex direction. These are the most probable statefhiefstiperconductor.
However, the interaction with the constant tempeeabath allows for the order parameter
to diffuse around, visiting states of higher freemgies with probability proportional to the

Boltzmann factorexp(- kAF

) with AF being the departure from the local free energy
B

minimum. As the supercurrent is proportional to tradient of phase j(C O¢), the
current-carrying state of the superconductor canctweveniently pictured irBD with

a helixplotted along the wireFig.T.2(a)).For each point along the wire such a helix gives
the magnitudel and phas@of the order parameté#. Each loop in the helix corresponds
to 27rchange of the phase of the order parameter.

In the vicinity of T, the order parameter can fluctuate to the staterevlits
magnitude is locally suppressed (closél¢ahe order parameter is very small so that it is
probable to get extra energy from the constant &aipre bath in order to destroy it
locally). Then it is energetically favorable forettorder parameter to reduce the phase
difference locally by277(phase slip process). In the picture of helixatresponds to the
removal of one of its loop$-{g.T2(b), [13]). When magnitude of the order parameter is
reestablished, the supercurrent is lower and gednergy is smaller.
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Imy t0=0

{
12 > t1A%S

S ————
x-axis along the wire

Fig.T.2. Graphic representationf the phase sligprocess. (a) Transition between t
uniform current-carrying states of a 1D supercontihug wire is possible if to assume that
the order parameter locally goes to zero allowingphase to slip by Z thus reducing the
supercurrent (inspired by [13]). (b) After W. Lét[12]. Two possible configurations of the
fluctuating order parameter are displayed. They al@se in energy, however while for one
configuration the order parameter undergoes one meta trip around the horizontal axis

(solid line), for another it does not (broken line)

AF OB(T) @,
Q=¢M

~AF
T inerma exPﬁ)

F (free energy)

@

-AF
rquanlum o EXp(i)
Ecu

T
0 2n  phase ¢  4n

Fig.T.3. Schematic presentation of the phase slip process.order parameter can relax
to a state of lower energy overcoming the potentiakrier AF (thermodynamic
condensation energy). There are two opportunittermal activation and macroscopic

guantum tunneling/s denote rates for both processes.
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The phase slip process, as described above, irs/tiheemal activation of the order
parameter over the free energy barrier betweerhhering free energy minima. Assuming
for simplicity that phase slips always happen dixad point (e.g. weak link), in a full
analogy with a Josephson junction, one can prebsentlependence of the free energy vs.
phase as so callezurrent-tilted washboard potentigFig.T.3). In this representation the
macroscopically coherent system is equivalentpardéicle sitting predominantly in one of
the local minima of the potential. Classically tparticle can change its quantum state
“lumping” over the potential barrier. However, thes also “more quantum” mechanism
for the order parameter to change its state: timmeb another potential minimum. It is
again accompanied by tBerchange in phase and known asdbantum phase sli@QPS.

Since phase slip is the main subject of the Thésis instructive to see how
actually phase “slips” during a fluctuation. Theetconducting phase dynamics in phase
slip process is presented Fig.T.4 Phase slip happens because difference in phase
between two adjacent points of a superconduct@ars¢ed by distance smaller than the
coherence length, can not be bigger therr Physical state corresponding @ a phase
difference is equivalent to state witlw+ a phase difference. It is in analogy to physically
meaningfulk - vectors of electronic waves in a periodic crikittice. They are contained
exclusively within the first Brillouin zone. If onmcreases the value &f- vector across
the zone boundary, then Bragg reflection occurh witransfer of momentum to the lattice
as a whole (e.gumklappscattering process). In case of the phase slipnibentum is
transferred to the electromagnetic wave and lattibeations. Each phase slip generates a
voltage pulse on the wire which propagates in tire as the longitudinal electromagnetic
wave known in literature adooij-Schon mod§lL4].

2.0 T T T T T T
t7 t(i) < t(i+1) 6

15

10

05

0.0

phase ¢

-05

-1.0

-1.5

2.0 T T T T T T T

Fig.T.4. A time sequence of the superconducting phase elsandghe phase slip process.
Phase slips by Zin time t such that t7 > t > t6.



Theory of Phase Slipsl
T.2. Steady state of current-carrying dissipating D superconductor

Richard Feynman in his famous lectures showed Suhirédinger equation for
Cooper pairsn superconductor is equivalent to the equatiommotion for theclassical
charged ideal liquid15]. When the phase slips, the superconductongdiis not ideal any
more. It “scatters” at random in the phase slipcpss loosing the energy. The kinetic
energy of the liquid is converted into energy o thigh frequency electromagnetic mode
propagating along wire and the Joule heat. If thgescurrent should flow, the external
power source has to compensate for the dissipatedyye accelerating the superfluid all
over againig.T.5. The process is in analogy with theude modelof conductivity in the
normal metal where the acceleration-collision cyisl@assumed for each electron. Unlike
normal electrons, the superconducting liquid exhitwollective scattering”in the phase
slip process.

Constant applied voltage increases steadily in tineephase difference between
the ends of the superconducting wire, thus incngashe current flowing through it.
However steady state can be reached if to assume, followidgS. Langerand
V.Ambegaokar [16], that thephase slips reduce the phase difference at the same
average rate as the rate of the increasing phase liye constant applied voltaggLA
assumption). Such an assumption allows establistiegonnection between the applied
voltage 4V and the rate of phase slips via familiar relati@@or’kov [17] and
Josephson [18]):

20y =989 _onir (T.2)
7 at

where/ is phase slip rate (number of phase slips pemshco

It is important to note that typically experimentsth superconductors in the
resistive state are made in tberrent biased modeyhile the voltage is measuredrhe
configuration is different from the assumption tlsatonstant voltages applied across
wire, as it is often considered in the theory. Whaar a phase slip occurs the supercurrent
instantly decrease&ig.T.5. To keep the current flowing, power source shaulstain the
constant voltage across the wire to keep the hia®mt at a constant value. In the picture
of helix the power source winds the loops steattilyime, while the phase slip process
annihilates them at random. In other words, to keegrroscopic current constant an
external constant voltage should be applied. Theigpodelivered from the source,
dissipated due to phase slips, is then simply otrienes voltage. In the picture @A
assumption, the current bias and the voltage biades are equivalent. Anticipating the
analogy between a 1D wire governed by supercomuydhictuations and 4D chain of
Josephson junctions, one can refer to [19], whemgas explicitly shown that the low
frequency response is exactly the same in the teasnring modes.
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There is an interesting analogy between the Josephanction and the
superconducting wire in the resistive state. In Josephson junction constant voltage
generateAC current. A wire also behaves lilkeC generator: it convert®BC power into
voltage pulses in the phase slip process.

S T T T T T T T T T T
< current reducing fluctuation 2‘
) ) k--->k-2m/L o
superfluid acceleration / constant winding of phase
. I with applied external voltage
\ phase slip
k
) /\//\/\/\/\/ v \//A\/\ﬁ o
current increasing fluctuation
Ag-2m k-21/L k-21/L k-2m/L I k--->k+2m/L 1
" 1 n 1 n 1 n n 1 I 1 1
0 100 200 300 0 100 - 200 300
time [arb. units] time [arb. units]

Fig.T.5. Phase fluctuations between two ends of a 1D supdratiing wire. A constant applied
voltage implies a steady increase with time of tektive phasedg@osephson relatigh

It corresponds to the London picture of the supddflaccelerated by the applied voltage.
According to LA assumption [16], a steady statadhieved when the loss of phase in phase
slip process, on average, balances out the effetteoapplied voltage. Then average constant
current can flow in the wire. Unlike left picture@wving phase slips appearing at regular time
delays, right picture present more realistic siiaatwith phase slips appearing at random and
with some of them increasing value of current. Nbggt these pictures would also describe
successive acceleration-collision cycles in thed@rmodel of normal conductivity, if to replace

Agwith drift velocity of a single electron.

T.3. Free energy barrier preventing phase slip actiation

The usual uniform constant-current solutions foe thrder paramete® are:
¢, = Alexpkx),with 4 being the magnitude of the order parameterlardl¢ being the

wave vector subject to periodic boundary conditiéf8)= (L), whereL is the distance
between points with the fixed value of the orderapaeter. These solutions correspond to
the local minima of the free energy in the spactun€tions &, It is possible for the order
parameter to pass from one minimum to another wiase slip process in which the
k-vector should change b¥27/L. Recalling that the electric supercurrent denssty

] =47[eA2 [k, the positive phase slip increases the currerg (oap is added to helix in

Fig.T.2(a), the negative- reduces the current (one loop iowed). Two adjacent minima
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are separated by the free energy bardEr which can be overcome with probability
proportional toexp(AF/kgT). Looking for the state locating saddle point of tlee-energy
functional which is close td4 (uniform state) everywhere but some finite regi@mger
and AmbegaokarL@, [16]) calculated the height of the free-energyriea in the zero
current limit:

AF, = % T ET) g, - 0.). (1.3)

whereg is wire’s cross-section anf{T) - temperature dependent coherence length. In the
1D limit "< & where the concept of the phase slip is defired ¢ is the smallest
volume where the order parameter can change nbtice@he free energy difference

between normal and superconducting states is tegygmensity of the critical magnetic
2

field: gh- g = 2%1 . The potential barriedF,, up to numerical constant, represents the
0

condensation energy of the smallest possible saopducting volume of the wire.
Coherence lengthis the following function of temperature closelto

ET) =& =0 -1 "7, & =0)= 0851, &y (T.4)

c

with Imean being electronic mean free path afd- BCS coherence length at T =0 K for
clean material (withmean>> &). Critical magnetic field depends on temperatweoading
to the formula:

B,(T) = B.(T =0) Eﬁl—(%)z} (T.5)

If a current flows in a wire, the energy barrif becomes asymmetric: it is more probable
to get fluctuation decreasing the current than ¢ie which would increase it. The
asymmetric barrier is calculated [16] as the ddfere in the free energy between two
neighboring states locating minima wkitvectors differing by277L (Fig.T.6):

_dF@,) 2n_ h
SRS sz 2% (1.6)

with theenergyof theuniformstate F(W,) =o L EE(k2 -a)N + % B m“}

The same result fodF; can be obtained even without calling the Ginzbieigdau
formalism by the following observatiodt; is the energy delivered from the power source
per one phase slip eveAf =1 VAt =1 Elzh—@mqo:%D , Since applied voltagd®/
increaseglgby 277in a timeAt defined as an average time between successige siips.
AF, is the energy released in the form of electromagnmadiation when the phase slips
by 27z
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W\AWZ
A
l AF AF /2
F(w) \/,\"f \
\
AFl:F(qu)_F(LPk»ZrVL)
F(Yeom)

F (free energy)

k+2m/L k k-2m/L

Fig.T.6. Free energy F vs. wave vector k. In the absence @irrent the energy barrier
separating neighboring minima is symmetric and égoadF,. At a finite current the
barrier becomes asymmetric favoridg = -277L fluctuations decreasing the supercurrent.

T.4. Rate of thermally activated phase slips (LAMHderivation)

The effective rate/” for phase reduction via phase slips, directly duhko the
experimentally measured voltage, is the differebeéveen the rates foRrand +2 77

fluctuations:

2 AF, —AF, 12

I =rate(k - k—-—)=Qexp(-—2—=~1~— ,
( L) p( T ) (T.73)
r. = rate(k - k+—) Qexp(- AFK—AHF’Z) (T.7b)

(T.7)

I':F_—F+:2ml3inh( )@ (— )

B
Being combined with Josephson relati(m].(T.a it yields the expression for the voltage

which should be applied by power source in ordéeetep the average current constant:

AF,
T ) (T.8)

AV =Q dj [$inh¢ AF, ) [@xp
e 2k, T

B

In the limit of small currentsinh can be replaced by its argument yielding the Ieas
expression for the effective resistance @basuperconductor below:

AV AF, h
__Q[Rq[-l—exp(— BT): Rq=4®2 (T.9)

10
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Qis the pre-factor which corresponds to the ratetdth order parameter scatters
randomly between different states in function spdoneLA paper [16] it was a priori

assumed tha® = glLin

, Whereo - cross-section of the wirk,- its lengthn - number of

conduction electrons (then counter would be thal teamber of conduction electrons in a

wire), 1/ is some characteristic rate for microscopic preessf was taken to be the

Drude relaxation time defining resistivitg, of the normal state as,= m/n€'7). Later

McCumberandHalperin (MH, [20]) using theTime-Dependent Ginzburg-LanddUDGL)

equation argued that the correct value for thefgpecear should be:
L E—ILD AF,

TE o T 0

This result is understood in the following way/ &T) is the number of statistically
independent subsystems along the wire sif{@¢¢ sets the relevant scale for variation of
the order parameter. In each subsystem the ordemgter exhibits diffusive behavior in

the function space with the characteristic diffusibme: rGL:L(so called
8ks (T, - T)

GL time. The rate of change of the order parameter is gneportional teL E—Ii The
Z-GL

factor of /kAFEOI' is the correction for overlapping fluctuations #fedent places along the
B

wire, but as it is close to unity it does not affdee magnitude of2 and can be neglected.
Typically MH prefactor is more then several orders of magnitsieller then the one
suggested by A and is widely accepted in the scientific communife eq. T.8or T.9
derived byLA with the pre-factor calculated WH (eq. T.10 is often referred to dsAMH
theory of thermally activated phase slipad used to fit resistive transition of th®
superconducting wires.

The dominating temperature behavior in th&AMH effective resistance is
determined by the exponential terman. T.9 It is important to notice that even small
change in the free-energy barridf, (by factor of2) could counteract a factor a0' in
the pre-factor [20]. It is up to experimentalistcdfwoose thd. for observed transition and
this fact allows for the fitted pre-factor to diffsignificantly dependently on chosdgn
[20, ref.164. The experimental accuracy of determining thaugadf the pre-factor is very
poor. The discussion of its exact value remaing ohbcademic interest.

SinceAF, O H_(T)?[£(T) , the LAMH theory predicts the temperature dependence

of resistance below (and close T@)of the form:

Ry O €xp(C E(l_t)mt [(1+t)2) OD0H - exp4rC D(l_tﬁ)

11
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witht = T/ T.andC being some constant to be described below. bidlthat the thermal
fluctuations of the order parameter very quicklgdnmme immeasurable as temperature is
reduced below th&.. At T — 0 we still can talk about thermally activated phalgas but
their rate is then ridiculously small. LAMH theoexplicitly predicts the exponentially
strong dependence of the thermal fluctuations erctbss-sectiow.

Constant C in the exponent is a product of parameters -eithrerasured
experimentally, or used to fit data to LAMH modklreads:

e 3&ET 40 mn)ﬁ”‘sm[:[”gmﬂﬂ——*ceg (T.11)

Important physical quantities are the cross-seabibthe wire, the critical magnetic field
and the coherence lengthTat 0 K.

T.4.1. LAMH formula with explicit normal state resistance

It is possible to rewrit€ in terms of resistance per lendg® / L [21], which may
be more convenient for the direct comparison wixpegiment, for it is much easier
measurable quantity the®, and o. Derivation will be given inCGSunits but the final
result will be alsoSI compatible. First we need to exprddg0) in terms of the flux
quantum (,= hc/2¢), coherence length and penetration depth [22]:
®,

H.() = *

O 2 zan, 0%0

Penetration depth in the dirty limifge>l meay for T = 0K is:

11 e 4mné Loo_ m _
Al A% &, -(170= mg (rondon: ¢, = m(O)( CS: oy =1 g (Drude)
_ lmean 8773A(0) o

TV = o )

Inserting (*) and (**) intoeq.T.11for C parameter one gets:

E43(0) /2
,oN I4(O)) 4e Bk, ¢

Substitutng: Ry = ,oN ,A0) = 176K, T, andRq-Loneamvesat thedesiredresult:
4e?

C= 0i83E)L

R, a‘Tﬂ (T.12)

The big advantage of the derived expressiorCfa that it does not contain the wire cross-
section and the critical magnetic field, but instélae normal state resistanRg shows up
explicitly. SinceRy can be easily measurddAMH formula in this form leaves much less

12
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ambiguity in fitting experimental data. Actuallyettonly possible fitting parameters are
now Imean €ntering&(0) and the critical temperatu®. One can show thaq.T.12gives
numerically exactly the same resultexsT.11provided that the critical magnetic field at
T=0Kis:

k N}
B.(0) = \/ opice Fo Ty (T.12a)
& K
with the material constanK = oy * lhean FOr aluminum the tabulated values,
K=6¢10"Qm?% &=1.6um and T,=1.18K yield B{0)=9.2mT. It is in a good

agreement with experimentally determiri€)oux ~ 10mT.

The LAMH model for small currents can be presemtedollows:
_+\3/2 _+\3/2
R = 482[R, [4[T E—»(¥)3’2 [exp(-4[C 9(%) (T.13)

where parameter C is given eitherday T.120req. T.11
Note that since the normalized resistaftgu+/Ry depends on the wire cross-
sectiongand the coherence lengft0) only through parametés, it is sensitive only to the

product o &0) (or alternativelyo O/l,...,) i-e. it is the same for differemt and Imean

providedo L/l ..., remains unchanged.

T.4.2. Simple model of switching resistors

During the phase slippage the magnitude of therqudeameted inside the phase
slip core of size-¢ reaches zero for the period of timag, (or h/4 when quantum phase
slips are considered). Then one can make an assumtpat this part of the wire is driven
to the normal state and, hence, can be treatedesistar of valueRs= Rn¢(7)/L
(Ry -normal state resistance of whole wire). Thisstesiis “switched on” only during the
phase slip. Then the time averaged value of thsteege iR = Rs7c ./~ (/~ being the rate
of phase slippage ard, /- being the fraction of a second when resistoswitthed on”).
The simple model does not even call for the Josmphelation to converf” into the
measurable resistance. It gives proper exponeddpkendence, however with different
value of the pre-factor. Since a quantitative veaiion of the pre-factor in experiment is
problematic the model can be used for interpratatb the data as well as the more
rigorous formula derived earlier [1].

13
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T.4.3. Critical current

The application of current reduces the free endyayrier for current reducing
fluctuations Fig.T.6). If AFO—%:Othen the barrier disappears and the system *“falls
down in energy” because its phase can change cantsty (it is like continuous phase slip
process). This means that the superconducting gaes to the normal state. It follows
that the critical current can be expresseceas 1.& T.6):

1 =2E8 0B M) M) 0 a- D) s ) 0D - 0@, -,

which is the well-known mean-field critical curredigpendence.

(T.14)

T.4.4. Limitations of LAMH approach

LAMH model is based on th@L approach and, as such, applicable only for the
zero-gap limit e.g. at temperatures in the immediaicinity of T, when the order
parameter is vanishingly small but still existingxistence of the order parameter
corresponds to the requirement that the energyiebas much larger than the thermal
energy gF,>> kgT) and, hence, phase slips are rare events. ltatsstisage of theAMH
model too close to th&. Resuming, as a rule of thumbAMH model should address the
part of the resistive transition where the measwvéd resistance is below the level of
10%of the normal state resistance, but not furthemfir, then few tens of mK [23].

T.4.5. About two fluid model

When comparinglAMH model with an experiment sometimes an additiameht is
used to improve the fitting. Namely one assumestesrce of the normal electron channel
for conductivity in parallel with the superconductione [16,24,25,26]. This procedure can
be justified if to assume the constant voltage iadpby external source across the wire.
This voltage should compensate the power losestalyghase slips and keep constant
super-current on average as described easdmxtibn T.2 It should also affect normal
electrons. In the usual treatment [25] resistaridde normal channel is taken to be equal
to the normal state resistance of the whole Wigelf one is close td. then the number of
Cooper pairs is small. It follows that the numbenormal electrons is actually unaffected,
and hence conductance of normal channel can bedeoed constant and equal 16Ry.
However as one departs frofp almost all electrons are paired and hence condtycof
the normal channel is dramatically suppressed.fiéan T, it is just zero. Thus it is not
justified to use the two fluid approach (at leaghviry for the normal channel) when a fit
to quantum phase slip data is done, for such datmlly involves temperatures far
belowT..

14
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T.5. Macroscopic Quantum Tunneling (MQT)

The tunneling of a single particle through energdly forbidden space is one of
the hallmarks of quantum mechanics. This concept lma extended to account for a
relaxation of the superconducting order paramétestate of lower energy) even if there is
an energy barrier high enough from the classicaltpaf view to prevent the relaxation.
Then we talk about tunneling of the superconductirder parameter in Hilbert space of
all possible configurations of the superconductimgve function. Such a tunneling is
accompanied by the phase slip process cajlehtum phase sligQPS to distinguish it
from the “classical'thermally activated phase sl{@APS. Since the macroscopic number
of paired electrons constitutes the superconductiage function, only their collective
behavior can allow for the order parameter to trfope can say that tunneling of the
order parameter must be “agreed” between many Cqugies). One then talks about the
macroscopic quantum tunneliy!QT) to stress the difference with respect to thelsing
particle tunneling in Euclidean space. UnlikAPSwhich destroy superconducting order
only very close tol, frequentQPS can appear down to zero temperature washing out
superconductivity completely (it is known in littuee as the superconductor-to-
metal(insulator) transition). First suggestiond fhizase slip in superconducting nanowires
can occur via tunneling date backl1®80s[27,28,29]. The existing detailed theory@PS
is quite complicated and its derivation is diffictd follow. However a lot can be learnt
aboutQPSif some basic quantum mechanical principles apdieqh First | will give an
argument why one should exp®tQT to appear in superconducting wires and what can be
said about its rate. Then | pres&@ibrdanomodel which historically was first to describe
MQT in 1D superconducting wires. Finally the most athead model derived b§olubev
andZaikin will be introduced. You will see that althoughstiapproach is fairly heuristic it
gives qualitatively the same result as the advantiedoscopic theory.

T.5.1. Heisenberg uncertainty argument

Heisenberg uncertainty allows for the order paraméb visit states within the
energy regiolAE [0 h/Ar with respect to the local minimum of the free gyellt creates
opportunity for the order parameter to go from energy minimum to another even if two
minima are separated by classically not accessibérgy, thus justifying the concept of
tunneling. Some physicist used to say that if aanelasts for very short timér, a system
can borrow energy from “nowhere” to return it tooWwhere” immediately after tunneling
happened. Hence if tunneling can happen fast enghghamount of borrowed energy can
be sufficient to overcome potential barridF. Using this heuristic argument one can
formulate the condition for the pronouncetMQT in the following form:
AF OAE O h/Ar (analogous criterion fofAPSwould be AF O k; [T). One can claim

that just by changing characteristic energy sceldsAMH model of thermally activated

15
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phase slipsksT (thermal)— h/Ar (quantum) one should get the rate for quantum phase
slips. More or less it is what Giordano did tryiegnterpret his experimental findings.

T.5.2. Giordano heuristic model for macroscopic quatum tunneling

One of the first who observed much wider resistr@@sitions then predicted by the
LAMH model was Giordano [28,30]. To interpret his restié used modification of the
LAMH theory so that it could account for tunneling bé torder parameter. Giordano
supported his analysis on findings of Caldeira damdjgett [31] who calculated the
tunneling rate of the order parameter for Josephsuttions/ ;. By generalization of their
results Giordano postulated that the rateM@T in case of superconductiddp wires can
be expressed up to some constant witiARIH-like formula for which thermal enerdgT
should be replaced with “quantum” enefgifc.. Giordano assumeald hocthat the time
giving uncertainty in energy in the phase slip psscshould be the Ginzburg-Landau time
TeL Since it gives the proper scale for diffusion loé torder parameter through different
configurations. Performing the described energylescaplacement ireq. T.9and T.10
describingTAPSone gets:

AV L 1 _[AF
Riaps ==~ = Q E—I—exp(— Q=—3—[—
APs Ry ET) 14 ko [T

KT « hizg

AV L AF, [T, F [T
- - ool - o Lol (T.15)
Rops ==~ =b D{(T) R O Sk [exp( aDAT)

wherea andb denote numerical constants of the order of umtyoduced additionally.
Constanta arises from uncertainty in the distance underbdueier (or equivalently in the
tunneling time), constaitreflects approximate nature of the formuta. T.15is based on
time dependent Ginzburg-Landau equatidDGL) since it is constructed in analogy to
LAMH theory. For this reason Giordano’s approach tgustified for the problem oQPS
observed at temperatures well beldw where GL formalism is not valid any more.
Howevereq. T.15was the first to describdQT process in narrow superconducting wires
and is very similar to the simplest version of tHetailed microscopic treatment
(cf. eq. T.15NndT.300r T.32.

We can also take advantage of the derivation of EAKdrmula with explicit
normal state resistanced.T.13 to rewriteRgpsin the form convenient for the comparison
with experiment. Formally we can do it be repladiegnksT in R_avn (€q.T.13 with term

h/teL in RQPs;
Rors =DCHB2IR, [, [L-1)%)"? expt-all -1

(T.9 & T.10)

(T.16)

where parametet, familiar fromR_aun derivation, is given either gg.T.12oreq. T.11
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T.5.3. Detailed microscopic model of Quantum Phas®lips (GZ model)

Golubev and ZaikinG2) presented microscopic model @PSthat involves effect
of dissipation inside and outside the phase slie §82,33,34,35]. Their calculations are
based on the imaginary time effective action tegbai which according to authors
properly accounts for the non-equilibrium, dissipatand electromagnetic effects during a
QPSevent.GZ argued thaT DGL approach is not well defined for calculation@®Srates
for number of reasong.DGL formalism is valid only close tdc, while QPS events can
take place far belowl; TDGL does not take into account dissipation effects tiue
guasiparticles inside tht@PScore; TDGL is not adequate to properly describe excitation of
electromagnetic waves in the wire and its surrougdiuring aQPSevent.

Taking into account the propagating electromagni¢icls is important since the
phase slip is not a local event. It is coupled lexteomagnetic environment. Each phase
slip creates instability which then propagates he wire in a form of a longitudinal
electromagnetic waveMooij - Schon modgl4]). This plasma mode carries energy away
from the phase slip core and dissipates it asdhée heat far away from the core (e.g. in
the normal leads connecting the wire with the aigtsvorld or in the environment due to
induced dissipative currents). Properly deriv@BS rate should take into account this
dissipation which formally has the effect of incse® energy barrier preventir@PSto
appear. If the dissipation due to the phase slifegdion is huge, then the barrier becomes
so large that the rate @PSis negligible.Duanin his work actually claimed th@PScan
not be observed at all because of huge dissipattoalectromagnetic fields introduced by
a single phase slip event [36]. Howe¥&Z has arrived to the conclusion more optimistic
for experimentalist: QPS should be observed in wires with cross-section tloé
order of100nn?.

QPS rate (single phase slips events)

GZ considered rate @PSto be of the form:

Fops = QLEXP(=Syps) (T.17)

with Syps being the effective actionGZ showed that it is possible to separate action of a
single QPSinto two parts:Sops = Score+ Sout The core par&ore considers the phase slip
center and is determined by the condensation ersmndydissipation by normal currents.
The hydrodynamic part outside the c&g: depends on propagation of electromagnetic
fields out of the phase slip center. Outside thasphslip core the absolute value of the
order parameter remains equal to some mean vatlieray the phase of order parameter
changes in space and time.
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It allowedGZ to calculates, in the form:

_ . h
Sout = ,UU]n[mln(Co E-lkB—T L)/ max(c, [, Xo):| (T.18)
o _|C
= O=
40 \ L, (T.19)

where 1o andX, are the typical duration of tHgPSevent and the typical size of tREPS
core, respectively. These parameters are determinech minimization of Sqre

am

L, = is the kinetic inductance per unit length, is the magnetic field penetration

depth, ¢, =1/,/L,C, is the Mooij-Schon plasmon velocity [14}; is the wire capacitance

per unit lengthg is the fine structure constantl#137and g is a wire cross-sectiop is
the dimensionless parameter characterizing damping of twrahagnetic excitation
(plasmon) inside 4D superconductor. In the zero temperature lifni> 0K for infinitely
long wires, the actioi,; diverges logarithmically making singl@PSevents unlikely in
this limit.

For evaluatingx.ore @ choice of trial functions describing dynamics of thesphslip
is required. SpecificallyGZ chose:
|a(x,7)| = A, EBXPEX® 2%, =17 121,%) (T.20)

for the departure of the amplitude of the order paranfieten the mean valud, and:
#(x,7) = - tanhlo) (T.21)
2 XoT

for the phase variations of the order parameter.dynamics is presented ig.T.7.

Fig.T.7. Spatial and temporal evolution of the order paréganeamplitude (left) and
phase (right) in the core of the phase slip.7At 0 the absolute value of the order
parameterA is suppressed to zero allowing the phase to flip2lr It is possible
because at=0 the phasep is undefined at x=x the system has the same energy for
-rand +rrphase difference at xgx
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Minimizing the actionS.re With respect to and o GZ arrived at the final result for the
core parameters and the core actgp:

X =aD\/2—7D=aDF (T.22)

7, =bol (T.23)

0

S... = 7AN,o/hDA, = A%E’E (T.24)
N

wherea, b, Aare numerical constants of order of unity dependerdetails of the trial
functions used for calculation. The above consideratiaid provided the capacitive
effects are small i.e. for sufficiently short wires wigngths:

2
L<<& GMQJ (T.25)
1

whereNy - density of states at Fermi levet: wire cross-section. GZ argued that condition
T.25is satisfied for majority of samples with lengths not exoegetO pm.

Hence, for short wires it is possible to separate theftion Sypsinto two parts:
one accounting for fluctuations of the order paramaek dissipative currents inside phase
slip core Sore, @another describing propagation of electromagnetic waweobthe phase
slip centerS,. Subsequently it was shown that usually in case of shioesW. < 10 um)
the core part exceeds the “hydrodynamic” term. It W®alio ignore theS: when
minimizing the core par&.re With respect tog and 7. It follows that the impact of the
electrodynamic term on the action is smaller then dairgy in A constant coming from
the approximate nature of the trial functiow$ .20, T.2L HenceS,: can be absorbed
into A constant yielding the result for the full actioge$

Sops = Seore = A%E’; (T.26)
The expression$.17 andT.26 give the same dependence which could be extracted from
the TDGL approach (heuristic Giordano modségction T.5.2 However, as argued earlier,
TDGL is not well defined for th&PS problem. It is mandatory to go through proper
microscopic derivation taking dissipation effects intoocact to get a reliable result.
Dissipation plays a dominant role during the phase slipteah the correcQPSaction
must take into account the dissipative currents flowing inidavire wherQPSappear.

GZ calculated pre-facta® for QPSrate using the instanton technique in the form:

To % (7)2
with B being the numerical constant of order of unity. Theulte®r the pre-factor is
different from theTDGL-based analysis. Equatiofisl7, T.26and T.27 give the rate of
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virtual quantum phase slips (appearing in the wire whemetlis no current flowing
through it) in the limit of short wires (¥0 um).

Superconductor-to-metal transition

Although the electrodynamic term of tiiPSaction in negligible compared to the
core part in case of singl@PSevents (short wire limit: maximum one phase slip in @ wir
at a time) it can determine behavior of the system vitenaction between differe@QPS
is considered. For sufficiently long wires in the limit— 0K, GZ predicted
superconductor - to - metal (insulator) transition similar ®erezinskii-Kosterlitz-
ThoulesgBKT) [37] type transition. UnlikeBKT transition in2D superconducting films
governed by temperature, tQ#S transition is driven by the wire cross-section. For
thicker wires the electromagnetic interaction between pllips is sufficiently strong
(they are bound in pairs - with opposite topological chatg2s) and atT = 0K wire
should enter superconducting state. However for thimners some quantum phase slips
are always unbound (they do not have a pair) whicise&s non-vanishing resistance even
atT =0K.

OPS model for comparison with experiment

EquationsT.17 T.26 and T.27 give the rate of virtual phase slips (in the zero
current limit). To find approximate formula for non-zesmall current one can express
action in the form known from the LAMH model [21] and nheroceed analogously as in
the derivation of resistance due to thermally activatedephligss. The presented approach
is fairly heuristic, but the resulting formula from expeental point of view is the same
like the one obtained using advanced calculations ([38],eg€T.33. First we assume
action in the fornops= AFo/Ech. Ecn is characteristic energy scale of QPSprocessgee
section T.5.1 It is related to the duration of the phase slip throdgisenberg principle
and in theGZ derivation corresponds to the superconducting daph/ 1 (eq. T.23 in
thermal activation modet, is kgT). It follows that for the non-zero current the net phase
slip rate reads (in analogy for thié&PSderivation,eq.T.7):

F AF,

. A
Mops =T =T, = 2@ [$inh( ) [exp-—2)
oPs 2E,, Ee, (T.28)
with AF, = ho
2le
# . h AF,
AV = P 2T s = Q %E‘slnh(ﬂreECH a) exp ] ) (T.29)
AV h h deE
=— =Q[R,3—exp(Sys); R,=——5, for I < . (1.30)
Rops | [R, E., PCSees): R 462 h
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One can see that finally the exponent is not adfietty the choice d&., for the action can

be substituted back to iEc, explicitly appears only in the pre-fact@?. We can rewrite

Rops in the form convenient for comparison with expeirh introducing temperature
dependence of the coherence length and pugirg 4 (egs. T.26, T.27, T.30

Rops = DIL—1) xp-C(L-1)"'?); (T.31)
_T. ~_ o afegl oo L : _
t=gi €= Syps(T =0) = ACc-Broi D=BLE R, £(0)= 0850/, 0.,

D and C are constants (used as fitting parameters whenpaong model to data)
characterizing property of sample Bt= 0K and (1-t) terms correspond to temperature
dependence.

The more rigorous expression fBpps in the linear limit of small bias currents
| < 4e4y(T)/h takes the form [35]:

V(T) _ g L) s L
I ¢(T)
whereB ~ 1 Parametek = 2/4+3 with 1 determined ireq. T.19 The power dependence on
temperature~ T in practice can be neglected being negligible caneg to the strong
exponential dependence. Note that the dominatipgm#ence on temperature comes from

the variation of the energy gaf{T) defining the coherence lengff(T) =/ hD/A(T) . At

Rops(T) = [exp2[8ys) T° (T.32)

temperatures significantly below the critical temgiare, A(T) is actually constant and
henceeq. T.32predicts much weaker dependence on temperaturettieel APS model
(eq. T.9. From experimental point of vieeq. T.32gives quantitatively the same results as
ed. T.30oreq. T.31

Note that the expression for the effective resistaRops (€q.T.31 or T.32) is
additive with respect to the wire length. If we rease the wire length twice then we
increase its normal state resistance twice. Helmeechange of the sample length has no
effect on the action since the exponential teraei®rmined only by the resistance per unit
length or, in other words — by the wire cross-sec{iR, /L = p, /o). On the other hand

the pre-factor will increase twice doubling theerdtesistance). In the part of my thesis
devoted to obtaining wires with sputterifgh@pter IV (W) | show that small variations in
cross-section affect normal state resistance aflthe wire is sufficiently narrow. It
follows that resistance per unit length in differgrarts of the wire can be drastically
different making phase slips to nucleate in theawaest constrictions preferentially (so
called weak links). One can argue that variationthe order parameter are averaged over
the distance of the order @ Constrictions with length smaller thehshould not be
“visible” and the wire should behave as a homogsntD channel (provided that the
constriction is not so severe that the local curdemsity is significantly higher than in the
other parts of the wire). However if the lengthtoé non-uniform wire is much longer then
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the coherence length, it is possible to divide whee into N ~ L/ independent domains
each with slightly different value of the crossigmt. As the rate of phase slip depends
exponentially on the cross-section (see sectidn4 one can assume thtite narrowest
part of the wire provides the overwhelming conttibo to the measured resistan&gps
Hence it is quite natural to consider a realisticirfevitably non-uniform) experimental
wire as consisting of two parts connected in sewe® exhibitingQPS behavior of the
length Let <L and the normal state resistan@gers< Ry, and another one behaving
actually like an ordinary superconducting wire fwitit QPSbehavior) of the lengtL-
Les) and the normal state resistan@®-Ryen). Accepting this argumenRy e and Lest
should be used as the fitting parameters when congpaxperimentaR(T) with QPS
model. We know the upper limits for them which aassily experimentally measurable
guantities:Ry andL.

T.5.4. Criteria for the observation of QPS in expaments

The experimental manifestation of quantum phags $lilly relies on the value of
action Sgps If Sops>>1 thenQPSmechanism is completely frozen. Only f&fps~ 1-10
one can hope to observe a measurable resistanoe Bgllt is instructive to investigate
what are general requirements to conduct successperiment orQPS.One can rewrite
the action in the following way:

(T.33)
AR, [ A a AR, W/l
- A& EI: - DRq — [Rq ry mean — [Rq mean
RN C( pN |-_4( pN |:I]mean |:0'85\/5805 |:I]mean OBSDK |Q/C(BCS

where &cs and K = oy ¢ Imean are constants for the given material (orconstant see

Appendix A.B SinceS,y¢ ~ 1 , the best material for observation@PSis the one

BCS

SQPS

with the largeBCS coherence lengthfgcs and largeK constant. Having selected the
material, it is highly desirable to make a wirelws#imall cross-section and with the short

mean free path, f&,,s ~ o/l It may seem suspicious that a long coherencehieag

mean *
an advantage in observation QPS It increases volume where order parameter is
suppressed which at first sight may seem to redwadability of QPS activation.

However, sincé,. :%, long coherence length implicates small supercotigig gap
T

what is favorable for superconducting fluctuatioAlternatively one can say, being based

2

on equation%[NF 2\ :E—C (Nr - density of states in the normal state at Feewel),
0

that materials with long coherence lengths havellserétical magnetic fields what

implicates small condensation energy and again favor for observation of fluctuations.
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One may also claim using BCS gap formut0) = 1.76[k,T_, that material with loW is

more likely to exhibit QPS behavior.

The actionSyps (eq. T.33 depends linearly on the wire cross-section if ehastic
mean free pattmean Of @ sample is not affected by the cross-sectamations (case of
amorphous wires). However for wires studied in thiwk, the dependence on the cross-
section is stronger then linear: fakanscales approximately linearly with the cross-sectio
for the smallest wires studied in my experimdpts,~ . In this limit the mean free path
is fully determined by scattering at sample bouredal need to recall here that the cross-
sections of the wires exhibitin@PS behavior obtained with sputtering look like “flat
pancakes” and thelpeancan be considered to be roughly equal to the héigih the wire.
One can say that thin wires are reduced in sizh gguttering because their height gets
smaller while their width actually remains constdhtfollows that resistance due @PS
procesRopsdepends on the wire cross-sectwim the following way:

log(R,s) 0 -o" n=1if | ., doesNOTdepencdno

mean

1<n<3/2if | .,,depend®n o
n=3/2if | __ [ o, casef wiresstudiedin my experimerd

mean

(T.34)

Above formula implicates a sharp superconductametal (or insulator) transition: a
crossover between superconducting and insulatifgber governed by the wire cross-

KIL , shows that

section. Simulation presented fing.T.8 based oreq. T.31withR, =

mean

reduction of the wire diameter dynm leads to a tremendous enhancement of A8
rate. Also it shows tha@PSshould be observed experimentally only if the wdi@meter
falls below thel0nm range. However this last conclusion can beuentf to assume
different values oA andB thanl (A is in the exponent and from modeling point of viéw
is indistinguishable fronw). Slight variation of the actual values of paraanétandB can
relax/tighten experimental conditions QPS observation. One should remember that in
GZ theory effects of electromagnetic environment@PSrate are absorbed into constant
A since they are too small to be distinguished ftheneffects described in the “core” part
of the action. Nevertheless the constAns dependent on electromagnetic environment
(seeeq.T.33and discussion preceding it). Hence one can argatAt is different for
slightly different cross-sectiong. This fact usually is not taken into account in
experimental interpretationg is considered to be the same constant for the whaohdy

of superconducting transitions [2,26]. | believatthig.T.8 would not change qualitatively
if the unknownA (o) dependence was taken into account.
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Fig.T.8. Strong dependence of Quantum Phase Slip rate enwite cross-section as

simulated with GZ model (eq. T.31) for aluminumaovaine.

24



lll. Existing Experiments
on 1D Superconductors — Overview (O)

0O.1. Thermal phase slips: Experiments on tin whisks

The model ofthermally activated phase slipgAPS [16,20] currently has the
status of a well-established theory. Since its graent inlate 1960sit has been used in
a number of experiments. To get rid of the trivimbadening of the experimentally
measuredR(T) transition due to the sample inhomogeneity, oneukhstudy extremely
pure samples. The first experiments [38,39] werdamnan naturally-grown tidD crystals
(whisker$ with typical dimensions of 8.5um x 0.5um x 1mm like the one presented in
Fig.0.1[40]. The crystals were literally hand-picked from theydts and the electric
contact were made either by soldering with Wood&tahor squeezed with indium. Note
that both materials are superconductors withhigher and lower than that of tin,
respectively. The experiments revealed that theemxgntally observed width of the
superconducting transition can be described bylthBSmodel Eig.0.2. Note that the
measured resistance dropsgrders of magnitude oved+nK range.

1;m

100 nn

Fig.0.1. Tin whisker on the surface of the spin-on-glasg.[40

A remarkable feature of the TAPS model is the higpke sine dependence of the
phase slip rate (effectively measured voltage)henhtias currenteq. T.6& eq.T.§. It was
claimed to be confirmed also in one of the earlpeiments on tin whiskers ([38],
Fig.0.3. In the experiment th¥(l) dependence should be measured at a well - s&dbiliz
temperature belowl.. Even AT ~ 0.1mK instability might spoil the measuremerf. (
Fig.0.2. Such experiment requires thermal stability byrfauch better thed mK, which
is not a trivial task.

25



Existing Experiments...- Overvie\D

IGH

| === T T T T T T T T T a A
- a t
& -
L.
at i ~i2
I o 0 - _
G ",.“' S .
» \
,‘ |
- Il ]
g 3
0 _,-’ s
il
RIJ
&L i | a8l i
Areqz2.2 w 10" em®
! Rp=1.13 0 ]
" S goeexi0%em f
10+ d E .
z‘.’ {
!r !
"ﬁi ¢ 1 L 1 L ! i L L 1 ! L A 14
Ll 18 9 8 7 & &5 4 A& 2 .0 0O -1 -2 -3 oy L . L
=T meK 0 N .

Current (pamps)

Fig.0.2. After [3§. One of the first Fig.0.3. After [38]. Experimental

verifications of TAPS model. Notice 4 orders of verification of the hyperbolic sine

magnitude reduction of resistance in 0.7 mK dependence of voltage on the bias current

interval. in TAPS regime at fixed temperature just
below T.

0.2. Considerations concerning verification of theTAPS mechanism in
real nanowires

In this section | will discuss some other factordiahh may influence the
experimentally observed superconducting transitioinsealistic 1D samples expected to

confirm validity of theTAPSmodel.

1. Dependence of thk on the wire cross-section, defects and proxinfityots

In general, the critical temperatufig of low dimensional superconductors may
deviate from the bulk value being dependent onvilte size and morphology. Each real
wire is inhomogeneous to some extent. This inhomeiyg involves finite geometry
defects variousproximity effectge.g. proximity of measuring leads). Typically thmaller
the sample, the stronger the relative geometrioalumiformity is. All these effects can
easily account for broadening of tR€T) transition. My considerations on this subject are
presented in sectidh.1. Experimental limit on observation of phase slip&Vith respect
to the cited experiments on tin whiskers [38,3@plld like to note that many factors have
not been addressed yet: e.g. what is the influehtiee contacts made of stronger/weaker

26



Existing Experiments...- OvervievD

superconductors? What is tlhgdependence on the whisker cross-section? Partigaliae
can ask what will happen if you cut whisker intmtparts? WillT. of two parts will be the
same within accuracy 6.1 mK? It would be interesting to compalR4T) transitions for
3D crystals andlD whiskers to see if for th8D structures transitions are steeper. One
should bear in mind that here we speak about viegy dffects capable of broadening the
superconducting transition width byl-mK.

2. Overheating

The overheating of the wire by the finite bias current might brirapother
uncertainty to the experiment. Experimentally tffect may manifest itself as hysteresis:
transition to the superconducting state happers laiver temperature compared to the
transition to the normal state. The Joule heatarglead to a situation when temperature of
a part of wire (say, the one which is still abdwg keeps slightly growing as we increase
the bias current. This part behaves then as, tlwalded, hot-spot which grows in size as
current is increased. The non-linearity of thgl) dependenciesF{g.0.3 can be
interpreted as the hot-spot formation [41,42,43].

There are two mechanism of cooling for electronsgatem heated by external
power:diffusionof energetic electrons out of the wire gftbnon emissiarDecoupling of
the electron and phonon temperatures is only obdgeat sub-Kelvin temperatures. It
follows that at3.7K, which is T, for tin whiskers, electron and phonon temperatures
should be in principle the same. However, dueKipitza resistancethe phonon
temperature inside the wire can differ from the sttdie temperature (the bath
temperature). It can be especially pronounced émglor suspended wires coupled
thermally to the bath only through electrical coctiens at the ends serving as reservoirs
(the surface over which the heat can be exchangsddh case is rather small: two cross-
sectional areas of the wire). One should note ttitends of the wire close to the “cold”
reservoirs (contact pads, leads) can get rid of dkeess heat (via diffusion) more
effectively than the central parts [44]. It actyathn lead to the situation when the ends of
the wire are already in the superconducting steltde its middle part is still in the normal
state. It is just one more reason why the supenodimy transition inlD wire can have
some finite width.

Myself | have never measur®|T) transitions for aluminum wires which could be
reasonably fitted with theAMH model of TAPS experimental dependencies are always
noticeably wider and usually exhibit some “kinkdt. happens because of the(o)
dependence, ensuring that thicker parts of an alumiwire (e.g. node regions) undergo
superconducting transition at loweil,. For detailed discussion see section
E.1.Experimental limit on observation of phasesslip
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0.3. Early experiments on quantum phase slips (QPS)

Probably the first who observed departure from T#PS — like behavior in
superconducting transitions dfD wires was Giordano. He used his heuristic model
(section T.5.2 to explain data forln and Plbydng: wires obtained with a step-edge
technique in which ion milling was used to pattpraviously deposited thin film [28,30].
These wires showed finite resistance far belewFig.O.4). However, in the light of the
earlier discussed background, there are sever&ampoints in that pioneering work. For
example: what was the homogeneity of the samplég; the two wires of different cross-
section inFig.0.4 exhibit the same slope associated with resistanoguced by quantum
phase slipscf. €q.T.34 and Fig.T)8 Finally, one should expect that the wire withaier
cross-section should display smaller slope whiafoisso obvious here.

The well known experimental demonstration of quantphase slips as being
responsible for the finite resistance of narrowewibelowT. was provided by Harvard
group ([26,45],Fig.0.5. Their wires were obtained by deposition Mby 7dG& 21 Onto
carbon nanotubes (or ropes) suspended acrossoslig&/SiQ/SIN substrates. Thus the
nanotubes were used as templates for nanowirethelrfirst Nature paper the authors
claimed that the wires were superconducting orlaiswg (not reaching zero resistance)
dependently on the ratio of their total normaletasistanc&y to the quantum resistance
for Cooper pair®k;=6.45kQ. For Ry< Ry wires should remain superconducting while for
Rv> Ry quantum phase slips destroy the long-range supéucbting order (insulating
state).
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Fig.0.4. After [28]. One of the first
experiments claiming observation of Quantum
Phase Slip (QPS) phenomenon in 1D wires.
The sample diameters were: 41 nm (full dots),
50.5 nm (crosses) and 72 nm (open dots). Solid
lines are predictions of TAPS model.

Fig.O.5. After [26]. Narrow MoGe
nanowires deposited onto carbon
nanotubes exhibit broadening of the
superconducting transitions.
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Later, inPhys. Rev. Letf26] the authors revised their conclusions: thevaht parameter
controlling the superconducting transition is rfwé ratio ofR,;/ Ry, but appears to be the
resistance per unit length, or equivalently, thessfsectional area of the wire.

In the recent review [46). Bezryadirsummarizes the experimental dataMdoGe
nanowires and comes to the following conclusions:

- Short homogeneous nanowires € 200nm) exhibit a clear dichotomy: they
demonstrate either “weakly insulating” behavior hwitlear features of weak Coulomb
blockade, or relatively steep superconducting tteamsR(T) with the resistance controlled
by thermal fluctuations (LAMH model of TAPS). Inishregime no sample shows a
crossover between two types of behavior. The agaesmeter governing the behavior of
short homogeneous wiresRg with Ry= R, setting the transition point.

- Long nanowires 200nm < L < 1 um) typically exhibit a crossover between the
regimes of small and larg®PS rates giving the rise to superconducting and nbrma
behavior, respectively. THe(T) transitions of long wires show a decrease of #séstance
with cooling even those which satisfgy>R;. The crossover between normal and
superconducting behavior of the long samples isrobbad by the wire cross-sectiamor,
equivalently, by the rati®y/ L with the overall picture consistent with t#*Sscenario
(section T.%

The author also stresses the fact that measursenoéntvires, which are made
inhomogeneous (granular) on purpose, show that eir@s, even if they are short in the
sense stated above, do not show a clear dichotdifly Appreciating results oMoGe
nanowires one should mention that since carbontnhee are known to be insulating,
metallic or even superconducting it is not cleawhand to what extent they can alter
superconducting properties of the nanowires deposinto them [26,45]. However, the
most recent results [47,48] were obtained usingrihated single-wall nanotubes, which
are known to be insulating. These results appeguatitatively the same to those obtained
with regular nanotubes.

A systematic experimental study &b nanowires of different thicknesses and
widths has been reported [11]. The method enaBI@J measurements on in situ grown
samples with progressively increased thickness @instant width. It was found that the
superconducting transition of sufficiently thick damvide wires can be fitted with the
LAMH model; while with decreasing the wire cross-secttbe width of transitions
systematically deviate from predictions of the niqdiég.O.6). The authors attributed this
behavior to 1D Coulomb correlation effects. One raegue that the effect can be actually
related taQPSmechanism. However, in my opinion, inhomogeneftthe studied samples
could equally well account for the obserdg€ll) broadening, although the authors pointed
out that it is unlikely. They claimed that simileodulation of wire width, independent of
wire thickness, should give rise to the same dmnafrom the LAMH model for all
samples of the same width. Since it is not the taspresented datdig.O.6), the authors
assumed that geometrical imperfection (e.g. edgeghoess) does not affed®(T)
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transitions. In my opinion the argument is notreot. First, as one reduces the size of a
wire the relative inhomogeneity increases everbdotute roughness is kept unchanged. It
may happen that thick wires with some given rougsnean be considered homogenous
while thin wires with the same roughness are ajreadlomogeneous. What really matters
is the dependence of thie on the cross-section (or more generally on georekor
example: in case of aluminum the magnitude of thpexdT./ do for smallerois higher
implicating stronger broadening of transition fbetsame absolute roughness (see section
E.1. Experimental limit on observation of phasesli.).From the provided dat#ig.O.6)

one may conclude that in lead./ do> 0. Hence, the thinnest parts of the sample éxhib
the superconducting transition at the lowest tempees, thus trivially contributing to the
broadening of thdR(T) transition. Second, usually when you try to obtagally narrow
metallic lines their absolute inhomogeneity usugkys worse. In the discussed work [11]
there is no evidence (e.@PM picture) how roughness changes with the size ef th
samples. Resuming, in my opinion, dataRimnanowires [11] is nhot conclusive to claim
observation of th€@PSphenomenon.
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Fig.O.6. After [11]. Resistance per unit area R/sq vs. terapure for several lead
nanowires of different widths: 22 nm (left pand}, nm (middle panel), 55 nm (right
panel). For the same width, the thickness is varigotted lines are fits to the LAMH
model of TAPS. Deviations from the model are manqunced with decreasing
thicknesses and wire width.

From other scientific papers reporting observatb@PSobservation in nanowires
I will mention two. One addresses electrical tramsmeasurements made on #resemble
of single-crystal Smanowires fabricated by electrodeposition techmignd embedded
inside the membrane [49]. Another presents theeewid for QPS ilong 1D aluminum
wires[50].

Resuming experimental overview, | can say thabteef started my PhD activity,
there existed some experimental evidence of nomrile mechanism responsible for
broadening theR(T) dependencies in superconducting nanowires. Howeber QPS
phenomenon in ultra-narrow channels was far fromgexperimentally established.
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V. Fabrication of Ultra-Narrow Wires (W)

It may seem that there are many different fabiocamethods which allow one to
obtain thin metallic wires in the nanometer rangeobably the most common are
lithographical techniques in which patterns arettem on a substrate with a masked or
finely focused optical YV), X-ray, electron beamHBEB) or focused ion beamF(B).
WhereasUV photolithography, being compatible with mass puaidun, is good for
industrial applications it can not compete WEBL or FIB in resolution. State-of-the art
EBL has been proved to deliver line widtiGnm (being limited by a size of organic
molecules of resist used for mask fabrication)eAlatively one can usgcanning Probe
for nanoindentationg1], manipulation of small objects5®] or controlling chemical
reactions locally (e.g. oxidation of silicorbd). The SPM nanolithography is under
development and at the moment lacks universaliber@ are also chemical methods, e.g.
electrodepositiond4,55,56, relying on self-assembly properties of crystétsmy work |
have used the different approaciputtering | utilize idea ofscaling down pre-fabricated
structuresusing ion beam. Wires initially obtained wifBL (however any other method
for initial sample fabrication would work as welNere exposed to the low-energy ion
beam and eroded down in homogeneous way assistedntgval of initial roughness.
There are many advantages of such approach:

1. One can measutee samestructure with successively reduced size. It opgna
great opportunity to followthe progressive developmeat a size-dependent phenomenon
in nanostructures. Even if one claims that it isgdole to get the desired line width by
other means, still he has to produce many diffesantples to trace the development of the
size phenomena. Each such sample should be ch&aadtendependently to a large extent
representing a unique system being produced wihts} different fabrication parameters
and giving more room for artifacts.

2. Sputtering allows for shrinkinge samesample in predictable way meaning that
we cantailor the structure with nanometer accuracy.

3. The method preserves homogeneity. It is mucherduficult to obtain with EBL
a long and very narrow line with constant crosdisacthan a thicker one. But having
initially a homogeneous thick wire you can spuitéo get a homogeneous narrow sample.

4. The big advantage is accessibility. Not mangaeshers have an access to state-
of-the-artEBL systems, while starting from a “modest” systemhwitl00 nm resolution
one can still get the desired feature size uti§jzon sputtering.

In the following, | will describe the morphology éihe size of pre-fabricated and
sputtered wires determined wiBPMandSEM Sputtering strategy will be treated. | will
introduce simple geometrical model describing thape and the size evolution of the
sputtered wires and compare it against the expetahelata. Then | will present a little
more complex model allowing understanding and ptédj the change in resistance of
a sputtered wire being based on its material attidligeometrical parameters. This model
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will be compared against thé-probe measurements of wires’ normal state resistance.
Finally, 1 will compare two estimations for a wigsetross-section: direct - based 8RM
data and indirect — based on normal state resistanc

W.1. Initial sample fabrication

Wires produced with e-beam lithography followed thermal evaporation of
99.99%%6 pure aluminum are granular (polycrystalline). yheere processed iWHV
chamber in which magnetic materials have never lex@porated. FronsPM and SEM
measurements linear grain size can be estimatedeton the range of0-100nm.
(Fig.W.1). Obtained wires were studied wiiPM microscope to determine their geometry
and homogeneity. Typical cross-sectional area idigion of a wire is displayed in
Fig.W.2. For the purpose of the reliability of ultrasoniornkling the contact pads were
covered with~50nm of copper. The deposition was made in such a (h&ggh angle
evaporation) that the thinnest parts of the nanogire were left purely aluminum (see
alsoFig.S.9. The nomenclature of the samples reflects thegmee of copper on the pads.

Mag= 61.87 KX
200nm

EHT =10.00 kv
WD= 6mm

Fig.W.1. Polycrystalline nature of aluminum wires produceih e-beam lithography:
(a2) SEM picture (Cuam2no4); (b) SPM phase mode picture (@B no5). Grain size
ranges from20 to 100 nm The wider parts seen in pictures are electrodasaang for

4-probe resistance measurements. The same elestaoden the other side of the wire.

W.2. Sputtering as a method of scaling down nanowas

lon beam sputtering can be thought as an erosi@nspirface due to primary ions
bombardment: each projectile ion behaves like a@arball kicking out atoms from the
bombarded material. As a result, the ion beam spaog provides powerful tool for gentle,
layer-by-layer removal of the target. The methodh ¢ used whenever successive
reduction of dimensions of the structures initigdhpduced by other methods (e.g. e-beam
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Fig.W.2. Distribution of the wire cross-section for theur® long aluminum wire

0

(Cu5umlnol) produced with e-beam lithography (right dggam) and the same wire after
sputtering (left histogram). One can observe naingaof the histogram due to sputtering.
However relative inhomogeneity gets worse. In tiset, corresponding height evolution is
presented. The images of this wire before and afperttering can be found from Fig.W.9.

The representative cross-sectional profile of thiie is presented in Fig.W.11(c).

lithography) is required. It allows tracing the esidependent physical properties of a
material. Previously the method has been shown adk veéuccessfully to reduce the
diameter of nanowires and the size of the islan8ET transistors $7]. In other research
group sputtering was also utilized to pattern thevipusly deposited thin film to obtain
wires B8] or to decrease thickness bigh-T; layered superconductor bringing it to the
limit when only one layer was lef69]. In my work | used the sputtering to investigtte
effect of the wire’s cross-section on the shapé@sosuperconducting transitidR(T). As
my final goal was to obtain wires in the rangel6fx 10nn¥ | had to control sputtering
with high accuracy. Numerous experiments perforned wires (mainly made of
aluminum) allowed me to develop the phenomenologpattering model which gives
reasonable insight into evolution of the shapes thedsizes of wires initially produced
with e-beam lithography. | have shown that it issgible to reduce nanowires cross-
sections in predictable and controllable way. 8tgrtwith different initial sectional
profiles of the wires and using different sputtgrangles it is possible to control the aspect
ratio (height to width ratio) of the wire cross-genal profile.
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Probability density for a single Ar” ion to be stopped

Fabrication of Ultra-Narrow Wires W
W.2.1. Issue of damage introduced by sputtering

As bombarding ions penetrate material the quesifothestruction arises. Hence it
is justified to ask to what extent physical propet material is altered as it is bombarded
by ions. Some answer to this question can be basstnulation withSRIMsoftware The
Stopping and Range of lons in Majtd60]. In my experiments the nanowires were
sputtered with low energeti©.2- 1 keV) argon ion beam. At such low energies only the
very surface of the target is affected as the igmejected range and associated collision
cascades in aluminum are
at the level of few
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Fig.W.3. Projected range of argon ions penetratingeXperiments where keV
aluminum amorphous target (a) and range of collisioion beams were used. For
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bombardment.
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properties as it is immediately oxidized when theevis taken from the sputtering chamber
to ambient conditions. The thickness of the nalyiakeated aluminum oxide is at the level
of few nm. Hence we conclude that the results abthifor wires bombarded wi200 eV

do not suffer from ion beam induced damage. Asifferdnce in experiments performed
for 1 keV and200eV has been observed we conclude that generaljothbeam method
for energies belovil keV is non-destructive in the sense that it dagsatter the intrinsic
electrical properties of the studied wires. Itlsogpossible that fot keV the5-6 nm thick
surface of aluminum is amorphized under the iombé&ambardment, but recrystallizes
after the sputtering is stopped.

W.2.2. Rutherford backscattering (RBS) analysis o$puttered aluminum
films

Aluminum films deposited on silicon substrates haeen analyzed in RBS
experiment employind MeV “He" as incident ions. Backscattering anglel68 has been
used. Samples have been tilted to avoid channefingns in silicon. The experiment was
conducted to see what kinds of impurities are thioed to aluminum when it is sputtered.
RBS analysiof as-received aluminum films (not subjected taitsgyring) revealed no
measurable amounts of any impuriti€sg(W.4. However it is important to note here that
impurities lighter then aluminum e.g. oxygen orbzar could have not been detected in the
analysis.

| ! ] | ! | ! | ! |
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Si

) ) 5 2 A
— Al fitted thickness of Al layer: 460 x 10" at/cm” => 76nm thick
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Fig.W.4. RBS spectrum cthe as-received aluminum film evaporated the silicon
substrate. Red line is the simulation. It is thensaf back-scatterings that appeared on
aluminum atoms (blue line) and silicon atoms (gréea). Inset shows the magnified
fragment of the spectrum. No evidence for elembasvier then aluminum can be
found.
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The RBS spectrum of aluminum films sputtered witkeV Ar* ions to remove
~35nm of aluminum is reach in impuritiegr, Cu, Fe, Ni, Mo, Sror Ag) and Au
(Fig.W.5. However they can be found only on the very sigféayer of~ 2nm. Very
probably the appearance of these elements in iggally pure sampleHig.W.4 comes
from the re-deposition of the co-sputtered envirentncopper comes from sample holder,
iron and nickel from stainless steel walls of vaouchamber, molybdenum from the ion
gun aperture, silver from the epoxy used to fixtaots. Since surface layer o2~ 3nm
of aluminum films is covered with aluminum oxideld not expect detected impurities to
alter electron transport properties of the studiiets/wires.

100 k I T I T I Ll I Ll I Ll I Ll

25000

20000

15000

~ 10000 - B
h ® 5000 .

o
S
|
4
07
casesd®
1

*He ¢

0 \ energy channel
) 60 |— . 0 n n N N ra—
[ (] 200 300 400 500 600
S [ J
o [ ]
o =
T
< 40

20

400 450 500 550 600 650
energy channel

®  experimental, simulated,

. 15 2 L. .
1 Iayer. 12x 10 at/cm =>2nm thick: Al-95%; Ar-2.5%; Cu-1.55%;
Fe-0.35%, Mo-0.1%;

A; 3 layer: si

Ni- 0.45%, Sn or Ag- 0.04%; Au-0.02%;

. 15 2 .
2 layer: 220 x 10 "at/cm” => 36.5nm thick:

Fig.W.5. RBS spectrum of aluminum film sputtered wlitkeV Ar’. Inset shows the full
spectrum dominated by the back-scatterings on alumiand silicon atoms. Enlargement
of the spectrum for higher energies (central piejureveals the presence of elements
heavier therAl andSi.
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W.2.3. Sputtering yield and sputtering rate

It is a known fact that sputteringeld (number of atoms ejected from the target per
one incident ion) depends on the angle betweenattyet's surface and the projectiles’
trajectory. The effect originates from the factttlaa glancing angles more projectiles’
energy is deposited near the surface enablingrthareed sputtering yield. | calculated the
expected dependence of the yield on the impingearaygie 8 for aluminum bombarded by
1 keV Ar* ions [60]. The result is presentedig.W.6 It should be noticed that density of
projectiles at slopes is suppressed by facws(@). Since the amount of the removed
material is the product of the density of the prtjes and the yield, one may expect that
the rate of the material removal is representedhleydependence given Kig.W.6 with
green dots (lower curve). If to apply this deperwdeto particular structure being irradiated
with ion beam at fixed direction, one can noticatthifferent sides of the structure are
sputtered with different rateméet of Fig.W.h
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Fig.W.6. Angular dependence of the yield (upper curve)lfeeV Af ions hitting an
amorphous aluminum target calculated with SRIM [@0dwer curve represents the
actual efficiency of the aluminum removal (sputtgniate) as it takes into account the
reduction of the ion density at slopes by factocadd. The anglefis measured from
the normal to the surface (see the inset). Horiabashed line is the effective
sputtering rate averaged over all possible impimggangles.

37



Fabrication of Ultra-Narrow Wires W

W.2.4. Geometry of sputtering

Experimentally | found that perpendicular bombardimaakes a wire less and less
homogeneousHig.W.7). | associate this effect with angular dependesfcthe sputtering
rate. Also, since | considered polycrystalline wireis not excluded that different grains
within the wire can be sputtered with differenteaidependent on their crystallographic
orientation with respect to the ion beam axis. sTéiffect obviously is not taken into
account inSRIM calculations $RIM considers amorphous targets) and can give rise to
inhomogeneity development in studied wires whemp@edicular ion beam is used.

A good remedy to get rid of this kind of preferahtsputtering is to use rotating
sample stage tilted with respect to the beam &i3.\(V.8. Such geometry enables the
averaging of the sputtering rate over differentlesngso that all parts of the wire are
affected similarly by bombarding ions, and the veholnostructure is eroded down in
homogeneous fashion. The rotation of the sampieirdites differences in sputtering rate
related to anisotropy of polycrystalline wire. #rcbe thought that bombarding ions “see”
on average an amorphous structure of the targegrrmabtOne can notice that in this kind
of arrangement the top part of wire is sputterédhal time, while sides are bombarded by
ions only for half of the time (being in shadow forother half). The approximate average
sputtering rate is shown Fig.W.6with horizontal dashed line.

0=0°

Fig.W.7. SPM pictures of the same single aluminum nanowire scdi@dn withl keV Ar*
beam for perpendicular bombardment. One can obst#@edevelopment of inhomogeneity.
As silicon substrate is sputtered faster then atwmi, finally the wire is located at the top of
thesilicon pedestalPlane with grating (heigl = 0) separates silicon from alumint
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10 O
Fig.W.8. SPM pictures of the same single aluminum nanowiraled down with 1keV Ar
beam at rotating sample stage tilted6at 40 with respect to the beam axis. One can observe
"polishing effect” of the ion beam bombardment oireis shape. As silicon substrate is
sputtered together with aluminum finally the wiseloacated at the top of the silicon pedestal.
Plane with grating (height=0) separates siliconfraaluminum.Notice removal of the initial
roughness (high frequency Fourier components ajhigi However smooth variation in height
(low frequency Fourier components) can not be elated.

W.2.5. Effect of sputtering on wire morphology

Sputtering not only preserves initial homogeneitgraooth sections of the wire but
also gradually removes the roughness in less egetioas Fig.W.8. It is not excluded
that observed smoothing of wires can be associatddthe ion beam induced downhill
currents responsible for redeposition of the bomddmaterial as it is calculated in work
of Moseler[61]. However it should be stressed that his satioh considers amorphous
targets as diamond-like carbon or amorphous siliddiires studied in my work are
granular (polycrystalline) and it would be requiredredo the mentioned simulation for
polycrystalline structure with random beam directio insure that downhill currents are
indeed responsible for the observed smoothing. €meconsider sputtering as a low pass
filter. It removes high frequency components (=rplepikes) from the Fourier spectrum of
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the surface topography. It does not affect smoatiations. Particularly, it can not prevent

development of extended constrictions with smoathation of the cross-section along the

wire (Fig.W.9.
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Fig.W.9. The same aluminum wire (Cutmlnol) beforda,c) and after(b,d) sputtering

(SPM data). Topography of the top part of the a@litvire reveals its granular naturéc).

After sputtering the absolute roughness is redu@dd(color resolution in picturgb) is

much higher than ifa) which may lead someone to an opposite wrong ceimi)yy however

the relative inhomogeneity is increased (crossisedtistograms for this particular wire are

“smooth”

presented in Fig.W.2). In course of sputtering oae observe the development of

constrictions denoted ift) and(d) with arrows. These are the places where the wieaks

first if sputtering is continued even further. Foorresponding representative profiles for

this particular sample refer to Fig.W.11(c). (b) the silicon pedestal has been subtracted to

demonstrate the morphology of the wire with betésolution. Similarly in(c) the bottom

part of the wire has been subtracted to demonsttaeagranularity.
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W.2.6. Evolution of structure under ions bombardmemn (model)

In order to control the shape and size of strustureated with the ion beam I
created a simple geometrical model describing teealution. Typical cross-section of a
lift-off fabricated nanowire can be approximated by trapezoid Kig.W.10Q. This
assumption allows us to predict some trends gomgrevolution of the wire shape when it
is bombarded by the ion beam. For trapezoid we hawealifferent slopes which in general

120 —
100 —
60—
60 —
40—

20—

1]
-200

Fig.W.10 Modeling ofa real wire cross«-sectior (shown with the smooth rounded li
with trapezoid of the same height, cross-sectianaa and side wall angle.

can be sputtered with different rates. In the gdomatilized in my experiments the top
part of the trapezoid is bombarded all the timehwite ion beam tilted af= 40°, while
the sides of the trapezoid are treated with thebmeim incident at different angles only for
the half of this time (being in shadow for anothalf; it is true when side-wall angke of

a wire is larger the®= 40°, which was the case for my wires). It follows tlsauttering
rate at the sides (Vis suppressed with respect to the sputtering aathe top part of
trapezoidVper by factorV/Vper = 0.4 (approximately for the case of aluminum). This can
be easily verified from the data presented=ig.W.6if to assume the averaging of the
sputtering rate over the angl@s the rang&°®9(°. It can be shown that depending on the
initial aspect ratio and the side-wall angléhere might be two scenarios of the trapezoid
shape evolution: sharpening or flattenirfgg(W.1). In the context of our discussion
“sharpness” corresponds to the aspect ratio ARgodefined as the ratio of height to
width. It can be shown that condition f@harpening scenario”(Fig.W.11(b) is:

sing Ve
EVE (W.1)

a

ARni >

whereAR,; denotes the initial aspect ratio amds the side-wall angle of the trapezoid.
The condition for théflattening scenario” (Fig.W.11(a) is:

sing Ve
2 G\/_ (W.2)

a

ARni <
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If to put “=" sign in the above inequalities trapéx becomes triangle only in the limit
when its cross-section approaches zero. Consid#riadimit is also the easiest way to get
the inequalities.

Hence it is sufficient to know the initial trapedoshape to know whether after
sputtering it will end as a “flat pancake” or assaiky triangle”. Both opportunities are
presented inFig.W.11 W.12 and W.13 We can conclude that to get the “sharpening
scenario” for the used sputtering geomefly: 40° one would need to fabricate the
wire-trapezoid with the initial aspect ratio largiwan 1.25 and the side-wall angleg
approachin@(. In general for particular side wall angle struetwith aspect ratio higher
then tan(a)/ 2 can not be produced (it would correspond to tlengith side wall
anglea). This allows to evaluate range of angles for WwHisharpening scenario” could
possibly take placeF{g.W.12. In practice all produced wires ended up as tcakes
(“flattening scenario”). This statement is suppdrieith the SEM and SPM pictures (cf.
Fig.W.11(c) Table W.1-p.54andFig.W.2Q of a typical nanowire used in my experiments.

It is possible to show that the area of the trajkzoin the discussed model
decreases parabolically with the ion daggéfluencg. In the “flattening” case it is just
parabola, in the “sharpening” case it is the cuwwasisting of two parabolas connecting
gently (first derivative continuous) at the pointeve the triangle is formedig.W.11(b).

In the case of &D film it is just a linear dependence.

The equations describing the evolution of the emmsdion o in flattening case

are (derivation is given iAppendix A.X

o=aly’ +bp+o,,

(W.3)
a= ~ 0 _Zbgpo
%
0=y =V, Wy = 2 70y v £
do h, sina
WO :ﬁ+i
h, tga

where:

ho- initial height of trapezoido- initial cross-sectiong - side-wall angle, w- initial
width, Vper — speed of sputtering of top part of trapezaich { fluenc

V.- speed of sputtering of sides of trapezoioh(/ fluencg

@- fluencedefined as the flux of projectilea(" ions) integrated over time of sputtering,
@ = ho/ Vper—fluence required to sputter the whole trapezoid,

Vol Vper = 0.4 (SRIM simulation-based estimation for aluminum and rotal sample
stage).
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Fig.W.11 Modéding of
the wire cross-section
as the function of the ion
fluence ¢@. Dependently
on the initial aspect
ratio and the ratio
Vo/Vper there are two
possibilities: flattening
(a) and sharpening(b).
In both cases the cross-
section decreases
parabolically with the
ion dosep. The curves
were calculated for the
caseVpe V.

In (c) the real wire
(Cub5umlnol) Cross-
sectional profile
evolution is shown as
recorded with SPM. The
units for the both axes in
(c) are the same to stress
real geometry of studied
wires. Red profile
corresponds to the
silicon pedestal left after
the removal of aluminum

O with HCI acid.
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Fig.W.12. Dependently on the initial aspect ratio and théeswall anglea the sputtered
wire can become sharper or flatter. In practice aliudied wires could have been

considered within the “flattening scenario”.
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Fig.W.13. Evolution of the aspect ratiAR) for the sputtered trapezoid with the side wall
anglea=6C". If AR=sin() / 2 then the trapezoid does not change its shape whilétering
(we obtain sequence of similar figures) — it isregented with thick blue line. If initial
AR > sin@) / 2 then the trapezoid gets sharper and finally it elegrates into a triangle
with the side wall angler = 6. If AR < sin@) / 2 then the trapezoid gets flatter until it
disappears completely. In calculation the sametepug rates at the sideg, and at the

top Vper Of trapezoid are assumed.
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An important consequence of the parabolic deperelenthe sputtered cross-section on
the ion fluence is that as the structure gets @mait is also sputtered slower (the
magnitude of the parabola derivative for small@ssrsections is smaller). The effect can
be qualitatively understood in terms of smalleraaexposed to the bombarding ions. It
follows that for particular fluence less targetragoare removed from a smaller structure
compared to a larger one.

Armed with the presented geometrical model onepradict the evolution of the
shape of the real wires under the ion-beam treatniéguW.14 shows experimental data
based on SPM measurements and the correspondintason. The only fitting parameter
is the sputtering rate for the top part of trapdagi,. Within 10%the Vper was found to be
the same for all samples. For the sputtering ratheasides | use,/ Vper = 0.4 (case of
aluminum nanowires). It should be mentioned thbwaks presented ifrig.W.14 satisfy
the “flattening scenario”.
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Fig.W.14. Evolution of thealuminum nanowire crosssectior with fluence. Experimernl
points were calculated as averages from SPM dataiorEbars are mainly set by the
uncertainty(~ 10%)in estimation of the silicon substrate sputter8dlid lines are parabolic
fits to the geometrical model discussed in the (féattening case). Inset shows calibration of
the sputtering rate for the Si substrate. Data poinere obtained from SPM measurements of
the thresholds defining the border between the sudahe silicon substrate exposed to the ion
beam and the areas covered with the protectiverldyeng the whole sputtering experiment,
hence unaffected by the ions (cf. section W.2.7).
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W.2.7. Determination of the border between the wirand substrate in the
sputtered samples

Usually sputtering of metallic wires is accompanigdsputtering of the supporting
substrate. Since metallic structure acts as a rizagke silicon, finally the wire is located
at the top of the silicon pedest&lig.W.7, W.8, W.11(%) Then the following experimental
problem arises: how to determine the interface betwthe substrate and the wire to get a
reliable estimation of wire geometry? In early s®@f my work | used tiny droplets of
conductive carbon glue_¢it-C CCC Neubauer Chemikalledistributed over the substrate
before each ion beam treatment and serving as npaskecting the substrate underneath
from being sputtered. After experiment was finisited droplets were removed with
acetone leaving behind the steps in the silicorstsate to be scanned with SPM to know
their height. The method allows for determinatidnttee height of the sputtered silicon
with accuracy~10% (values for the droplets that should give the sammber were
different up t010% dependently on the location of the droplet on shestrate). The
measured heights should fall on a straight lingpiittering conditions remain constant
during entire experiment (sd€g.W.14, insét The 10% accuracy in the silicon height
determination results in a rather poor estimatiérthe wire height. For example, you
measure the height of the whole structure (silitonire) after experiment to bE00nm.
Then from “droplet calibration” of the sputtereticgin you get valu®0 + 9 nm. It yields
a poor estimate for the wire heighg;i:b=10% 9 nm.
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Fig.W.15. SPM image of atomically smooth silicon pedestarféee roughness
~0.5nm) left after removing of the aluminum namewwith 7% HCL T