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ABSTRACT

Alanen, Olli
Quality of Service for Triple Play Services in Heterogeneous Networks
Jyväskylä: University of Jyväskylä, 2007, 88 p.(+included articles)
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ISSN 1456-5390; 80)
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Finnish summary
Diss.

This thesis studies the Quality of Service issues of heterogeneous (wired and
wireless) networks and services. Voice over IP and IPTV are the main applica-
tions whose requirements, problems and solutions are considered. In the first
part of the thesis, the Quality of Service issues in IEEE 802.16 networks are stud-
ied. This part deals with the scheduling policy of the base station, contention
resolution parameter optimization, multicast polling related issues and param-
eter based admission control policy. These issues are also studied and verified
with the help of NS-2 simulator. In the second part of thesis, the admission con-
trol policies and mechanisms regarding multicast applications are studied. The
proposed methods are verified in the NS-2 simulator and their applicability is
tested in a real Linux router implementation. The thesis is based on the original
publications in nine refereed conference proceedings and one journal article.

Keywords: Quality of Service, IPTV, VoIP, 802.16, WiMAX, Multicast, Admission
Control
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1 INTRODUCTION

Networks have changed dramatically over the last few years. The driving force
behind the change are the new network applications: real-time video and au-
dio applications have a whole new set of requirements to the Internet and other
networks that used to be best-effort based simple packet-switched networks. An-
other big challenge is the huge growth of wireless networks. Wireless networks
are always more sensitive to disturbance and therefore more lossy and unreli-
able. Indeed, it is a challenging task to provide a guaranteed level of service for
real-time applications in wireless networks.

The Quality-of-Service (QoS) experienced by the users or customers of the
network services depends on several elements and entities on the network. It
depends on all the networks and network technologies that a packet traverses
during its path from the source to the destination. There is a huge research com-
munity concentrating on some of the pieces of the puzzle in order to solve the
overall problem. This thesis also focuses on some of the important parts, which
are included in the mission to guarantee the service level of new real-time appli-
cations like Internet Protocol Television (IPTV) and Voice-Over-Internet Protocol
(VoIP).

1.1 Motivation and objectives

Triple play service is a concept that means delivering digital television broad-
casts and a telephone and a broadband Internet access to people through a single
broadband connection. It is currently a term that is well-known throughout the
telecommunication world. All over the world, network operators are introducing
their triple play services - in Asia alone there were 2.7 million IPTV subscribers
at the end of 2006, which corresponds to an increase of 87.4% from the previous
year [44]. Another research from Gartner estimates that, in 2011, 7.5% of North-
American households will have IPTV [34]. Naturally the growth will continue. It
seems like a reasonable assumption that, in the future only general IP-based wire-
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less access network technologies like WiMAX will be used on the radio waves; on
top of them television, radio channels, phone calls and all the other services can
traverse inside IP packets.

The delivery of digital television to homes by the Internet (IPTV), however,
is not a simple thing to accomplish. First of all, the video encoding must be ef-
ficient: for example, when using Moving Picture Experts Group 2 (MPEG2) en-
coding, one channel can take about 5 Mbit/s of the bandwidth. With a High-
Definition Television (HDTV) broadcast MPEG4 must be used, and the band-
width it uses up is considerable. This can, however, be solved by widening the
bandwidth of access networks. Another solution already in use is the delivery
mechanism used by IPTV: multicast. Multicast itself is quite an old method. It
was introduced by the Internet Engineering Task Force (IETF) already in 1989
[29], but the QoS of multicast connections has not been studied to any great ex-
tent so far.

To make things even more complicated, it is not always possible to provide
a wired internet access network like Digital Subscribe Line (DSL) or Cable Televi-
sion (CATV) to the customers. This is often the case in sparsely populated areas,
where it would be too expensive to set up wires. For triple play services, wireless
access network technology must be used. The wireless access network must be
able to provide a low and constant delay and also support the guaranteed band-
width.

VoIP itself is one of the most difficult applications to handle for the network
operator. It is one of the most delay critical network applications, because it is
interactive and the users thus experience the problems immediately. VoIP calls
have increase drastically, and each network technology should provide an ade-
quate service level for the VoIP connections.

1.2 Problem statement

As described above, the QoS research area in general is challenging. It is impor-
tant to solve all the small problems and subproblems, to be able to provide true
end-to-end (E2E) QoS for heterogeneous applications and services. This thesis
focuses on two particular problems in the area.

The first problem chosen for this research is related to a new wireless access
network technology (WiMAX) standard 802.16 defined by the Institute of Elec-
trical and Electronics Engineers (IEEE). The standard defines a promising tech-
nology that should be able to guarantee QoS for a wide range of network based
applications. It does not however define all the details about the implementa-
tion of the QoS scheduling. Nor does it define the correct manners to set up all
the parameters to be used by all the extra features. The research community has
only started to evaluate the features of the 802.16 specification, and some exact
methods and simulation studies have been published. These do not however pro-
vide complete solutions or evaluations for the area, and therefore, these issues are
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studied in Chapter 2.
The second problem chosen for this research is the absence of standard ad-

mission control policies for multicast traffic. The difference with unicast methods
and the concomitant problems should be studied. IETF has published an RFC
[11] that deals with the problems combining DiffServ and multicast, and the doc-
ument in question describes the problems and solutions well. Another solution
[73] provides a different kind of framework. Both of these methods, however,
leave the definition of actual admission control methodology open. Therefore,
this problem is tackled in Chapter 3.

1.3 Research methodology

The research described in this thesis is based on the analytical results from vari-
ous equations and algorithms presented. Each of the equations and algorithms is
then evaluated with a simulation and a deep analysis on the simulation results.

The main research tool employed in these studies has been a network sim-
ulator NS-2 that is widely used by the research community. The simulator has
been extended with many new features and protocols to study their peculiarities.
The network simulator has been the only possible tool in most of the cases, since
the new methods proposed in this thesis can not be implemented to real network
devices like 802.16 base stations or IP routers.

Some experiments have also been done with Linux-based router implemen-
tations. However, inefficiencies in Linux routers and the absence of sufficiently
big laboratory network can cause problems in real life experiments. Some of the
methods proposed will be investigated with real equipment, when applicable, in
further studies.

1.4 Outline of the dissertation

Chapter 2 provides an overview of most of the mechanisms that the IEEE 802.16
technology provides to guarantee QoS for wireless connections. Several studies
on the optimal parameters and implementations of open parts of the specification
are then presented there. All the proposed methods and parameter optimizations
are then evaluated with simulations.

Chapter 3 describes the problems of providing QoS for multicast connec-
tions in current QoS architectures. One of the problems, multicast admission
control policies in DiffServ architecture, is then tackled by proposing several ad-
mission control methods. All of the methods are evaluated with simulation sce-
narios.

Finally, Chapter 4 concludes this thesis and points out the important results
of the thesis. Some of the author’s future research topics are also presented.



2 QUALITY OF SERVICE ON IEEE 802.16 MAC LAYER

In the recent years, wireless network technologies have become more and more
popular. The reasons for this include, among the other things, the ease of use
and faster and cheaper construction of infrastructure. Wireless hotspots can be
found almost anywhere, and all the new laptop computers have a wireless net-
work adapter that can be used to connect to the Internet. Because of its short
range, WLAN network is not always suitable. They can never replace the broad-
band connections to homes, since their maximum range is only a few hundreds
of meters. On the other hand, there is an obvious need for this kind of wireless
broadband connection and several suggestions regarding the technology stan-
dards have been made.

3GPP is trying to convince the industry that Wideband Code Division Multi-
ple Access (WCDMA) based 3rd generation (3G) mobile network technology and
its successor Long Term Evolution (LTE), should be used, even though the latter
is mainly targeted for mobile phones and other mobile devices. The advantage of
LTE is that it can be built on top of the current 3G network. The disadvantage is
that the specification is not yet ready, and it will take years before the specification
can be employed.

Another broadband wireless network technology has been developed by a
company called Flarion, later merged to QualComm. That technology is called
Flash-OFDM and provides mobile broadband connections for high speeds and
large cell sizes. The technology however is not open, which might slow down its
development. In Finland Digita is currently using it. The advantage of the tech-
nology is that it operates in lower frequencies at around 450Mhz, which makes it
easier to handle bigger cell sizes.

WiMAX is a wireless broadband access network technology. WiMAX Fo-
rum is the body responsible for the certification of WiMAX compatible devices.
IEEE and its 802.16 working group on their behalf have defined the IEEE 802.16
standard, which is the actual specification of the technolgy. In 2004 the first of-
ficial standard [42] for fixed subscriber stations was finalized and, shortly after,
the e-specification [43] extended it to support mobile users as well. IEEE 802.16
is the best positioned against its main competitors, since it is a public standard
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and has a few years head start against, for example, LTE. Also, there are already
several 802.16 networks in different parts of the world and more are currently
under construction.

802.16 is a very promising technology, also in regard to QoS, since it can
provide QoS guarantees on the MAC layer, which is not possible in WLAN for
example. Even though the 802.11e extension to the WLAN standard does provide
priority based QoS to the subscriber stations, strict QoS guarantees can not be
always obeyed. The actual QoS experienced by the users is always dependent
on the physical layer (PHY), and, especially on wireless links, the nature of the
PHY is unreliable. Still, 802.16 provides currently the best means to achieve the
necessary level of service when there is enough capacity on the physical layer.

Another broadband wireless technology, WiBro was implemented in South
Korea to build a wireless broadband network while the standardization of 802.16
was still unfinished. The WiBro will most probably be compatible with the WiMAX
certification in the near future. Still, there is a widely accepted fact that WiBro can
not survive as a global technology and that IEEE 802.16 will win this battle.

In this chapter, the functionality of the 802.16 MAC layer QoS is first de-
scribed in Section 2.1. Then in Section 2.2 the previous studies in the area are
discussed. In Section 2.3 our propositions and solutions on how to use the fea-
tures of the MAC layer are presented. These propositions are then tested with
simulations in Section 2.4. Finally, with Section 2.5 the chapter is concluded and
some future studies are presented.

2.1 IEEE 802.16 QoS - MAC layer mechanisms

The Quality of Service experienced by the users depends on all the protocol layers
used by the application. For example, in case of VoIP the codec used is the first
component affecting a call. Usually data are packed to UDP and IP packets. The
IP layer might use some QoS architecture, such as IntServ or DiffServ, which can
impact on delay, throughput and packet losses. On 802.16 networks IP packets
are then handed to the 802.16 MAC layer, where the packets are treated based on
the QoS guarantees given for the connection. The MAC layer hands the MAC
PDU to the PHY layer that is responsible for delivering the packet to the other
end of the wireless channel. Some errors, retransmissions or even complete loss
of signals might occur in the process.

Each layer, from the application to the aPHY, makes a difference on trans-
ferring the packet. This chapter of the thesis deals only with the possibilities
and features of a 802.16 MAC layer that supports QoS. This particular layer has
not yet been studied extensively and forms therefore a reasonably interesting re-
search area.

The QoS architecture of IEEE 802.16 is based on the fact that 802.16 is a
connection oriented network technology, in which each subscriber station (SS)
must create a connection to a base station (BS) and associate it with a certain
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FIGURE 1 A simplified frame structure of 802.16

service class, before sending or receiving any data. The service classes define the
QoS level for the connections. Another important principle is that the 802.16 base
station schedules the uplink transmissions of SSs in Demand Assigned Multiple
Access (DAMA) mode, in which the BS controls the SSs turns to send data. This
makes it possible to avoid collisions when necessary.

It is also possible to use 802.16 in a Mesh mode, where subscriber stations
can also send data directly to each other (ad-hoc), but this thesis focuses only
on the Point-to-Multipoint (PMP) mode. It is anticipated that the QoS will be
much more important in the PMP mode, since it is the mode that is used in all the
current implementations.

A simplified frame structure of IEEE 802.16 in time division duplexing (TDD)
mode is presented in Figure 1. The time domain is divided into frames, which
are further divided into the uplink (UL) and the downlink (DL) parts. Further-
more, both the UL and DL subframes are divided between the SSs and for some
special purposes. These special purposes include broadcast, multicast and ini-
tial ranging contention slots. Management messages Uplink Channel Descriptor
(UCD), Downlink Channel Descriptor (DCD), Downlink Access Definition (DL-MAP)
and Uplink Access Definition (UL-MAP) define the channel allocation between the
subscriber stations in both uplink and downlink directions. In addition to the
bursts shown in the figure, other periods, for example synchronization, exist in
the frames. These additional periods depend on and vary between the different
PHY layers (SC, SCa, OFDM and OFDMa).
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FIGURE 2 An example of OFDMa PHY frame

2.1.1 Scheduling and grants

The most important part of a 802.16 base station, as far as the QoS is concerned,
is probably the scheduler of the base station. It is the responsibility of the sched-
uler to decide how many time slots does each of the connections (both downlink
and uplink) get on each frame. The base station then informs with the UL-MAP
and DL-MAP messages that explicitly define the slot allocations, the SSs about
this order. To make this decision, the scheduler should take into account the QoS
parameters (such as bandwidth, packet loss, delay, and jitter), sizes of the down-
link queues and the sizes of the bandwidth requests sent by the SSs currently
requesting uplink bandwidth. The specification however does not define how
this scheduler should be implemented and how it should work. It only states the
requirements for it.

The uplink slots allocated for SSs are also referred to as grants. Each grant
consists of one or multiple PHY bursts, each of which again consists of one or
more slots. The PHY layer defines the structure of the bursts. Depending on
the PHY, these can be either consecutive time intervals on the same frequency
channel or blocks that span through both time and frequency domains. An ex-
ample of mapping of MAC PDUs to the OFDMa physical layer frame is shown in
Figure 2. When this physical layer is used, the frequency is first divided to sub-
channels which consist of several subcarriers. The time axis on the other hand,
is divided into OFDM symbols. In this case, the MAC layer scheduling decisions
must be mapped to the physical layer by allocating rectangular blocks from the
frequency-time plane.

The uplink grants are allocated to the basic connections rather than to the
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actual transport connections. Therefore the subscriber stations also need to imple-
ment an uplink scheduler. It is the responsibility of the scheduler to decide how
the uplink grants are then divided between the connections with data to send.
This research focuses on the scheduler of the base station, since it is expected
to be the more important, at least when laptop computers or mobile phones are
used as subscriber stations. When using, for example, WiMAX-WLAN routers,
the uplink scheduler of the SS will, however, become more important. It is worth
mentioning that even though this thesis does not directly concern the SS uplink
scheduler, the same equations and implementation principles that are used with
the BS scheduler can be applied to SSs.

2.1.2 Service classes

Five service classes are defined in the IEEE 802.16 specification to satisfy the de-
mands of different kinds of applications. During the establishment, each connec-
tion is associated with one of the service classes. The parameters of the service
class can be modified during the connection but if the type of the service class
needs to be changed, a new connection must be established.

The original IEEE 802.16 specification [42] defines four service classes. The
service classes are Unsolicited Grant Service (UGS), Real-time Polling Service
(rtPS), Non-real-time Polling Service (nrtPS) and Best Effort (BE). The 802.16e
standard presents one new service class called Extended Real-time Polling Ser-
vice (ertPS).

UGS is designed to support guaranteed constant bit-rate flow to fixed-size
packets. VoIP without silence suppression or a leased line are examples of appli-
cations that shall use the service class. The scheduler of the base station always
provides the appropriate amount of uplink bandwidth for UGS connections, even
if these have nothing to send. The maximum latency and the variance of the de-
lay (jitter) values are also associated with each UGS service flow. The scheduler
must also guarantee the provision of the agreed amount of DL resources, when
there are packets in the DL queue.

rtPS service class offers support for real-time service flows with variable
bit-rate and packet size. Streaming video or variable bit-rate audio codec are the
example applications for this class. The QoS parameters for the service class are:
Minimum Reserved Traffic Rate, Maximum Sustained Traffic Rate and Maximum
Latency. Contention is prohibited for rtPS connections, so unicast polling is the
only bandwidth request mechanism allowed.

ertPS was added to the specification in the 802.16e extension. It was sug-
gested and analyzed in [57], [36] and [58]. Its main purpose is to support VoIP
applications that use silence suppression. The basic idea is to allocate a constant
number of slots while the application is on its active phase. This number is by
default indicated with the Maximum Sustained Traffic Rate parameter. When the
application does not send anything, the SS needs to send a bandwidth request
with a request size of zero. After that it is not allocated with slots any more. Dur-
ing the silent phases the base station can either allocate periodic polling slots or
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FIGURE 3 802.16 polling mechanism

if it does not, the subscriber station must participate on the contention when it
wants to start sending again.

nrtPS service class is designed for non-real-time applications that need some
guarantees on the bit-rate, but do not have critical delay limits. It provides pe-
riodic polling, but also allows the use of the contention resolution process and
Minimum Reserved Traffic Rate. It must be guaranteed that while the connec-
tion is requesting bandwidth it is allocated at least slots to satisfy the minimum
requirement.

BE is regarded as the worst service class for 802.16 networks. There are no
guarantees of service for connections of this class and polling is not allowed. We
anticipate that most of the regular user connections will be of the best effort type
and therefore it is important to study also the behavior of BE connections using
simulation, even though it is not very sophisticated from QoS perspective.

2.1.3 Polling

Polling is a term and a method that is used to provide the connections a guaran-
teed possibility to request for uplink bandwidth. Most of the service classes do
not have a constant uplink bandwidth allocated for them, and therefore a method
to request it is necessary. In polling, some slots are allocated for the SSs, even
when they do not have anything to send. This allocation can be used to request
for bandwidth when needed. The polling interval PI of the connection defines
the interval between the consecutive polling slots allocated for an SS. It can be set
to anywhere between 2.5ms and several seconds or minutes. Setting of it has a
direct impact on the medium access delay, which equals the time that SS has to wait
from the moment of time when it has something to send to the time it can start to
send data.

An example of polling, polling interval and the medium access delay is il-
lustrated in Figure 3. In that example FPS of 400 is used, and a polling interval
of 7.5 ms is used for the SS. This produces a polling slot to be allocated on every
3rd frame. The example presents the worst case polling delay Dmax for the SS.
Equation 1 can be used to calculate the correct polling interval PI based on the
QoS requirements for the rtPS or ertPS connections:

PI = Dmax − 1s
FPS

. (1)
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The value for Dmax is the maximum tolerated delay in the QoS requirements for
the connection.

The polling method also has some drawbacks. Some of the resources are
reserved to the SSs even when these do not have anything to send. This naturally
wastes some of the network capacity and prevents the best possible utilization.
A maximum waste of bandwidth takes place when the connection does not send
anything for a long period while being polled. The percentage of the slots used
for the polling and thereafter wasted, can be calculated as follows:

Poverhead =
1

PI · USPF · FPS
. (2)

where USPF is the slots per frame for user data and FPS is the frames per
second in use. Supposing that 151 is the slots per frame for user connection in the
example above, the overhead caused by polling is

Poverhead =
1

PI · USPF · FPS
=

1

0.0075s · 151 slots
f rame · 400 f rames

s

= 0.22%. (3)

The parameters of the example are realistic, and result from static UL/DL
relation and FPS value of 400. In this case the overhead caused by the polling
would be 0,22% of the total link capacity. That is quite a lot since it is the polling
overhead of only one SS, and there could be several polled SSs in the network.
Therefore it is not optimal to apply polling to all the connections but only to
the most important and delay critical ones. Long polling intervals naturally do
not cause that much overhead, but they do not results with good medium ac-
cess delays either. Therefore, for most of the connections, contention resolution
mechanism, described in the next subsection should be used.

2.1.4 Contention resolution

The contention resolution process in 802.16 is the period of time during which
subscriber stations can compete for the bandwidth. The process is carried out
during contention periods, and three different kinds of contention periods ex-
ist: initial ranging period, broadcast request transmission period and multicast
polling period. The initial ranging period is used by new subscriber stations will-
ing to enter the network. Both the broadcast request transmission period and the
multicast polling period behave in a similar fashion to provide an opportunity
for SSs to request for uplink transmission possibilities when they do not have
any and when they are not polled individually. Polling is always the most reli-
able way to request for bandwidth, but it also involves extra utilization, since SSs
do not always use the slots allocated for polling. The drawback of the contention
resolution process is that a collision might take place causing both of the requests
to disappear.

The contention periods are divided into transmission opportunities based
on the size of the particular request message, the properties of the PHY layer and
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FIGURE 4 An example of request contention period and transmission opportunities

the Modulation and Coding Scheme (MCS) used. An example of a contention
period for request transmissions is provided in Figure 4. In this example OFDM
PHY and BPSK-1/2 MCS scheme are used resulting in a slot size of 12 bytes and
in the size of the request message of 24 bytes. Therefore each transmission op-
portunity (TO) has the size of 2 slots. If, in this case, the base station decides to
allocate four initial ranging transmission opportunities for the frame, it needs to
allocate 8 slots from Sn to Sn+7.

The other parameters that control the usage of contention resolution are
backoff start (BOs) and backoff end (BOe). These parameters are announced in
the UCD management message and may have a value from 0 to 15. When an
SS is willing to participate in the contention, it sets its internal backoff window
(W) value to 2BOs . Then SS chooses randomly a value between [0, W] and waits
for that number of transmission opportunities (TO) before sending its request.
These waited transmission opportunities may exist in the current frame or they
might also span multiple frames. After sending the request, SS waits for an al-
location. If it does not receive an allocation during the specified time interval
(T16), it increases its internal backoff window to 2 · W and repeats the process
described before. SS continues the process until W = 2BOe if it does not receive
an allocation. After that the corresponding MAC PDU is dropped.

A base station can adjust BOs and BOe values for the desired performance.
It can, for example, set the values equal for speeding up the process and for pro-
viding smaller access delays. This will naturally result in a larger loss of PDUs.
On the other hand it can, for example, set BOs = 0 and BOe = 15, which would
result in a minimal amount of packet drops but would create much larger ac-
cess delays. An example of a contention process is depicted in Figure 5. In this
example, there are four subscriber stations participating in the contention, each
entering the process on frame n. The backoff start in this example is set to 0 and
the backoff end is 2. In the nth frame, each of the SSs have their internal window
value equal to 1, so all the requests are sent during the same transmission oppor-
tunity and, therefore, all of them are lost. In the frame number n+1, SSs randomly
choose TO between one and two, and here SS2 succeeds to transmit the request.
In the n+2 frame, SS1 succeeds but SS3 and SS4 are again in a collision. Since
backoff window has now reached its maximum value, SS3 and SS4 are obligated



28

FIGURE 5 An example of contention resolution process

to drop their PDUs. If there are other PDUs waiting in their queues, they can and
will start the contention resolution process from the beginning.

2.1.5 Multicast polling

Multicast polling is one of the mechanisms defined by 802.16 standard. It achieves
a better or guaranteed quality of service with less overhead when compared to
the polling approach. When it is used, a group of SSs is added to a multicast
polling group and the slots are assigned to allow these SSs to participate in the
contention resolution process during these slots. This way, the probability of col-
lisions during the contention period and the medium access delay are both de-
creased. Multicast polling was introduced to achieve a tradeoff between a regular
contention resolution and unicast polling.

Each SS may belong to one or zero polling groups and the memberships
are managed dynamically. Two management messages: Multicast Assignment
Request (MCA-REQ) and Multicast Assignment Response (MCA-RSP) are used to as-
sign and unassign SSs to and from the polling groups. The base station always
decides about membership dynamics by sending MCA-REQs, and the SSs reply to
changes with a later message. The specification does not clearly define whether
the SSs can participate in the broadcast contention while being assigned to a mul-
ticast group. We anticipate that the SSs should not participate: this would signifi-
cantly simplify the calculation of the backoff parameters and also provide means
to guarantee QoS in a more reliable manner.

The specification states that multicast polling can be used to poll SSs when-
ever there is insufficient bandwidth for unicast polling. The specification also
states that multicast polling is only allowed to be used with nrtPS, ertPS and BE
connections. Since no guarantees are given to BE connections, we expect that the
multicast polling should only be used with ertPS and nrtPS connections. Even
in the case of nrtPS connections, it is not clear, whether the multicast polling can
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provide a better Quality of Service, since the nrtPS connections do not have any
delay requirements.

However, there are two disadvantages with the multicast polling approach
when compared to the broadcast contention resolution. The first one of these is
the overhead involved with UL-MAP message, which is caused by the necessity
to have a separate information element for each multicast polling group on each
UL-MAP message. Each polling group increases the size of the UL-MAP message
by 6 bytes (in the OFDM physical layer). Since the UL-MAP is sent with the
BPSK-1/2 modulation (12 bytes / slot), adding 3 polling groups increases the
overhead by 2 slots. Depending on the used frames per second parameter, three
groups would then create an overhead of 0.3 - 3 percent. Therefore, a careful
consideration should be given on how many polling groups are used.

The second problem is that there are no separate backoff parameters defined
for broadcast contention and multicast polling groups. In practice this means that
the multicast polling group members should use the same backoff parameters as
the broadcast group members do, as defined in the UCD management messages.
If the polling slots of the broadcast and the multicast groups could be scheduled
to separate frames, the problem would not arise, but in practice this is not always
possible. This problem is also tackled in the latter part of this thesis.

2.2 Other research on IEEE 802.16 QoS

Since 802.16 is quite a new network technology, the research done in the area is
also very young. The first research articles about the issues concerning the Qual-
ity of Service on the 802.16 MAC layer have been published in 2002 and most of
the papers published have appeared after the year 2004. The ones addressing the
area that is studied in this thesis, are briefly covered in the following subsections.

2.2.1 802.16 scheduling

As explained in the previous sections, one of the most important unsolved and
unstandardized issues on providing QoS guarantees in 802.16 networks is the im-
plementation of the BS scheduler. Although there have been several suggestions
for the implementation and architecture of scheduling, our proposal differs from
them significantly.

Some of the schedulers suggested previously do not take into account all
the service classes and are, therefore, imperfect. Some of them can handle each
class, but are way too complex. It must be taken into account that the scheduling
decisions must be made for each frame: while the frames per second value can be
up to 400, there is not much time for making these decisions. There are also many
articles that describe a method to provide guarantees with a very high probability
and might provide the desired behavior for some cases but not all. Certain appli-
cations do have very strict delay and bandwidth limits that can not be guaranteed
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with these solutions, even though they might result with the best utilization. This
kind of measurement based scheduling is certainly an alternative to a scheduling
based on strict parameters, but we consider the hard QoS guarantees to be more
important than a slightly more efficient resource utilization.

Most of the publications also quote simulation results produced in a MatLab
or a similar general purpose simulator that does not take into account all the
details of the 802.16 protocols. All the previous work in the area will now be
described briefly.

Article [39] is the first publication made on the subject of the MAC QoS is-
sues in WiMAX. The standard was not yet in place at the time of its writing, but as
the QoS standard is based on the Data Over Cable Service Interface Specifications
(DOCSIS) the efficiency of WiMAX could be evaluated. The proposed scheduler
is WFQ based, but there are no simulation results in the paper.

In [62] a hierarchical scheduler with multiple WFQ based schedulers is pre-
sented. The article focuses on delays experienced by connections in different ser-
vice classes, and, therefore, it is impossible to tell whether this scheduler can
guarantee bandwidth.

Article [50] also presents a WFQ based method, but it is mostly about ad-
mission control. The article does not describe the scheduler with enough details
and the applicability of it cannot therefore be estimated. The traffic is estimated
with the token bucket model, which is not the one used in the 802.16 specification.

In [83] a complete scheduling solution is presented and the model is based
on a hierarchical scheduler. The implementation however is very complex, and
the article lacks proper simulation results.

Each of the articles [23], [25] and [2] presents a scheduling framework rather
than a detailed algorithm. Therefore they cannot be considered as complete solu-
tions for 802.16 base stations. In [2] only BE connections are considered.

In [28], a completely different kind of approach is used: the article suggests
a modification to the 802.16 standard to use variable size frames instead of static
ones. The suggestion runs counter to the fundamental ideas of 802.16 and cannot
be considered realistic at this stage.

Publications [21] and [48] discuss higher layer issues about providing QoS
to the subscriber stations. These articles discuss the integration of a 802.16 base
station with a DiffServ and IntServ based core network.

Articles [65] and [64] present a good stochastic approach, and the authors
also present good analytical results on the scheduling method. The work, how-
ever, lacks proper simulation results from a network simulator. The traffic is also
estimated with the Poisson process, and the scheduler does not provide strict
guarantees for traffic.

In [80] the authors present a scheduling solution based on Packet Based
Round Robin that provides a good efficiency between a large number of BE con-
nections. The solution does not however take properly into account other than
the UGS and the BE service classes.

In [82] a simple yet working solution for a simple scheduler is presented.
The analytical results are impressive, but no simulation results are presented.
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Article [22] presents probably the best solution for the scheduler of 802.16
base stations. All the service classes are handled properly with a WFQ and DRR
based hierarchical scheduler. The negative aspects of the solution are its com-
plexity and the lack of good simulation results.

In [85] a quite complex and memory consuming scheduler is presented.
Again simulations are not complete since MatLab was used.

Thus none of the previous suggestions presents a complete scheduling pol-
icy with strict QoS guarantees while showing its applicability with a proper net-
work simulator. Our research aims to provide an adequate solution to satisfy
this requirement and prove it with good simulation results using a simulation
framework NS-2.

2.2.2 Contention resolution process

The contention resolution process defined in the 802.16 standard is based on the
exponential backoff algorithm. The same algorithm, under research for the last
few years [53], is used in 802.11 networks. WLAN networks differ from the 802.16
ones, however in that in the WLAN networks Carrier Sense Multiple Access
(CSMA) mode is used, and an SS must participate in the contention resolution
process with each and every packet it sends. In the 802.16 networks, subscriber
stations participate in the contention only when they start sending something.
Afterwards they can request for more bandwidth by using the capacity they were
allocated. Other important difference is that in CSMA the subscriber stations can
also sense the collisions, which is not the case with 802.16.

As described earlier, it is possible to use two distinct methods in contention
resolution. The first one is the CDMA based contention that can be used with
OFDM and OFDMa physical layers. It is quite similar to the one that is used in
3G CDMA networks and the research done in that area is therefore quite well
known. At least article [70] has studied these issues.

Another contention mechanism is the regular one that can be used with any
of the physical layers. There has also been some research done on that area. In
[66], [39], [23] and [87] only the size of the contention period was studied, not the
backoff parameters. The results were good but incomplete. In [6] only the effect
of backoff start is studied.

In [52] an adaptive framework is presented. Connections utilizing nrtPS
service class are polled individually when there are free resources, otherwise they
participate in the contention. This may prove useful, but it does not solve the
problem when the resources are utilized a lot.

In [40] an analytical model for the contention process is presented. The ar-
ticle also presents analytical results for bandwidth efficiency with some parame-
ters.

None of these studies however tackle with the problem of choosing all the
contention parameters dynamically and adaptively based on the state of the net-
work. We think that all of these parameters have such a big mutual impact that
they cannot be studied separately.
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2.2.3 802.16 multicast polling

Multicast polling is a feature that has not been used in previous wireless net-
work standards, and has not been mandated by the WiMAX Forums profile ei-
ther. Therefore, as a research area, it is new. To the author’s knowledge there are
only two research groups that have tackled the area and published their results.
In [20] and [24] Chang et al. propose a new service class (QrtPS) and a scheme
where polling is dynamically switched between the multicast and the unicast
mode. Even though impressive numerical results are presented, the work lacks
appropriate simulation results.

In [61] the performance of broadcast and multicast polling methods are
compared. The analytical model and the simulation results are used to show
the efficiency of both methods with different parameters. The efficiency was
measured as the utilization of the transmission opportunities, which indeed is
an important factor, but not the only one. Currently there are no research arti-
cles published about the medium access delay and network utilization efficiency
when using multicast polling for some of the connections.

There are also no research articles on how the multicast polling feature
should be used and what are the optimal parameters for it. It is obvious that
better QoS can be provided by employing that feature.

2.2.4 Others

The admission control methods in 802.16 networks can be divided into certain
categories, based on their motivation and fundamentals. In [50] a token bucket
based admission control method is presented. The Poisson arrival rate and token
bucket rated traffic is assumed, which does not correspond to the specification.
Both [22] and [82] present a nice admission control algorithm to be used in con-
junction with the schedulers presented in the articles. The incompleteness of the
schedulers does not however give the best starting point for the admission con-
trol modules.

It is anticipated that the admission control module should work with the
same principles as the QoS scheduler: therefore, we will define our own module
to support our policy in the most convincing manner.

There are also several other studies and articles in the area of 802.16 QoS.
Some of the studies concentrate on the physical layer of 802.16 and some on the
features of the MAC layer that are not considered in this thesis. The author of
this thesis has also participated in research on active queue management (AQM)
in article [55] and on Automatic Repeat-reQuest (ARQ) mechanism in article [69].
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2.3 Proposed solutions for QoS in 802.16

Since the 802.16 standard and the 802.16e extension do not define all the func-
tionalities and parameter values needed to support QoS guarantees, we propose
several implementations and policies for this. This section presents novel ideas
and concrete methods that could be used to achieve a better QoS. The section
is based on Publications PI, PII, PIII, PIV and PV and their results. Some new
and yet unpublished studies and their results about admission control and call
dropping are also presented.

2.3.1 Scheduling solution

Since the IEEE 802.16 specification does not define how the scheduler of the base
station should behave and be implemented, we propose a scheduler in which
these matters have been taken into consideration. The scheduling solution with
more details is proposed in Publications PI and PII.

The scheduling solution aims to guarantee the bandwidth requirements in a
pure parameter based fashion, not trusting on any stochastic probabilities. There
are some advantages in using probabilistic or measurement based scheduling al-
gorithms, but the parameter based approach is the only one that can actually
guarantee a service level. Another base for the algorithm is trust in the physical
layer. This means that errors and their handling with Forward Error Correction
(FEC), Automatic Repeat-request (ARQ) or Hybrid Automatic Repeat-request
(HARQ) were not included with the responsibility of the scheduler. FEC and
HARQ are invisible for the MAC layer and ARQ was left out for further studies.
Some basic guidelines on how to use ARQ are studied in [69] and [68].

The scheduling algorithm is divided into two phases. In the first phase, a
minimum number of slots is allocated for each subscriber station and in the sec-
ond phase, the unallocated free slots are allocated between the SSs. The first phase
is presumed to be successful in every case. It is the responsibility of the admission
control module to take care of it. The admission control model is explained later
in Section 2.3.4. The allocation of the minimum number of slots concerns all the
connections, except those that are of the BE type.

The purpose of the second phase is to allocate the slots still available after
allocating slots for the minimum requirements. In this phase the scheduler has to
take into account the maximum bandwidth requirement and bandwidth request
size, if they exist. The calculations of both the minimum and maximum number
of slots for connections, based on the QoS requirements, are described next.

The following equations can be used to calculate the number of slots that
should be allocated to guarantee both the minimum and maximum bandwidth
requirements. At first, equations 4 and 5 are used. Ni is the number of slots
required by the connection i to satisfy the bandwidth requirement Bi. Si stands
for the slot size of the connection i. As described before, the slot size depends on
the PHY layer used and on the MCS scheme resulting in different slot sizes for
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connections within a frame:

Ni =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Bi

SiFPS
, Bi

SiFPS mod 1 = 0, (4a)

⌊
Bi

SiFPS

⌋
+

{
0, FC mod M �= 0,
1, FC mod M = 0,

(4b)

where

M =

⎢⎢⎢⎣ 1
Bi

SiFPS −
⌊

Bi
SiFPS

⌋
⎥⎥⎥⎦ . (5)

The 4a form of the equation is used in situations where an integer number
of slots can satisfy the requirements of the connection. The 4b form is used when
this is not the case. The FC variable stands for a frame counter. It is an integer
counter that is increased on every frame. This form of the equation compensates
the rounding error caused by a constant slot size.

To take into account the bandwidth request messages utilized by all the ser-
vice classes except the UGS, the following equation can be used:

Ni =
⌈

Ri

Si

⌉
. (6)

In this equation, Ri stands for the request size which corresponds to the
uplink queue size of the connection in the SS. Ni stands for the number of slots
required to satisfy this request and Si.

Each of the service classes also have their peculiarities, based on their QoS
parameters and other behaviors. These issues are considered in the following
equations.

In the following equations, Ci denotes the service class of i:th conntection.
For the UGS connections, the minimum and maximum bandwidth requirements
are the same, and a fixed number of slots, based on this limit should be allocated.
For them, Equation 7 is used and works in the same manner as Equation 4:

Nmin
i = Nmax

i = N(Bmax
i , Si), ∀ | Ci = UGS. (7)

For the connections utilizing the rtPS service class, Equation 8 is used. In
rtPS connections, at least one slot is always allocated for polling and, if the con-
nection is requesting for bandwidth (Ri > 0), the minimum and maximum num-
ber of slots are calculated based on the request:

Nmin
i =

{
1, Ri = 0, (8a)
N(Bmin

i , Si), Ri > 0, (8b)

Nmax
i = min {N(Bmax

i , Si), R(Ri, Si)} , (8c)
∀i | Ci = rtPS.



35

For ertPS connections with polling, one slot is allocated for polling when
the connection is not requesting for bandwidth. Otherwise the minimum and
maximum number of allocated slots are set to equal, according to the QoS profile:

Nmin
i = Nmax

i =
{

1, Ri = 0, (9a)
N(Bmax

i , Si), Ri > 0, (9b)

∀i | Ci = ertPS.

In a special case where ertPS without polling is used, the polling slots are
not allocated and the number of slots in Equation 9a is 0.

NrtPS is almost identical with the rtPS except that polling is not allowed for
it. It results with zero reservation when bandwidth request size equals zero as
shown in the following equation:

Nmin
i =

{
0, Ri = 0, (10a)

min
{

N(Bmin
i , Si), R(Ri, Si)

}
, Ri > 0, (10b)

Nmax
i = min {N(Bmax

i , Si), R(Ri, Si)} , (10c)
∀i | Ci = nrtPS.

BE connections always have a minimum number of slots set to zero. The
maximum is then similar to that of nrtPS:

Nmin
i = 0, (11a)

Nmax
i = min {N(Bmax

i , Si), R(Ri, Si)} , (11b)
∀i | Ci = BE.

A special kind of scheduling is needed for management connections since
these do not belong to any service class. We anticipate that the following equation
can be used for them:

Nmin
i = Nmax

i = R(Ri, Si), (12)
∀i | Ci = MGMT.

After all the connections have been allotted the number of slots to satisfy
their minimum requirements, it is time to move to the phase two. In this phase,
maximum requirements based on the previous equations are used if there are
enough free slots to do that for every connection. It is often not the case however.
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In our scheduling policy, the free slots are divided fairly between the connections
requesting bandwidth. If there is a number of slots free that can not be divided
fairly, either the priority of the connections or the MCS used by the connections
is used as the argument. It is also possible to use the Deficit Round Robin (DRR)
method to achieve as fair a resource allocation as possible in these cases. There
are pros and cons for all of the solutions.

Delay guarantees for the rtPS and ertPS connections with more efficient
polling can be achieved by using an efficient polling policy. Equation 1 can be
used first to choose the polling interval based on the QoS requirements. After
that Equation 13 is used by the scheduler to choose when to allocate a slot:

PCi mod
(

max{PI · FPS, 1})
= 0. (13)

In this equation PCi is the polling counter increased on each frame. The
polling slot is allocated in the frame if the modulo is zero. The first sub-equations
for rtPS and ertPS classes can then be replaced with this one.

These guidelines naturally apply only to the connections belonging to the
service classes that allow polling. ErtPS without polling is the only service class
that has minimum delay requirements and that does not use polling. The prob-
lem of guaranteeing a delay constraint for these connections is considered in a
later section about the contention resolution process and multicast polling.

Because these equations do not take into account any overhead caused by
the basic 802.16 header and the extended features, another set of equations and
scheduling is needed. The basic mechanism for taking into account the MAC
overhead is presented in the original publications. These are however not so
important since the 802.16 specification mandates the subscriber stations to esti-
mate the overhead before sending bandwidth requests. It is the responsibility of
the base station to do this only for the UGS connections.

Even though these equations and policies are mostly aimed to be used in
802.16 base stations, they can also be applied to the uplink schedulers of the sub-
scriber stations. This becomes extremely important when e.g. WiMAX-WLAN
radio routers are trying to provide QoS to the WLAN users by using 802.16 as the
backbone network.

2.3.2 Contention resolution

The specification of 802.16 defines how the contention resolution process works
and what are the parameters that control the process. It does not however tell
anything about how these parameter values should be chosen and set. In Pub-
lications PIV and PIII we present a solution on how to adjust the backoff pa-
rameters adaptively to maximize the utilization and still keep the delays under a
desired limit. In Publication PIII we also considered VoIP as an application for
simulations, since it has tight delay requirements and, therefore, imposes certain
limitations.

The aim of the parameter tuning is to set the parameters in such way that the
number of request transmission opportunities can be minimized while keeping a
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certain level of service in terms of medium access delay and loss of packets. The
equations presented in the publications tune parameters such as backoff start,
backoff end and the number of transmission opportunities. Input parameters for
the equations are: the number of inactive connections N, Frames per Second FPS,
Maximum medium access delay T, the probability for successful transmission on
the first attempt p and the overall probability for successful transmission P. The
number of inactive connections is known by the BS, and the value expresses the
number of connections that could potentially take part in the contention. FPS is a
static parameter for the BS. The rest of the parameters should be set based on the
QoS requirements and the desired contention behavior. Probabilities p and P are
the worst case estimations for probability.

Equation 14 can be used to calculate the value for backoff start. It is pre-
sented in Publication PIV with more details:

S =

⎧⎪⎨
⎪⎩

min

{⌈
− log2

(
1 − 2

log2 p
N−1

)⌉
, 15

}
N > 1, (14a)

0, N ≤ 1. (14b)

Equation 15 is used to choose a value for backoff end:

E = min
{⌈

log2(1 − P)
log2(1 − p)

⌉
+ S − 1, 15

}
. (15)

The number of transmission opportunities depends on the delay require-
ments and can be calculated using Equation 16:

NT =
⌈

2E+1 − 2S

FPS(T − C(E − S))

⌉
. (16)

In a certain case where BOs and BOe are the same, transmission opportuni-
ties can be calculated by using Equation 17. This form of equation is most likely
to be used in cases where a small medium access delay is desired, for example,
when using VoIP or any other delay critical application:

NT =
⌈

2S

FPS · T

⌉
. (17)

The equations are derived with more details in the original publications.
The base station employs these equations when the number of inactive con-

nection changes.

2.3.3 Multicast polling

Multicast polling is studied in Publication PV, and this subsection analyzes the
most important results of that publication.

We propose that the common backoff parameter problem described in Sec-
tion 2.2.3 could be solved by adding two new type-length-value (TLV) encoded
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parameters to the MCA-REQmessage (backoff start and backoff end). The group mem-
bers would thus get the correct backoff values for the group when joining it. This
method has some drawbacks, since it does not allow modifications on the param-
eters during a connection. On the other hand, it might not be necessary to adjust
the parameters that frequently, and the necessary SSs could at first be unassigned
from the group and thereafter reassigned with new parameters.

We also expect that the network operators’ correct configuration for the us-
age of multicast polling should be as follows. Each service flow of the ertPS type,
with its separate delay and loss requirements, should have separate multicast
polling groups. The backoff parameters and the number of polling slots should
be based on the requirements and the on number of connections in the group.
These parameters can be set according to the equations presented in the previous
sections.

The decision about the sizes of the polling groups is also important when
setting them up. The same delay limits can be guaranteed with different param-
eters. For example, the usage of four request opportunities and the value of 3 as
the backoff start and end provides the same delay as 2 transmission opportuni-
ties and backoff values of 1. So, which one should be preferred? Naturally the
latter would result in more collisions. However, it is possible to make 10 SSs to
use those 4 request opportunities or to put two groups of 5 SSs to use the smaller
ones. As discussed in Publication PIV the probability p for a successful transmis-
sion for an SS can be calculated with Equation 18, where the sizes of the groups
should be set accordingly:

p =
(

W − 1
W

)N−1

. (18)

In the equation, N stands for the number of connections and W is the size
of the backoff window, which in our case is the same as the number of request
opportunities. It can be seen from the equation, that an increase in the number of
the connections always decreases the probability of successful transmission while
the number of request opportunities has the opposite effect. This is an open op-
timization problem and the topic will be discussed further in our future studies.
Some guidelines, however, that are based on the experiments, are provided in the
simulation section.

2.3.4 Admission control and call dropping

Admission control is an essential part when implementing QoS guarantees in an
access network. A scheduling solution can guarantee the service level agreed
only if the admission control policy on the base station can restrict the incoming
service flows accordingly. This section presents an admission control policy to be
used in conjunction with our scheduling algorithm. It uses the same algorithm
that is used in scheduling, since the policy is basically the same.

The admission control procedure is launched in the following conditions:

• When Dynamic Service Addition Request (DSA-REQ), which creates a new
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service flow, is received at the base station

• When Dynamic Service Change Request (DSC-REQ), which changes the ser-
vice flow parameters, is received at the base station

• When the MCS of the connection is changed

Each of the above conditions may either increase or decrease the resource de-
mands of the connections. Downgrading is in practice always accepted but up-
grading depends on the free capacity of the base station. If there is not enough
free capacity, the connection is dropped in the current implementation. In fur-
ther studies it is, however, possible to create a call dropping module and either to
decrease the resource consumption of some service flow with a lower priority or
drop it completely.

2.4 802.16 simulations

The quality of service of all the service classes is studied with network simula-
tions in this section. Many of the features that have some additional effect on the
QoS were also simulated and analyzed. In this section, the simulation environ-
ment is described at first and after that each of the scenarios studied is presented.

2.4.1 Simulation environment and NS-2 enhancements

The NS-2 [81] network simulator was used in this research to study the proper-
ties of the 802.16 QoS issues. Since the simulator itself does not have the 802.16
support, an extension (WINSE) was implemented in our research projects. The
implementation includes all the important features of the MAC layer and some
basic support for the 802.16 PHY. All of the simulation scenarios described in
this thesis use the emulation of the OFDM physical layer of 802.16. Emulation
of physical layer here means that the correct PHY frame structure that is the es-
sential part for the MAC layer, is used. The physical layer of the extensions is
simplified, but based on the simulation results, it seems to be realistic enough for
the MAC layer simulations.

Even though some of the 802.16 related parameters were changed between
the different scenarios, many of them remained the same. All the parameters that
are common to all of the scenarios are listed in Table 1.

All the simulations were run in a scenario consisting of one base station
and a varying number of subscriber stations. The topology of this is shown in
Figure 6. The topology also includes one wired node that is directly connected
to the 802.16 base station. The capacity of the wired link was set to 1 Gbps, to
make sure that the wireless link would be the bottleneck of the network. In all
the simulation scenarios, applications send and receive their packets between the
subscriber stations and the wired node.
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TABLE 1 802.16 common parameters
Parameter Value
PHY OFDM
Bandwidth 7 MHz
Cyclic prefix length 1/32
Frames per second 400 (2.5 ms per frame)
Slots per frame 75
Duplexing mode TDD
UL/DL ratio dynamic
Errors OFF
Packing/fragmentation ON
ARQ OFF
TTG+RTG 160 PS
MAC PDU size as large as possible

FIGURE 6 The basic topology of 802.16 simulation scenarios

Several different applications were used in the SSs during the simulations.
FTP emulation and Pareto distributed ON/OFF traffic generators [26] were used
on top of TCP. FTP is a good application to gauge the maximum overall utilization
of the network. Pareto traffic on its behalf is used to simulate scenarios where
testing of contention resolution is needed. When using FTP, the connections never
need to participate in the contention since they can always piggyback the request
in their existing allocations. The Pareto distributed ON/OFF application is used
to model web traffic with an idle time of 375ms and burst time of 500ms. Due to
the nature of the application, there is a need to participate in the contention quite
often.

There are many applications tested on top of UDP also. The VoIP simulates
the behavior of the G.711 audio codec, which has the highest mean opinion score
[46]. The application sends data at the rate of 80kbps and uses a packet size of
300 bytes, which includes the headers of RTP, UDP and IP. Silence suppression is
emulated by using active and idle phases of 1.004s and 1.587s respectively [47].
When the application is in an idle mode, it does not send anything whereas in an
active mode it sends constantly with previously mentioned rate and packet size.
For simulating IPTV traffic, a capture from a real MPEG-4 source was used. The
capture included the MPEG packet sizes and time interval between the consecu-
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TABLE 2 802.16 Scheduling scenario 1 - Active applications

SS
Simulation time

0–5 5–10 10–15 15–20
SS1 – SS3

√ √ √
SS4 – SS5

√ √
SS6 – SS13

√
SS14 – SS15

√ √

tive packets in a random snapshot of the Jurassic Park movie. The capture was
then fed to an application capable of reading it and producing the same output
to the network. The bit rate of the application fluctuated between 2Mbps and
4.1Mbps. A constant rate traffic generator over the UDP was used in some cases.

2.4.2 Scheduling solution

Several simulation scenarios with different numbers and types of connections
were run, and some of them are presented in the original publications. The most
interesting scenarios and their results are now considered here. The purpose of
these simulations was to show that the scheduler can provide the desired band-
width guarantees. Free resources can then be divided fairly between the other
connections.

In the first scenario, one BS and fifteen SSs exist. All the SS have one BE
connection, and they utilize the connection by using an FTP application. The SSs
activate their application periodically, and in the active mode they try to send as
much as possible. In the inactive mode, they do not send anything. The activity
periods are shown in Table 2.

The results of the simulation are presented in Figure 7. It shows the overall
throughput of the network on the upper half of the figure and the throughput for
each of the SS in the lower half. Data was gathered from the output interface of
the BS towards the wired network. It can be seen that even though the number of
the subscriber stations changes dynamically during the simulation scenario, the
bandwidth resources are allocated fairly between the connections. The overall
throughput is not constant since the number of SSs directly influences the sizes of
UL-MAP and DL-MAP messages. When there are more subscriber stations, the
sizes of the MAP-messages are larger.

In the second scenario, a similar kind of environment with five subscriber
stations was simulated. The purpose of this scenario was to test whether the
maximum traffic rates can be constrained. SS5 had the maximum bandwidth rate
of 1Mbps, rate of the SS4 was limited to 2Mbps and all the others (SS1, SS2 and
SS3) had no limitations.

The results of the simulation are presented in Figure 8. It can be seen that the
constraints are satisfied and both SS4 and SS5 get the correct amount of through-
put, and the free capacity is then divided fairly between the other SSs. The ability
to constrain BE traffic is an important feature: it is likely that network opera-
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FIGURE 9 802.16 Scheduling scenario 3 - Throughput (traffic priority subcase)

tors are willing to constrain the traffic in order to offer connections with different
speeds.

In the third scenario, another possible feature that could be used with BE
connections is tested. It is the traffic priority parameter, associated to each service
flow. In this scenario, there were again five subscriber stations, but now instead
of setting the maximum throughput constraints, the priorities were set. SS1 was
assigned the highest priority with the value of 2, SS2 and SS3 had a lower priority
with the value 1 and SS4, and SS5 had the lowest priority of 0.

Figure 9 presents the results from the scenario. It can be seen that the sub-
scriber stations with same priorities are treated fairly, and a separation is done
between the priorities.

In the fourth scenario, other service classes in addition to the Best Effort
service class were also simulated. The scenario consists of one base station and
six subscriber stations. The application types, service classes and the bandwidth
requirements for each connection are presented in Table 3.

Figure 10 presents the results from the scenario. It is shown that each of the
connections retrieves the service that it is supposed to get in the form of band-
width requirements. The throughput graph of UGS is depicted on top of the
figure. The graph shows that the UGS connection utilizes four mega-bits per sec-
ond throughout the simulation. The rtPS-connection utilizes the network with
varying traffic profiles, caused by the variable-bit-rate nature of the MPEG video
application. This is not shown in the figure, but it is definitely worth mentioning
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TABLE 3 802.16 Scheduling scenario 4 - Traffic types and QoS requirements

SS
Traffic Service Packet Bandwidth [bps]
type class size [B] min max

SS1 UDP/CBR UGS 500 4,000,000
SS2 UDP/VBR ertPS 300 0 80,000
SS3 UDP/VBR rtPS 1378 2,054,400 4,108,800
SS4 UDP/VBR rtPS 1378 2,054,400 4,108,800
SS5 TCP/FTP nrtPS 1060 1,500,000 2,000,000
SS6 TCP/FTP nrtPS 1060 1,500,000 2,000,000
SS7 TCP/FTP BE 200 –

TABLE 4 802.16 Scheduling scenario 5 - Used MCS

SS
Simulation time

0–5 5–10 10–15 15–20
SS1 64-QAM3/4 64-QAM3/4 64-QAM3/4 QPSK3/4
SS2 64-QAM3/4 64-QAM2/3 64-QAM2/3 QPSK3/4
SS3 64-QAM3/4 16-QAM3/4 64-QAM2/3 QPSK3/4
SS4 64-QAM3/4 16-QAM1/2 64-QAM2/3 QPSK3/4
SS5 64-QAM3/4 QPSK3/4 QPSK3/4 QPSK3/4
SS6 64-QAM3/4 QPSK1/2 QPSK1/2 QPSK1/2

that no packet loss is experienced during the simulation. That means that the
scheduler handles the bandwidth requests from the SSs correctly. The nrtPS con-
nections always get the maximum bandwidth allocation, since the network is not
overutilized in this example. The bit rate of the BE connection on the other hand
depends on the variance of the rtPS connections, since those are the only mean-
ingful variable bit rate connections in this scenario. The throughput of the ertPS
connection is shown by the bottom line in the figure. Since the ertPS connection
is utilized by a VoIP application generating 80kbps on the active phases and zero
on idle phases, slots are allocated to it accordingly. It is worth mentioning that
ertPS connections do not experience any loss of packets. This is guaranteed by
using polling for the connection.

The fifth scenario is supposed to illustrate the scheduler’s ability to handle
MCS dynamics. The modulation and coding scheme is changed periodically with
the intervals presented in Table 4. The subscriber stations SS1 – SS5 establish
UGS connections with a bandwidth guarantee of 1 Mbps and use the CBR UDP
application generating that amount of traffic. The sixth subscriber station uses a
BE connection and an FTP application on top of it. The purpose of this is to utilize
the rest of the free capacity.

The results of this scenario are presented in Figure 11. As the results indi-
cate, regardless of the MCS used, UGS connections are always allocated a correct
number of slots to satisfy their requirements. The throughput of the BE connec-
tion (SS6) is explained by the MCS changes within the other subscriber stations.
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For example at the simulation time of 15 seconds all of the UGS connections be-
gin to use the less robust QPSK3/4 MCS: less slots are left available for other
connections, and therefore SS6 can send a traffic volume of 500 kbps.

The sixth scenario on the scheduler is designed to illustrate whether the
scheduler can allocate resources fairly to BE connections with different modula-
tion and coding schemes. The schemes are the same ones as those used in the
previous scenario and presented in Table 4, but all the connections in this case
were BE ones using FTP applications.

The results of the scenario are presented in Figure 12. Analyzing the figure
reveals that the scheduler does indeed behave as expected.

The overall conclusion regarding all of the scenarios is that the proposed
scheduler can serve bandwidth guarantees for all of the service classes. The
scheduler also takes into account the MCS utilized by the subscriber stations and
MAC overhead for the UGS connections. BE connections are also served fairly in
all of the cases.

2.4.3 Contention resolution

In the simulation part of Publication PIV, the behavior of the adaptive solution
is studied. The exact simulation parameters and setups can be found from the
original publication, but the basic idea was to test four different sets of backoff
parameter combinations and compare them to the adaptive method. In the adap-
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FIGURE 11 Throughput (802.16 Scheduling scenario 5 - Throughput)
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FIGURE 13 Dynamically calculated parameters

Backoff Backoff Transm. Data Max.access Loss
Start End opp. (MB) delay [s] (%)

I 0 15 1 58.610 68.52 0
II 6 15 1 82.566 72.90 0
III 6 10 21 165.352 1.58 0.004
IV p=0.1, P=0.35, T=2 181.905 1.69 0.017
V 6 10 30 156.503 1.05 0.001

TABLE 5 Simulation results

tive case, the adaptive algorithm adjusted the number of transmission and back-
off parameters based on the number of inactive connections, maximum access
delay T and the desired worst-case loss probabilities p and P set statically.

One BS and 100 SSs with BE connections with Pareto application were used.
An application that generates traffic on a periodic basis was chosen, to make sure
that there are several SSs taking part in the contention resolution process all the
time. The number of inactive connections varied between 15 and 90 during the
simulation period. The total simulation time was 100 seconds and SSs joined the
network gradually from the beginning of the simulation. At the simulation time
of 20 seconds, all the applications were started.

The number of transmission opportunities and the backoff parameters cho-
sen by the algorithm are presented in Figure 13.

The utilization of the network, loss of packets and maximum medium access
delay were measured and the most important results of the scenario are presented
in Table 5.

The simulation Cases I and II were used to examine whether it makes sense
to set the number of transmission opportunities as low as possible while allow-
ing long contention process with backoff values. The results from Table 5 show
that in these cases maximum access delay can be very long and, furthermore, the
bandwidth is not utilized very well. This follows from the fact that while being
in the middle of contention process, SS can not send any application data and
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FIGURE 14 Dynamically calculated parameters

therefore no data is sent to the network. Backoff parameters and the number of
transmission opportunities in Cases III and V were set as good as possible to limit
the access delay but still to give a good utilization. Even though Case IV with the
adaptive method gives better results in terms of utilization, the maximum access
delay is still kept within the constraint (2s).

In the second simulation scenario presented in Publication PIII, VoIP is used
as an application. The target upper limit for delay is 30ms, and 30 VoIP connec-
tions are emulated. The simulation setup is again presented with more details in
the original publication. The target of this simulation scenario was the same as in
the previous one, except for a lot tighter delay requirement. In this scenario, the
first case was run by using unicast polling while the second and the third utilized
static backoff parameters. In the fourth and the last one of the cases, the adaptive
backoff algorithm was used. The resulting adaptive parameters are presented in
Figures 14(a) and 14(b).

Parameters and results from the scenario are presented in Table 6. The re-
sults are as expected. Polling does not allow any packet drops and provides small
and static access delay. On the other hand, the overall utilization of the network
is very moderate in this case. The static parameters can be adjusted to either max-
imize the utilization, as is done in Case II. In this case the maximum access delay
can however grow too high. Another static parameter set in Case III is adjusted
to support the delay guarantees, but in this case the network is not maximally
utilized. The adaptive method in Case IV follows as the best tradeoff between
guaranteeing the delay while utilizing the network as well as possible.

The medium access delays experienced by the users in the adaptive back-
off case are presented in Figure 15. It is shown in the figure that the delays are
distributed to 5ms phases, which is caused by the frame duration of 5ms. The
medium access delay of 5ms is experienced in cases where the contention reso-
lution is successful in the first possible frame, 10ms in the second frame and so
on.
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TABLE 6 Simulation results
Value Polling Static backoff Adaptive

Case I Case II backoff
1 slot/ E/S=4, E/S=5, p=0.25,

Parameters frame TO=2 TO=7 T=30ms
BE data (MB) 6.984 15.288 13.406 14.031

VoIP data (MB) 4.528 4.308 4.427 4.350
Total data (MB) 11.512 19.596 17.833 18.381

VoIP loss (%) 0 0.89 0.39 0.69
Max.delay (ms) – 42.18 28.2 27.67
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FIGURE 15 VoIP medium access delay (adaptive backoff case)
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FIGURE 16 Topology of the Multicast Polling (Scenario 1)

2.4.4 Multicast polling

Multicast polling was studied by implementing the feature to the WINSE simula-
tor. The implementation included all the details from the 802.16 specification and
additionally the possibility to indicate SSs on separate backoff parameters with
MCA-REQ management messages. The purpose of the simulations was to study
the effect of the multicast polling in terms of bandwidth utilization and medium
access delay experienced by real-time application users. This part is based on
Publication PV.

All of the three scenarios were run in a topology that included one 802.16
base station and varying number of subscriber stations connected to it. The ser-
vice classes and applications of the subscriber stations were also changed in the
scenarios. The subscriber stations had either a VoIP application using an ertPS
connection, an FTP application using a BE connection or an on/off TCP traffic to
model web browsing. Each of the SSs established exactly one transport connec-
tion in both directions.

The base station was connected to one wired router with a large capacity
link. This was done to make sure that the wireless link always remained as the
bottleneck link for the connections. All the subscriber stations communicated
with the wired node.

In the first simulation scenario, several polling methods are compared with
each other in a fixed set of SSs. One BS and 50 SSs are connected. For the sake of
simplicity, each SS establishes one transport connection and runs one application
on top of it. Of the SSs, 40 use the BE service class and the Pareto application
over TCP. The Pareto application is used to model web traffic with an idle time
of 375ms and burst time of 500ms. Due to the nature of the application, there is a
need to participate on the contention quite often. The rest 10 of the SSs establish
an ertPS connection and use simulated VoIP as an application. The VoIP simulates
the behavior of the G.711 audio codec, which has the highest mean opinion score
[46]. The application sends data at the rate of 80kbps and uses a packet size of
300 bytes, which includes the headers of RTP, UDP and IP. Silence suppression is
emulated by using the active and idle phases of 1.004 and 1.587 respectively [47].
When the application is in an idle mode, it does not send anything. In an active
mode it sends constantly with previously mentioned rate and packet size.
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The bandwidth guarantee is set to 80 kbps and the scheduler then allocates
the appropriate slots for each connection. VoIP applications usually can handle
delays of 100 - 200 ms, and therefore it is important to minimize the delay on the
wireless link. In this simulation scenario the parameters are adjusted to see what
kinds of delay limits can be achieved with them. The topology of the scenario is
presented in Figure 16.

There are six subcases considered under this simulation scenario. The pur-
pose of them is to compare the efficiency of polling mechanisms. These subcases
are defined as follows:

I Only 10 VoIP connections and no BE connections. Here the aim is to find
out how much bandwidth do the VoIP connections take when they are not
disturbed by other connections. Unicast polling is used for the bandwidth
requests.

II 50 BE connections are added in this scenario and then observed. The VoIP
connections still use unicast polling with 1 polling slot in ertPS. In this case,
the BE connections should not affect the VoIP connections at all. The effi-
ciency of the ertPS with polling approach can be seen with this scenario.

III The VoIP connections are made to exclude ertPS polling and to use regular
broadcast contention mechanism. The backoff parameters are adjusted to
minimize packet loss, with the price of lost delay guarantees.

IV The case is like the previous one, except that the backoff parameters are
changed to serve smaller MAC delays with the cost of decreased utilization.

V The VoIP connections are made to use Multicast Polling instead of the broad-
cast one. The backoff parameters are now adjusted to guarantee 15ms MAC
delays.

VI This case is exactly like the previous one, except that the MAC delay of 20ms
is now guaranteed.

The exact delay limits and contention parameters are presented in Table 7. The
table also presents some results from the scenario. It can be seen that while the
ertPS with unicast polling (Cases I and II) gives the best performance for the
VoIP connections, it does not utilize the network very well. The solution allows
only about 70 % of the BE traffic when compared with the other cases. The table
also shows that the multicast polling based approaches utilize the network more
efficiently than the broadcast based ones. Of the Cases IV and V, while the same
delay limits are being guaranteed, the latter utilizes network more efficiently.

Figure 17 presents the MAC delays from subcases III to VI. Cases I and II
are not presented since the unicast polling was used and SSs did not need to
participate on the contention, resulting in a small constant MAC delay. It can be
seen from the figure that Cases IV and V indeed do result in similar MAC delays.
It is worth reminding that the approach with multicast polling (V) resulted with a
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TABLE 7 Multicast polling (Scenario 1) parameters and results

Case
Broadcast Multicast

Request BackOff Request BackOff Sent [KB] VoIP
Opp. Start End Opp. Start End VoIP BE Total Loss

I 8 0 32768 - - - 15345 0 15345 0%
II 8 0 32768 - - - 15345 231438 246783 0%
III 8 0 32768 - - - 14583 325058 339640 0.43%
IV 8 7 7 - - - 11318 260021 271338 4.39%
V 4 0 32768 4 3 3 13113 293042 306154 2.10%
VI 4 0 32768 4 7 7 13915 292189 306104 1.30%
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FIGURE 17 Multicast polling (Scenario 1) MAC delays
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TABLE 8 Multicast polling (Scenario 2) simulation parameters
SSs per Req. Backoff Sent [KB] VoIP Max.

Case Groups Group Opp. Start End VoIP BE Loss Delay [ms]
I 1 24 8 7 7 31341 516560 3.10% 6.62
II 2 12 4 3 3 31730 517123 2.96% 6.72
III 4 6 2 1 1 32295 516154 2.65% 6.88
IV 8 3 1 0 0 33659 513074 2.05% 7.05

better utilization. In Case VI a bit larger delay limit (20ms) was set, and the limit
was kept.

It is also worth mentioning that even though each individual QoS guarantee
can be satisfied without multicast polling, by adjusting the backoff parameters,
not all of them can be at the same time. The final result from this scenario indi-
cates that multicast polling is a nice advantage for guaranteeing QoS.

In the second scenario, a comparison is made between the use of smaller
and bigger polling groups. Four subcases are run, and in each of them there
are 24 VoIP users that use the same application parameters as in the previous
scenario, and there is also one BE FTP user. The purpose of the FTP background
application is to fill the available network utilization capacity, based on the free
capacity. FTP is a good application for this purpose due to its greedy nature.

In the first case, there is only one multicast polling group with eight request
opportunities. In the second one there are two groups with four opportunities
each, and in the third one there are four groups and two opportunities each. In
the fourth and the last case, there are four groups with only one opportunity
for each. The backoff parameters are adjusted, so that the SSs can try to send a
bandwidth request only once and if it does not succeed, the PDU is discarded.
The exact parameters are presented in Table 8.

The effect of the group size should be examined in theory first, but from the
experiments we can see that in this case a smaller group equals fewer collisions
and thereafter incurs less packet loss. It must be also taken into account that
on increasing the number of groups the size of the UL-MAP is also increased.
This can be seen from the bytes sent by the BE class, especially in Case IV. It is
also worth mentioning that the groups’ size does not really have any effect on
the MAC delays. This is predictable since the backoff parameters are adjusted to
guarantee the delay.

The effect of the group size depends on the relation of the request oppor-
tunities and the number of connections in the group. Our future studies will
investigate this issue more carefully.

In the third simulation scenario it is shown that the network operator can
provide different delay limits and drop percentages to different applications /
SS-connections. This is shown by using four VoIP classes with different delay
requirements. Each class here has 5 VoIP applications and backoff parameters
and the request opportunities are adjusted based on that. The backoff start and
end values are passed to the SSs in the MCA-REQ messages as defined in Section
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FIGURE 18 Topology of the multicast polling (Scenario 3)

TABLE 9 Multicast polling (Scenario 3) parameters
Polling Req. Backoff Delay Packet
Group Opp. Start End Req. Loss

I 2 1 1 15ms 1,455%
II 2 3 3 20ms 1,085%
III 2 7 7 30ms 0,884%
IV 4 3 3 15ms 0,106%

2.3.3. The network structure of this scenario is presented in Figure 18.

The contention parameters and delay requirements for each service class are
explained in Table 9. Each class, except the fourth one, is allocated two multicast
polling contention slots, and the backoff start and end are adjusted based on the
delay requirements of the connections, based on Equation 1. The fourth class has
more request opportunities per frame, since we want to see how this affects the
loss percentage of the connections.

The resulting MAC delays from each class of VoIP connections are presented
in Figure 19. It can be seen that the delays are always below the desired limit
presented in Table 9. It follows from the contention parameters that for the first
class there is only one opportunity in the first frame where bandwidth request can
be sent, and therefore the delay is almost static. With the second class, there are
two possible frames and with the third one, four. If a bandwidth request results in
a collision and there are no more opportunities, the packet is dropped. Since the
first class only has one opportunity, the number of dropped packets is naturally
higher than with the others. The losses for each class are presented in Table 9. By
increasing the number of contention slots per frame, the loss percentage can be
decreased, as can be seen with the class 4. The decrease between Cases I and IV
is actually quite dramatic.
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FIGURE 19 Multicast polling (Scenario 3) MAC delays

2.5 Summary

802.16 is a very promising technology for future wireless broadband access net-
works. One of the most interesting features of 802.16 is the support for Quality of
Service on the MAC layer. The standard does not however define all the features
needed to achieve it. Some of the features also depend on the correct parameters
that are not part of the standard.

In this chapter of the thesis several novel ideas have been presented to sup-
port QoS on 802.16 base stations. A scheduling algorithm was defined to support
all the service classes and their QoS requirements. Guidelines for setting the con-
tention resolution parameter and an adaptive algorithm to tune them in real-time
were presented. Multicast polling parameters were also studied and a modifica-
tion to the standard was proposed.

All of the studied items were also tested in an NS-2 simulator. The results of
the simulations clearly show the correctness and the advantages of our methods
and parameter sets.



3 MULTICAST ADMISSION CONTROL

IPTV is a service with a huge potential: it is a widely accepted fact that the num-
ber of IPTV customers all around the world will grow quickly as the triple-play
concept spreads out. Nevertheless, the Quality of Service of multicast flows has
not been studied as much as it might be expected. This chapter describes the ex-
isting problems with multicast QoS and then focuses on the certain problem of
multicast admission control. Therefore, some basic principles of admission con-
trol in general and the current quality of service architectures are presented at
first.

3.1 Admission control

Admission control mechanisms are used for two reasons. The first reason is to
restrict access to some resource to legitimate users only. When admission control
restricts the content or flows to the legitimate users only, it may be referred as ac-
cess control. Access control for unicast flows is a trivial task and, is usually done
on the end systems (servers) to be dynamic enough. For multicast connections, it
is not however as simple, since the server cannot control the access at all. After
the server has sent the packets to the network, it has no knowledge of who is
receiving it.

We studied the issues on these problems in Publication PIX. That article
presents some practical results from work with this kind of real implementation.
In [59, 17, 45] the authors present several methods to handle multicast admission
control by either extending the IGMP protocol or by creating a new layer over
the IGMP layer. These ideas seem good, but if implemented, many changes to
the multicast routers would be needed. Our main idea was to create a method
that could be used with the current network devices.

Some studies [4, 38] have suggested that the access control of the multicast
flows could be affected by simply encrypting the content. The encryption and
group key management mechanisms are feasible, but they cannot replace the ac-
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cess control. Replacing access control with encryption would have a major impact
on the QoS issues also. The problem with multicast flows would be that useless
multicast flows with large bit-rates would be forwarded to the network to drop
down the QoS of the legitimate users of the network.

3.1.1 QoS based admission control

The second reason for admission control is to make sure that resources are not
overloaded and existing users can be served with some quality of service. This
mechanism is one of the most important ones when trying to guarantee QoS to
the users. It may include the admission of new users, connections or flows and
also some call-dropping functionality that is responsible on dropping existing
users from the resources to allow a more important user to enter it. When QoS
admission control is discussed, the terms that define whether the new flow can
enter the network or not are the quality of service requirements of the new flow
and of the existing ones. Someone or something in the network must make the
decision, either to accept or to reject, based on the current information of the ex-
isting flows and the specification of the new flow. Traditionally the admission
control methods have been divided into parameter based (PBAC) and measure-
ment based (MBAC) mechanisms.

The selection of proper admission control module depends on the QoS ar-
chitecture in use. There have been two main suggestions for the architecture and
many variations of them, and these are now described briefly.

3.1.2 QoS architectures

The purpose of the QoS admission control module is always the same, but the
implementation is tightly coupled with the QoS architecture used. The admission
control procedures used in different architectures are briefly described here.

IntServ

When IntServ [13] architecture was presented by the IETF, instead of being the
best effort model, was to create a framework where resources would actually be
reserved. The signalling protocol to be used with the framework is not mandated,
but Resource ReSerVation Protocol (RSVP) [84] is the best and only reasonable
candidate. RSVP is used by the clients willing to establish a connection with
another client or server. The RSVP message includes the traffic profile of the new
flow, and is examined by all the routers on the path. Each router decides, whether
it can accept the new flow, and if even one of the routers rejects it, the flow is
rejected. Therefore, RSVP itself defines the admission control on the network.

The use of RSVP based signaling on each of the routers indeed does result
as guarantees on the bandwidth basis and low delay when necessary. However,
the reason why IntServ has never gained a wide acceptance, lies in its scalability.
This aspect was criticized since, for example, in the core of the Internet there are
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millions of flows active all the time. The number of reservations in the memory
of all those routers cannot scale well enough.

The IntServ model was rejected shortly after by the research community,
because of these scalability issues. This thesis does not therefore directly deal
with it. However, the IntServ model has been later proposed to be used on within
another architecture [5].

DiffServ

The scalability issues having been left unresolved in the IntServ architecture, IETF
created another architecture called Differentiated Services (DiffServ) [9]. Unlike
in the rejected architecture, no reservations are made in DiffServ and the traffic
is handled in aggregates rather than by flows. The idea was to move the compli-
cated functionalities to the edges of the domains and keep the core routers simple
and therefore efficient.

In the DiffServ architecture, there are three main service classes or Per Hop
Behaviors (PHB). In [41] Assured Forwarding (AF) PHB is defined. The purpose
of AF is to provide a better than best effort treatment and some bandwidth guar-
antee. Another per hop behavior called Expedited Forwarding (EF) is defined in
[27]. The purpose of EF is to provide a service with a low delay, low jitter, low
loss and guaranteed rate. In addition to these, the regular BE aggregate must be
handled by the routers.

DiffServ by itself does not guarantee any service level for specific flows and,
therefore a certain external entity is needed for this purpose. In [63] a framework
with an entity called Bandwidth Broker (BB) is introduced. The purpose of the BB
is to handle the dynamic admission control by replying to the admission control
requests. BB must be aware of the flows existing in the network to make this deci-
sion. In [18] and [71] the framework is extended with a policy based management
model. This framework also makes it possible to configure routers dynamically,
based on the existing flows. In practice this means that the scheduling weights,
service classes and queue lengths can be adjusted dynamically.

The bandwidth broker specification does not define an implementation for
the framework, but Common Open Policy Service (COPS) was introduced in [30]
and [19] for it. The signalling between the COPS server and the routers is based
on the COPS, but the signalling from hosts to others can be done with several
ways. RSVP, Aggregated RSVP [3] or GIST [16] might be used, for example. The
applicability of each of these has been studied extensively in [67]. In Publication
PX we have presented each of these technologies and their advantages and dis-
advantages. The publication also compares the protocols in terms of overhead
caused by them. Basically, the purpose and behavior of each of them is quite
similar, and any of them could be used.

After extending the DiffServ with some of the previous flow-specific pro-
posals, it seems clearly better than the IntServ approach, in terms of providing
QoS guarantees and scalability. Therefore, we concentrate on the DiffServ ap-
proach for the rest of this chapter.
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3.1.3 Parameter based admission control

In parameter based admission control, the decision of whether the flow is ac-
cepted or rejected is based on the resource reservations made for existing flows
and the specification of the new flow. This information might include, for exam-
ple:

• Minimum, maximum and average bandwidth requirement

• Maximum burst size

• Average and maximum delay

• Average and maximum jitter

• Average and maximum loss percentage of packets

After taking into consideration these or at least some parameters, the admission
control module must then decide whether the requirements can be handled prop-
erly for the new and existing flows. For example in IntServ architecture a token
bucket based flow specification (TSpec) is used [84]. The parameters in this solu-
tion include token bucket rate, token bucket size, peak data rate, minimum po-
liced unit size and maximum packet size. Other solutions on defining the band-
width of the flow include leaky bucket and simple peak or average rate of the
flow.

The strength of a parameter based solution is in that strict QoS requirements
can be guaranteed. A weakness of these methods is that it is assumed that the en-
tity responsible for the admission control has the full knowledge about each flow
in the network, although this is not often the case in the current networks. Param-
eter based methods will usually also lead to scenarios where over-provisioning is
done and some of the utilization of the network is wasted.

Parameter based methods depend heavily on the QoS architecture used. In
IntServ networks, the architecture itself defines the admission control. In the
DiffServ networks, the parameter based methods are not mandated by the RFCs.
Therefore, the implementation of the parameter based admission control has been
studied for example in [32]. It uses network calculus [12] to define an admission
control mechanism, which makes it possible to guarantee QoS for the flows. The
model is studied both in an analytical and simulative manner.

3.1.4 Measurement based admission control

The need for parameter based admission control is obvious when strict QoS guar-
antees are necessary. Many real-time applications do need this kind of behavior,
but there are also many applications with different kinds of requirements. Basic
TCP connections utilized by web browsing, e-mail and file transfers are examples
of these. The usage of parameter based admission control with these applications
will most likely result with many admission rejects and inefficient overall net-
work utilization. Some of the measurement based admission control algorithms
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should be used with them. Another important reason for implementing measure-
ment based admission control is that some traffic sources can not be estimated
with Token Bucket or other models well enough without over-provisioning. In
practice it is also often a case that applications do not estimate the utilization of
themselves at all.

When using measurement based approach, the decision is done based on
the measurements on the network. The measurements should result with some
information on the current state of the network. The measurements can be based
on some weighted average values from the history or be actual measurements
from a specific moment of time.

The measurement based methods can also be divided into the active and
passive ones. In this thesis the active methods are defined to be those that gen-
erate some extra packets (probe packets) to the network that are then used to
measure the state of the network. The passive ones on the other hand only mon-
itor the traffic of the network and do the measurements from the existing traffic.
Both of the methods have their advantages and disadvantages.

The advantages of the active measurements usually include yielding more
accurate results, at far as delay, jitter or packet loss are the parameters concerned.
On the other hand, the extra packets always change something on the state of the
network and therefore might also show up as a change on the results. The extra
packets also always result with some extra utilization on the network and should
not be therefore used when the capacity of a network is very limited. Active
measurements also capture the state of the network only from the actual moment
when probing is done, and cannot therefore adapt very well to networks with
quickly varying utilization.

One active measurement based method for unicast admission control has
been proposed in article [7], where a Gauge&Gate Reservation with Independent
Probing (GRIP) protocol is described. It uses E2E probe packets to achieve a re-
liable admission control for AF PHBs. The basic idea of GRIP is to send probe
packets to the destination node and wait for the replies. The admission control
decision is then done based on the lost probe packets.

The advatageous features of passive methods are different from those of the
active ones. They do not affect the utilization of the network and may sometimes
result with more accurate results. Usually the results can also be averaged with
some history results, and therefore give better view to the network with rapid
utilization changes. The delay, jitter and loss can also be measured with these
methods if the traffic measured is provided with enough details. For example,
when measuring RTP-based traffic, the header fields of an RTP packet could be
used. This naturally also requires clock synchronization between the source and
destination of the measurement.

The authors of [15] compare several passive measurement based admission
control methods and draw a conclusion that each of them can give almost ex-
actly the same performance. In [14] the same authors conclude that the current
measurement based methods are good enough in terms of their accuracy. The
methods could be still developed to be more fair between the connections.
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3.1.5 Comparison of different admission control approaches

When deciding whether to use an admission control based on parameters or on
measurements, the QoS architecture usually imposes many limitations on the
choice. Were these limitations ignored, the choice should be done taking into
account the following:

Parameter based methods are good in providing strict QoS guarantees. The
guarantees can actually be guaranteed. On the other hand, some of the band-
width is not always utilized if complete guarantees must be given. A full knowl-
edge of all of the flows in the network is also assumed, which is not always the
case.

The measurement based methods usually utilize the network more effi-
ciently. Strict guarantees can not always be given. This has been shown, e.g.,
in [49].

The methods can be divided into centralized and distributed ones. The
problematics in the placement of the admission control modules are discussed
in [35] and [51].

A combination of parameter and measurement based methods is the best
solution in general. In [54] and [56] an admission control combining both param-
eter and measurement based methods is presented. The parameter based method
is applied to EF flows, while measurement based approach is applied to AF flows.
This kind of solution would be the most suitable for DiffServ networks. Both of
these methods are studied in this chapter.

3.2 Multicast QoS in DiffServ domains

DiffServ is the best QoS architecture currently known, and with the correct ex-
tensions it can be used to provide QoS guarantees for the flows. Multicasting,
however, is not as simple task in the DiffServ domain. Although the basic prin-
ciples and mechanisms of DiffServ do work with multicast flows also, there are
some provisioning related things that must be taken into consideration. As de-
scribed in [11], [73], [76] and [1] the problems of using multicast flows in DiffServ
domains can be divided into three or four parts, depending on the opinion. The
fourth problem of DiffServ multicast are the multicast groups that include several
senders. This makes things even more complicated, and most of the publications
do not deal with the issue at all.

3.2.1 Heterogeneous multicast trees

The first one of the problems has to do with the issue of heterogeneous multicast
trees. It follows from the scenario where there are several receivers in a multi-
cast group, the receivers belonging to different PHB groups. One of the biggest
problems is that it is not trivial to sort the PHBs in any absolute order. This again
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makes the generation of heterogeneous trees difficult or even impossible. One
of the solutions to this problem is to create separate multicast groups for each
offered service level. It naturally solves the problem but does not provide any
optimal solution in terms of bandwidth utilization. Another simple solution is to
offer best service level for all the receivers. It might be a more optimal solution
in terms of utilization, but is not very practical from the viewpoint of an operator
trying to get more profit from a better service level.

A solution for providing heterogeneous multicast trees, has been tried to be
proposed in [8], [88], [78], [79] and [74].

The correct way to solve the problem would be to extend the functional-
ity of multicast routers to support re-marking of the DSCP field in the packets
when replicating them [8]. In this solution, routers would separate different ser-
vice levels on the branching points of the multicast tree. The main problems in
this solution are the sorting of the service classes and the scalability problem de-
scribed later in this section. Another problem in this solution is the so-called
"Good Neighbor Effect", which is illustrated in a scenario, where a regular IPTV
receiver is paying for a cheap best effort service for its TV-channel. His neigh-
bor has bought the best service level for the content and therefore the multicast
content is transported to the switch of the building with the highest service level.
Only after that the DSCP of the packets is degraded for the best effort customer.
Even though the "Good Neighbor Effect" would be an interesting research item,
it is left out of scope of this thesis. The overall problem of heterogeneous QoS has
also been studied sufficiently, and it is not considered any further in this thesis.

3.2.2 Scalability of multicast

The second issue forms a fundamental rather than practical problem. The basic
principle of DiffServ is that the core routers must be kept stateless, while multicast
expects that all the routers forwarding multicast traffic must keep the state for
each group. Providing heterogeneous trees further increases the problem, since
the core routers also need to handle the remarking of packets on the branching
points, which can be the core routers.

When trying to solve this problem, there are basically three different ap-
proaches available. The first solution is not to do anything. In [11], it is stated
that this is not a problem at all and can be left as it is. Currently the number of
multicast flows in the routers is indeed low, and therefore this opinion is justified.

The second solution is to change the existing multicast routing protocols
and functionalities to more scalable ones. Several propositions have been made in
[60], [75] and [74]. Even though these solutions do seem to be good and scalable,
they would basically change everything in the current multicast protocols. It is
unlikely that this kind of change could take place.

The third solution for the scalability issues, is to aggregate multicast flows
to bigger groups, and let the core nodes handle the multicast aggregates only
rather than individual flows. This kind of solution is presented at least in [31].
The solution does what it claims, but the applicability of it is uncertain.



63

Based on these considerations, it can be stated that the scalability issue is not
searching for solutions by the time being, since the current scalability of the mul-
ticast is sufficient. However in future more efficient methods might be needed.

3.2.3 Neglected Reserved Sub-tree (NRS)

The third and probably the most important issue in the integration of DiffServ
and multicast, is the Neglected Reserved Sub-tree (NRS) problem. It is described
and analyzed quite thoroughly in [11] and [73]. The problem occurs when a new
receiver joins an existing group G: the new subtree should not be neglected, but
rather an admission control function should be performed. Although RFC 3754
[11] about DiffServ multicast has been published by the IETF, it does not solve
all the issues of the NRS problem. The solution provides a framework that can
handle that problem but relies on an external admission control method to do
the actual admission control decision. The framework relies on the basic idea
that, when a new receiver joins a multicast group, it should be grafted to the
tree with a per hop behavior lower than BE [10]. After that, the actual admission
control decision should be done. Afterwards, were the admission control decision
positive, the DSCP of the receiver and its new branch would be increased.

In [37] another solution for the NRS problem is presented. Here the solution
includes a QoS multicast routing algorithm and a BB based admission control
method. The simulations are driven with NS-2, but the analysis of the results is
not very detailed.

In [78] a solution presented can be used in IntServ over DiffServ kind of ar-
chitectures with COPS server. Naturally the approach relies on the RSVP admis-
sion control criteria. The solution is good for IntServ over DiffServ architecture,
but it is not applicable for other QoS architectures.

The EBM protocol presented in [74] also provides a solution for the NRS
problem. In this solution, the core routers of the DiffServ domain have been left
stateless and multicast-unaware. EBM would, however, replace the current mul-
ticast protocols completely.

Following from the previous work, it can be stated that if traditional IP mul-
ticast is to be used in the DiffServ domain, RFC 3754 [11] provides the best frame-
work for it. The actual implementation of multicast admission control policy
however needs to be defined and handled before the framework can be utilized
in real DiffServ networks.

3.3 Multicast admission control

The RFC 3754 and the DSMCast protocol do provide good frameworks to handle
the problems of delivering multicast in DiffServ domains. As described earlier,
they do not however define the actual admission control method, and therefore
we concentrate on creating one.
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One could ask whether there exists a need for a separate admission control
method for the purpose of multicast, or whether we need another one? The most
important reason why the admission control must behave differently for multi-
cast flows is that in unicast the sources must be controlled whereas in multicast
the receivers must be controlled. This makes the decision making very different
in these two cases. For a further analysis, we define a node called Branching Node.
In multicast admission control, the new branch containing the new receiver is
added to that node. Multicast admission control is supposed to take place for this
branch only, not for the path from the source to the receiver. Another important
thing is that in the current routers multicast packets are not forwarded with the
same efficiency as in unicast, and therefore receive different kind of treatment.
This makes most of the active measurement based admission control methods
unusable for multicast purposes.

3.4 Proposed methods for multicast admission control

To overcome the NRS problem described in the previous section, we propose
guidelines on how to manage the admission control for multicast flows. We also
present some exact methods on how to do it. These methods are not supposed
to be perfect: rather, they illustrate the strengths and weaknesses of each type
of methodology and show the basic principles that should be taken into account
when designing a multicast admission control method.

Since most of the current multicast applications are real-time applications,
the EF class of the DiffServ architecture is the one under consideration in this
thesis.

The methods are designed to be used in a distributed mode, but could also
be implemented to work with a centralized admission control module such as
COPS with RSVP. All of the methods have to three distinct phases each of which
could be replaced with another more suitable one for the QoS architecture in use.
It is worth mentioning that each of the phases has to be implemented with some
method if true QoS is to be served.

The methods influence only the edge nodes of the domains, so they work
according to the basic principles of the DiffServ architecture. The basic idea is to
filter the unwanted join requests sent by the customers. Some additional leave
requests also have to be generated when necessary. The idea is to reject some
of the requests, to keep the QoS of the existing receivers acceptable. It is also
checked whether a new receiver can get the service level required.

The admission control procedures begin when the egress edge router re-
ceives a join request from a potential new receiver RN trying to join group G (Fig-
ure 20). The join request Join(S,G) is extended to include a third parameter (QoS).
The whole message, Join(G, S, QoS) then includes the group address, source ad-
dress and the QoS constraints that the receiver demands. The constraints are all
or some of the following: maximum delay, average delay, maximum jitter, av-



65

FIGURE 20 The beginning of the admission control procedure

FIGURE 21 Multicast admission control - Edge test

erage jitter and average loss of packets. The constraints may be defined by the
customer or they might be pre-defined in the SLA between the customer and the
service provider. If IntServ over DiffServ is the architecture used in the domain,
the QoS requirements would be sent in the RSVP or GIST protocol at the same
time as the join message is generated.

3.4.1 Phase 1 edge test

When multicast admission control is performed, the first phase should always
be the "Edge Test". The purpose of this test is to examine whether the egress
edge of the domain is already forwarding the particular multicast group. If it is
forwarding it, the join attempt should always be accepted. A possible scenario
for edge test is presented in Figure 21. In this example, multicast receiver R1
is already watching an IPTV channel transmitted in multicast group G. At that
point another client R2 is willing to join the same group. At the egress edge router
and based on the edge test it should make a decision to accept the new receiver
without continuing to the rest of the admission control tests.

Naturally the capacity and free resources on the link between the edge node
and the receiver needs to be examined to make the decision whether the flow can
be admitted. This has been left out of scope on this thesis however, since we only
consider the resource management of a single domain.
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FIGURE 22 Multicast admission control - Bandwidth Test

3.4.2 Phase 2 bandwidth test

The implementation of the bandwidth test depends on the QoS architecture used.
In the case of IntServ, RSVP would be the natural choice as it already supports this
kind of functionality. Also a request to a COPS server or to a bandwidth broker
might be sent if one of them is used in the network. In the case of aggregated
RSVP, RSVP would be used again. Regardless of the QoS architecture, the band-
width requirements need to be transferred to the elements responsible for reserv-
ing the bandwidth. In our methods, the bandwidth requirement is attached to
the multicast join message.

When implementing the bandwidth test it is important to take into consid-
eration the set of links where reservation or measurement should be made. Figure
22 shows these links in one example scenario.

All of our proposed methods either measure or calculate the available band-
width in these links. In the parameter-based method, Equation 19 is used to cal-
culate the free bandwidth on each of the link between the egress edge node and
the branching node:

B f ree
i = (wi · Btot) −

N

∑
j=0

Bmax
j . (19)

In the equation, wi equals the weight of the class i where i is the service class of
the multicast flow. Btot is the total bandwidth of the link, N is the number of flows
in the class, and Bmax

j is the peak rate of the flow i. The flow specific peak rate
here is assumed to be caught from a bandwidth broker.

The measurement based methods constantly measure the throughput on
their links and then estimate the average utilization of the links. In practice, this
functionality already exists on the routers. For retrieving this information to the
egress edge responsible on the decision, MGRIP-based [7] [8] protocol is used.
MGRIP works in quite the same manner as RSVP and could therefore be replaced
with RSVP also. The idea behind these methods is to send a special GRIP packet
containing the bandwidth requirements of the new flow to the branching node
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of the group. On the way to the destination, each router makes an independent
decision about whether the new flow can be accepted or not. If the GRIP packet
is received back by the sender, the flow is considered accepted and therefore the
bandwidth test is accepted. Two different kinds of methods were used in our
simulations: the first compared the requirement of the new flow to the overall
available bandwidth and the second to the available bandwidth in the service
class of the flow.

3.4.3 Phase 3 delay and jitter tests

The third phase of the admission control method is supposed to check that the
delay and jitter requirements for the new flow can be guaranteed. Delay and jitter
experienced by the packets usually depends highly on the network technology
used, but some basic guidelines on how to test it for multicast flows are presented.

The parameter based method proposed, calculates the estimated delay with
Equation 20 based on the calculations in [72]:

Di =
σi

ρi
+

k

∑
j=1

(
Fj − φi,j + Li

rj
) − Li

ρi
+

k+1

∑
j=1

pj
i . (20)

In Equation 20, Di is the end-to-end delay estimation for the new flow in
class i. σi and ρi are the Token Bucket parameters for the class that the new flow
belongs. Fj defines the frame size of the node j; φi,j is the size of the frame for class
i in node j; Li is the maximum packet size for the class; and rj is the outgoing link
capacity on node j. The last sum is the total propagation delay for the path from
the branching node to the receiver.

When measurement based admission methods try to solve whether delay
or jitter can be guaranteed, there are two ways for doing it. In the easier solu-
tion the edge nodes have to do active measurement on packets by sending probe
packets to the branching node and then by examine the results.This creates some
additional overhead to the network. The other solution is to use the flow waiting
for an admission itself. This has several advantages compared with the first so-
lution. Multicast packets are usually treated differently from the unicast ones on
the routers. As a results there is a difference on the measurements between mul-
ticast and unicast test packets. This approach assumes that delay measurements
can be done on real packets handled with the help of the fields of the RTP header.
The edge node joins the multicast groups, waits for the 20 first packets and then
calculates the average delay of those packets. If the calculated delay is below the
limit, joining of the new receiver is accepted.

The delay and bandwidth tests are done concurrently, and if even one of
them fails, the new flow is rejected. The overall procedure is presented in the
original publications.



68

FIGURE 23 The topology in multicast admission control scenarios

3.5 Simulations

This section presents the simulation scenarios where all of the methods described
in previous section were tested. The simulations are described with more details
in Publications PVI, PVII and PVIII. The simulations were run in a network sim-
ulator NS-2 [81] with the DSMCast extension [77]. All of the simulation scenarios
were run in a network topology shown in Figure 23.

The aim of the simulation scenarios was to show that it is necessary to have
some admission control method to be able to guarantee a proper quality of ser-
vice for multicast receivers. The advantages and disadvantages of each type of
method also need to be highlighted. QoS experienced by two multicast customers
in the network were measured to indicate the feasibility of the admission control.
Those two measured receivers joined to the multicast groups in the beginning
of the scenarios and were kept as members till the end of those scenarios. The
other multicast receivers were continuously joining and leaving the groups and
therefore utilizing the admission control module on the edge nodes. The joins
and leaves were randomized with certain random distributions. The duration of
the memberships was simulated with exponential distribution and after leaving
a group, the receivers waited for a Pareto distributed time interval. In addition to
the multicast receivers, there were two multicast servers sending video traffic to
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FIGURE 24 The profiles of the measured traffic

TABLE 10 Simulations traffic
Traffic Bandwidth Packet-size DSCP Delay Max.

Control
messages - - 5 -

Video
conference ∼68kbit/s ∼800Bytes 6 400ms

IPTV ∼270kbit/s ∼950Bytes 10 250ms
FTP - 900Bytes 99 -

ten multicast groups. An FTP server and clients were also added to create back-
ground traffic and to utilize the free capacity of the network. The maximum bit
rate of the FTP servers was regulated in the scenarios to see how the amount of
background traffic influences the QoS of the multicast receivers.

The video streams produced by the multicast servers were captured from
real H.263 video streams transferring the "Jurassic Park" movie [33]. The first
stream was used to model IPTV traffic with an average throughput of 270 kbit/s
and the second one was modelling a video conference application with an aver-
age rate of 68kbit/s. Sample traffic profiles of both sources are shown in Figure
24. Both of the sources were used for 10 multicast groups making up 20 multicast
sources and groups altogether.

The realtime multicast traffic was classified as EF PHBs on the ingress edge
of the network. The core routers of the domain then forwarded the traffic accord-
ing to a WRR scheduler with the weights listed in Table 11. The weights of each
class were set a bit lower than the actual bitrate of the multicast traffic, since the
admission control module should show its capabilities here.

Three simulation scenarios are now presented to show the strengths and
weaknesses of each method. In the first scenario, network is not utilized by the
background traffic to any great extent. The motivation behind this scenario is
to show that the admission control methods do not reject any request. The next
scenario simulates a situation where the network and its bottleneck link are very
highly utilized. This scenario shows that the admission control can still provide
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TABLE 11 PHB definitions
Application PHB WRR Weight Queue length

Control messages EF 0.01 25
Video conference EF 0.14 50

IPTV EF 0.47 100
FTP BE 0.38 300
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FIGURE 25 Bottleneck link’s throughput in low utilization scenario

a good QoS to the receivers by rejecting some of the new receivers. In the third
scenario, all the interesting results from the previous scenarios are examined as a
function of the background traffic volume.

3.5.1 Low utilization scenario

In this scenario, it was tested whether the admission control method has a nega-
tive impact on the network utilization when it should not have. In this scenario
the links were lightly loaded and the queues were not full at any time. The band-
width of the FTP link was restricted to 1.325Mbps.

Figure 25 demonstrates the throughput on the bottleneck link. It shows that
when not using any admission control or when using method 1 that is measure-
ment based the throughput of the bottleneck link is exactly the same. This is
due to the low load on the network causing no requests being rejected and there-
fore maintaining the number of multicast receivers the same. On the other hand,
when using method 2 or parameter based admission control, the bottleneck link
is less utilized, although there would still be bandwidth available on the link.

The reason for not utilizing the bandwidth completely derives from the
differences in admission control methods. As mentioned earlier, the measure-
ment based method 2 and parameter based method base their admission decision
based on the available bandwidth within each class, not within the whole link. A
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FIGURE 26 IPTV delay in low utilization scenario

certain class might have used all the bandwidth available for that class already.
Therefore all the new requests would be rejected, although there would still be
bandwidth available on the link.

The effects of these methods to the delay can be seen in Figure 26. The fig-
ure shows the end-to-end delay experienced by the video stream receivers in this
lightly loaded scenario. It can be seen clearly that the parameter based ethod
and the measurement based method 2, which were wasting bandwidth by reject-
ing join requests, provide shorter end-to-end delays. This is just a simple conse-
quence from the fact that with less traffic in the network the delays remain low,
because the packets are handled faster.

3.5.2 High utilization scenario

The results here are from a simulation where the utilization of the network was
much higher. The bandwidth of the FTP’s link in this simulation was 2.775Mb/s.
This scenario is much more interesting than the first one, because in this case the
advantages of admission control are needed. At first it can be seen from Figure
27 that each of the methods start to deny some of the connections, as the FTP
applications cannot send at a full rate.

In Figure 28, the utilization of the bottleneck link is shown. This Figure
shows that methods others than the measurement based method 1 utilize the net-
work in its entirely. This is due to the greedy nature of FTP applications; they
utilize their share of the capacity and, therefore, do not allow multicast connec-
tions to enter the network later. This conclusion indicates that the measurement
based method 1 does not work very well.

In Figure 29 the delays experienced by the multicast customers are shown.
It shows that all the admission control methods can limit the end-to-end delay to
a decent size, except when not using any admission control.

The overall result from this scenario is that the measurement based method
2 and the parameter based method do work well also in a high utilization sce-
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FIGURE 30 Bottleneck link’s utilization as a function of the background traffic

nario.

3.5.3 The effect of the utilization

For this Subsection, a total of 70 simulations were run, every round increasing the
amount of the background FTP-traffic. In Figure 30 it can be seen how the bottle-
neck links’ utilization increases as a function of the FTP-traffic from 1.325Mb/s
all the way up to 3.025Mb/s.

As the amount of background traffic increases, the bottleneck links’ utiliza-
tion level increases as well. It can be seen that the maximum utilization is reached
when not using any admission control, which is expected. The figure also shows
the goodness of the methods, when compared to the overall network utilization.
The measurement-based method 1 produces quite a good network utilization in
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all the cases. The other two methods have a more positive effect when the net-
work is more utilized.

Figure 31 shows the number accepted join requests in each of the scenarios.
Here it can be seen that the parameter based method always produces the same
number of accepts, which is as expected. The measurement based methods how-
ever produce different numbers of requests. The first one of the measurement
based methods results with a decreasing number of accepted requests while the
second one succeeds to stabilize the number. This again indicates that the second
method is more reliable and suitable.

Also the maximum delay experienced by the multicast receivers is reached
at 1.9 Mbit/s. This is the point where the background traffic has used all the
bandwidth dedicated to it. In this case of no admission control, the network is
very well utilized from the very beginning.

The measurement based method 1 starts to reject joining requests at 1.6
Mbit/s. From this point onward, the utilization level does not increase signifi-
cantly. There will be more rejects on the video customers than on the conference
customers because of the stricter QoS requirements for the former. This is shown
in Figures 32 and 33. The delay remains low throughout the simulation because
the admission control maintains the number of multicast receivers at a low level
all the time.

On the other hand, when using method 2 or the parameter-based method,
the utilization level reaches the maximum possible at 2.4 Mbit/s - from this point
onward the available bandwidth is used also in the case of no admission control.
This can be explained as follows. At 2.4 Mbit/s the background traffic has used
all the bandwidth of its own plus the bandwidth left over from the multicast
receivers. As mentioned earlier, these two methods tend to leave some amount
of bandwidth dedicated to that class unused. It can be seen from Figure 34 that at
2.2 Mbit/s the delays increase very steeply due to the packets being queued until
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FIGURE 32 The number of IPTV customers throughout the simulation

the point at 2.4 Mbit/s. After that the delays settle down to a certain value. This
means that the multicast receivers have reached their maximum queuing delay,
the amount of background traffic being at its maximum.

In the parameter based method the number of video and conference cus-
tomers remains the same all the time, as it does in case no admission control is
used. The other two remaining methods do change the number and the relation
of the different types of multicast receivers. The number of accepted requests is
depicted in Figure 31. In the end the number of video receivers will have de-
creased while the number of conference receivers will have increased. This is
because of the stricter QoS requirements for the video receivers. The variation of
conference -and video customers during the simulations is shown in Figures 32
and 33.

As mentioned earlier, the parameter based and measurement based 2 ap-
proach ’wastes’ bandwidth. That is why the utilization level starts from such a
low level in comparison with cases of no admission control or with the measure-
ment based method 1 (Figure 30).

As an overall conclusion drawn from the results, it can be stated that either
the parameter based or the measurement based method 2 could be used as an
admission control method. Both of them provide QoS for the customers and still
utilize the network well in all the cases.

3.6 Implementation issues

To see whether the admission control methods would be applicable for a real
router environment, one of the methods was implemented to Linux-based routers
in a laboratory network. The functionality of the edge router and some helping
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applications like multicast QoS monitor were implemented. The added function-
ality of the edge router was used with a Linux routing software XORP [86].

The edge nodes admission control method (measurement based method 1)
was implemented with the help of Linux firewall software IPtables. Its task was
to capture all the IGMP join messages received from the customers in order to
base the admission control decision on those messages. When an admission is
rejected, the edge routers generate an IGMP leave message to itself causing the
XORP framework to generate an appropriate PIM prune message towards the
core network. The IPtables rules used in this implementation were the following:

iptables -t mangle --flush

iptables --flush

iptables -t mangle -A PREROUTING -p IGMP -d 230.0.0.0/8 -j QUEUE

iptables -A OUTPUT -d 230.0.0.0/8 -p IGMP -j QUEUE

Since the laboratory network did not have a sufficient number of computers for
the tens or hundreds of multicast receivers, a software called Shadow Node was
also implemented. The task of the Shadow Node was to behave as a certain num-
ber of multicast receivers leaving and joining the multicast groups with the in-
tervals used in the simulation part. The scenario tested with the implementation
was also similar to the one in the simulation part, shown in Figure 23.

Two measured clients were also implemented. Their purpose was to receive
the multicast traffic and measure the QoS. The measurements were based on the
RTP headers and the delay, jitter and loss were calculated.

A scenario comparable to the one in the simulation part was then run. The
results of the implementation did not appear to be as good as in the simulations.
The reason for this was the small delay in the real network. Therefore the band-
width test was the only one resulting in rejects. Another problem was the fact
that, e.g., 10Mbps Ethernet did not actually produce the maximum throughput
of 10Mbps but approximately 9Mbps. This caused the admission control module
to accept request also in cases where no more flows could enter to the network.
Before real results from a practical implementation can be expected, some calibra-
tion needs to be done. Some delay generator could also be added to the network
links to utilize the delay test also.

The overall result from the implementation point of view was positive, since
the method could actually be implemented to the routers and they do provide
better performance for the flows.

3.7 Summary

This chapter has discussed some of the problems when providing QoS for multi-
cast flows. These problems include the management of heterogeneous multicast
trees, scalability, many-to-many multicast and the neglected reserved sub-tree
(NRS) problem. All of these problems have been studied quite thoroughly in
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RFC 3754, and solutions for each problem have been proposed. The document,
however, leaves the question of the actual multicast admission control method
open. For this reason, basic guidelines and exact methods for solving the prob-
lem have been presented here. Probably the most important instructions when
creating a multicast admission control method is that only the path between the
branching node and the new receiver should be examined in the bandwidth test.
In the delay tests, the same applies to the active measurements. Passive methods,
on the other hand, do provide more accurate results when multicast is consid-
ered. This is because the addition of new multicast group for the measurements
increases the load of the network. Also, passive measurements of the unicast
traffic do not provide enough accurate results, because multicast traffic is usually
treated differently in the routers. The methods do provide good instructions on
how to implement a multicast admission control policy for a DiffServ network.

The methods indicate that separate policies for handling multicast admis-
sion control are needed and by using some method, the QoS can be provided for
multicast receivers. It is also worth mentioning that the existing unicast admis-
sion control methods are not enough for multicast purposes.



4 CONCLUSIONS AND FUTURE RESEARCH

The search for true end-to-end Quality-of-Service for real-time applications in the
Internet continues. To build a world-wide network with a possibility to guarantee
the service level for all the users is still a dream, but it is getting closer all the
time. The fixed-mobile convergence of the access networks has also been making
the task of E2E QoS more complicated. Also the existence of real-time network
applications provide their own limits and challenges for QoS architectures. Many
pieces on this puzzle are waiting for solutions, and this thesis has presented some
of them. Based on the previous research and the studies presented in this thesis,
the goal can be reached, but it will still take some time.

It has also been said sometimes that there is no need for QoS in the networks
and that traditional best effort with enough capacity is enough. Right now this
might be true, but with the use of video and other bandwidth consuming services
becoming more common the traffic will grow in the future. Also the competition
over the market shares will grow and quality will probably be one of the impor-
tant competitive factors for network and content providers.

The particular issues considered in this thesis included QoS on IEEE 802.16
access networks and admission control for multicast traffic. Both of them are very
important issues on providing triple play services to both wired and wireless net-
works. The 802.16 studies in Chapter 2 have presented several concrete methods
to improve the service level of users while still maximizing the utilization of the
network and minimizing the overhead produced by the over-provisioning. Mul-
ticast admission control dealt with in Chapter 3 includes general guidelines and
policies that should be taken into account when designing or implementing a
multicast admission control method. These results and conclusions can be used
on any QoS architecture with some small modifications.

Studies on the 802.16 QoS issues are currently being continued by us and
more results will appear for the research community soon. The specific topics
that will be studied next include:

• Pricing based scheduling for maximizing the revenue of a network operator

• Multicast polling with adaptive backoff parameter tuning
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• Admission control simulations

• Uplink scheduler for subscriber stations

• Integration of 802.16 network to core QoS architecture, such as DiffServ,
IntServ or IntServ over DiffServ

• Validation of the VoIP simulation results with the MOS calculations
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YHTEENVETO (FINNISH SUMMARY)

Tässä väitöskirjassa käsitellään palvelunlaatua monimuotoisissa langattomissa
ja kiinteissä verkoissa. Pääasiassa käsitellyt sovellukset ovat Internet-puhelut ja
Internet-televisio ja tutkimuksessa on keskitytty niiden asettamien vaatimusten,
ongelmien ja ratkaisuiden käsittelyyn.

Väitöskirjan ensimmäisessä osassa on kerrottu WiMAX-nimisen uuden verk-
koteknologian toiminta ja ominaisuudet, joiden avulla kyseisissä verkoissa kye-
tään takaamaan käytäjille aitoa päästä päähän palvelunlaatua. Myös tekniikan
määrävän IEEE 802.16 standardin avoimeksi jättämiä kohtia on ratkaistu ja esi-
telty oikeita käyttötapoja eri ominaisuuksille. Kaikki tässä työssä esitellyt mene-
telmät on todettu hyviksi analyyttisen tarkastelun sekä laajojen simulaatioiden
avulla. Menetelmät sisältävät skedulointi-algoritmin tukiasemalle, kilpavaraus-
tekniikkaan liittyvien parametrien optimoinnin sekä Multicast Polling ominaisuu-
den parametrien optimoinnin. Luvun tulokset mahdollistavat WiMAX-verkkojen
asiakkaille paremman palvelunlaadun ja operaattorin optimaalisen kaistan käy-
tön.

Väitöskirjan toisessa osassa on esitelty ryhmälähetystekniikan ja eriytetty-
jen palveluiden arkkitehtuuriin liittyvä ongelmakenttä. Koska yhteen ongelmista,
eli ryhmälähetysvastaanottajien pääsynhallintaan, ei aiemmin ole esitetty varsi-
naista pääsynhallinta-algoritmia, tässä työssä annetaan ohjeta sellaisen luomiseen.
Tutkimuksessa on esitelty myös muutamia vaihtoehtoisia mentelmiä, sekä niiden
heikkouksia ja vahvuuksia simulaatio-tulosten perusteella. Tämän osan tulokset
ovat tärkeitä varsinkin Internet-televisiolähetysten kannalta.
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