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ABSTRACT
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ISSN 1456-5390; 68)
ISBN 951-39-2684-2
Finnish summary
Diss.

In this thesis, we study the potential of interactive multiobjective optimization (MOO) in solving
chemical process design problems with several conflicting objectives. When designing real-world
chemical processes, there are several performance criteria that need to be considered simultane-
ously, for example, economical aspects, environmental impact and process operability to name a
few. These aspects are often conflicting and, therefore, the process considered can not be optimal
with respect to each criteria at the same time. This means that some compromise must be made.

In this thesis, interactive MOO is used to help the designer in finding the best compromise
between the conflicting performance criteria. A compromise in MOO is called a Pareto optimal
solution and it means that the performance of the process can not be improved with respect to any
criteria without impairment in some other criteria. Previously, chemical process design problems
have been usually solved with two performance criteria at most. The approach described in this
thesis is not restricted by the number of performance criteria as is often the case in methods
used by chemical engineers. Therefore, process design problems can be considered in their truly
multiobjective character without unnecessary simplifications.

A process design tool based on IND-NIMBUS, an implementation of the interactive MOO
method NIMBUS®, has been developed in this thesis. The IND-NIMBUS process design tool de-
veloped consists of three parts: a modelling tool, an optimizer and a graphical user interface.
The modelling tool produces a numerical model of the process considered. The optimizer con-
sists of NIMBUS® and some suitable single objective optimizer that finally produces new Pareto
optimal solutions by solving the single objective subproblems produced by NIMBUS®. Differ-
ent modelling tools and single objective optimizers can be used depending on the problem to be
solved. The graphical user interface enables the designer to input his/her preferences during the
interactive solution procedure as well as comparing the Pareto optimal solutions obtained with
different types of visualizations. The preference information is used to guide the search of the
most preferred solution by generating desirable Pareto optimal solutions.

Some preliminary ideas are also introduced to aid the designer in the decision making pro-
cedure. In this thesis, trade-off information is studied as a way of supporting the designer. The
idea is to guide the designer towards the most preferred solution by showing him/her trade-
off information during the interactive solution procedure. Trade-off information can help the
designer in realizing what kind of compromises could be available. This information is also ben-
eficial in convincing the designer that (s)he has found the best compromise solution available.

To test these ideas in practice, several industrial process design problems related, for ex-
ample, to paper making and sugar industries were solved. Previously, these problems were con-
sidered in a simplified formulation by including only one or some of the important criteria. Here,
these problems were considered in a totally new way with more than two important performance
criteria included. The IND-NIMBUS process design tool was applied to these problems and all
the problems were solved with the help of real designers who were experts in the specific areas
of the applications considered. The results obtained were promising and the designers found the
interactive solution procedure easy to understand and use. To summarize, we showed that inter-
active MOO can be succesfully applied to solving chemical process design problems in their true
multiobjective character and our approach turned out to be efficient in practice.

Keywords: Chemical process design, multiobjective optimization, interactive methods, classifi-
cation, NIMBUS® method, decision maker, scalarization
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1 INTRODUCTION

This thesis is devoted to using interactive multiobjective optimization in solving
process design problems arising from chemical engineering involving multiple
objectives. The main question for this research was how can chemical process de-
sign benefit from interactive multiobjective optimization? Chemical process de-
sign problems are challenging real-world optimization problems and they often
include several conflicting performance criteria that need to be considered simul-
taneously. Optimization of these problems is not a straightforward task even in
the case of a single objective function [8] and, therefore, answering the research
question requires studying the challenges that chemical process design problems
set on optimization.

In this thesis, we concentrate on processes in the chemical industry like, for
example, paper making processes. Process simulation has become an important
tool in chemical process design [8]. Previously, processes were planned only by
making test runs with the process equipment or with scale models of the equip-
ment. That is, however, very expensive and time consuming. With process simu-
lation, the number of test runs required in planning can be reduced significantly.

It is very useful to be able to simulate the behaviour of a process. Rigorous
mathematical models of many chemical processes have existed for a long time,
but the development of computers and programming languages, such as Fortran,
enabled the numerical simulation of the models in the late 1950’s [97]. At first,
only single process devices were simulated at a time due to the limited computer
capacity. When the capacity increased, it became possible to make simulations
about the whole process in a reasonable time. Recently, the continuing increase
of the computer capacity has enabled the simulation of very complex processes
or whole factories in few seconds by a microcomputer, which previously required
a supercomputer and plenty of computation time.

Nowadays, parts of industrial processes or even whole processes can be
modelled mathematically and the models are sufficiently accurate in order to use
simulation in process design with computers. Usually, the models of industrial
processes are quite complex and computationally very demanding. For some
processes, one simulation run of the process can still take many hours or even
many days requiring lots of computer capacity and sometimes parallel comput-
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ing. After the process has been simulated, we have one description of the perfor-
mance of the process with some fixed process parameters.

If we want to design a process that has the best possible performance, sim-
ulation is not enough. Mathematical models used in process simulation typically
include several parameters that affect the efficiency of the process. Efficiency
is measured in the sense of different objective functions or performance criteria.
Therefore, finding the best combination of the parameters can lead to an improve-
ment of the efficiency of the process. The best parameter values are found from a
feasible set that is restricted by some constraints originating from the simulation
model consisting of physical or chemical properties of the process or environ-
mental, monetary, qualitative or quantitative restrictions to name a few [8, 46].

The performance of the process can be improved by applying optimization
to the simulation model with respect to its parameters [8, 9, 46, 53] because simu-
lation by trial and error does not necessarily give a good performance. Instead of
simply simulating the process with some fixed parameter values, it is desirable
to find such a combination of parameters that will lead to the best possible per-
formance. This can be realized by optimizing some performance criterion subject
to a set of constraints [7, 8, 9, 46, 53]. In optimization, the parameters of the math-
ematical models are called variables.

In real-world optimization problems, it is not always sufficient to consider
only one performance criterion because there are usually several different aspects
involved that produce many performance criteria. The various performance cri-
teria describe the goodness of the process from different perspectives. In addi-
tion, they are usually conflicting which means that they attain their optima at
different points and they can not be all optimized at the same time. For exam-
ple, if we want to minimize costs and maximize product quality we need to use
multiobjective optimization [14, 43, 64, 88, 89].

Multiobjective process design problems involve criteria that are from many
different areas including, for example, economic aspects, environmental impact
and process operability. In some of these areas, the mathematical modelling of
the criteria is not so well developed so far that the models would describe the
phenomena involved accurately enough in order to be used in optimization. In
addition, performance criteria are often in different units, different scales or are
different in nature. For these reasons, it is not easy to compare them directly, for
example, by summing them all up, which would lead us to a problem of adding
up apples and oranges. This means that we can not usually just directly combine
all the objectives into the same objective function, for example, just add them
all up, without changing the interrelationships of the objectives. The methods
of multiobjective optimization (see, for example, [64]) help us to overcome these
difficulties and present more sophisticated ways to convert multiple objectives
into a single objective function, that is scalarizing the multiobjective optimization
problem.

In multiobjective optimization, there is not necessarily a unique optimal so-
lution like in classical single objective optimization, but a set of mathematically
equivalent compromise solutions called Pareto optimal solutions can be identified.



11

A solution is Pareto optimal if no criterion can be improved without impairing
at least some other criteria. Usually, we want to end up with one final solution
and, therefore, we need some additional information that helps us to find the best
Pareto optimal solution. A decision maker, DM, (or designer in process design)
is a person who can provide this information and has valuable knowledge about
the problem in question. The DM expresses preference information on what kind
of solution is desirable while looking for the best compromise solution as the final
solution.

Optimization of real-world industrial processes is often computationally de-
manding. Depending on the optimization method used, it may require a consid-
erable number of evaluations of the process model during the optimization pro-
cedure, in order to obtain an optimal solution for a single objective function. On
the other hand, as mentioned before real-world optimization problems typically
have several conflicting objectives or performance criteria that need to be consid-
ered simultaneously, and it is important to have optimization tools that require
only few process model simulations in order to obtain optimal or satisfactory so-
lutions quickly.

A number of papers have been published describing the usage of multiob-
jective optimization in chemical process design including [2, 13, 18, 51, 54, 59, 85,
91, 110]. The most common approach has been to consider only two conflicting
objective functions at a time. For some reason, solving the multiobjective opti-
mization problem has often been understood as approximating the Pareto optimal
set, that is, the set of all Pareto optimal solutions. In order to select the most pre-
ferred solution in that case, some kind of visualization of the Pareto optimal set is
needed. The visualization becomes difficult or impossible for more than two ob-
jectives which naturally makes this kind of approach useful for only two objective
functions. Probably, another reason for considering only two objectives has been
that the designers have not been aware of the existence of methods developed for
multiobjective optimization that can consider more than two objective functions
and, therefore, have used only two. The biobjective optimization problem formu-
lated by the designers has usually been solved by optimizing the weighted sum
of the objectives or optimizing only one objective while considering the other as
a constraint.

Both using weights or additional constraints are simple to implement and
use but they have some severe drawbacks. For example, by optimizing the weigh-
ted sum of the objectives some of the Pareto optimal solutions that might be de-
sired can not be found. On the other hand, if we optimize only one of the objec-
tives it is not obvious which objective should be chosen to be optimised and the
upper bounds for the objectives considered as inequality constraints are also dif-
ficult to define in order to find desired solutions. The cause for using these simple
methods could have been that the designers have not necessarily known any bet-
ter ones. In addition, the case of two objectives is a special case of multiobjective
optimization and, usually, real-world problems have more than two objectives
that need to be considered. For these reasons, we need to use more sophisticated
methods of multiobjective optimization. We describe multiobjective optimization
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previously used in chemical process design more detailed in Chapter 3.
In this thesis, we use interactive multiobjective optimization to solve chem-

ical process design problems involving more than two objective functions. In
interactive multiobjective optimization, preference information is asked from the
DM iteratively, thus, making the solution procedure interactive. Interactive meth-
ods enable the DM to adjust his/her preferences while (s)he obtains new informa-
tion during the interactive procedure. Therefore, interactive methods act also as
learning tools and provide the DM with information on interrelationships of con-
flicting criteria. In addition, interactive methods are computationally efficient be-
cause they only need to generate few Pareto optimal solutions. For these reasons,
interactive multiobjective optimization methods are considered to be promising
in solving real-world problems that can be computationally demanding [34, 64].

There have been some applications of interactive multiobjective optimiza-
tion methods in chemical process design, for example, in the fields of carbo-
chemical and paper industries and production planning [4, 28, 49, 93]. How-
ever, utilization of interactive methods has been infrequent and concentrated
mainly on solving linear problems [4, 49]. In this research, we use the inter-
active NIMBUS® method [64, 67, 72] to solve nonlinear multiobjective chemi-
cal process design problems. We have chosen NIMBUS® because there are not
many implementations of interactive multiobjective optimization methods avail-
able other than NIMBUS and it has been succesfully applied to many challenging
multiobjective optimization problems including the optimal design of the paper
machine headbox [36] and the optimal control problem in the continuous cast-
ing of steel [74]. There is an implementation operating on the Internet called
WWW-NIMBUS [69, 72] (http://nimbus.it.jyu.fi) that is freely available
for academic problems and a new implementation IND-NIMBUS [82] (http:
//ind-nimbus.it.jyu.fi) that can be used for solving industrial problems.
Besides, NIMBUS® has been developed at the University of Jyväskylä and sup-
port is easily available as well as access to the original programming codes. Real-
world processes are usually nonlinear by nature, and by using NIMBUS®, we do
not have to be restricted only to linear problems. In addition, the preference infor-
mation requested from the DM in the NIMBUS® method is easy to understand for
the DM, thus, making the usage of NIMBUS® easy for the DM. More information
about interactive methods in chemical process design can be found in Chapter 3.

Solving optimization problems related to chemical process design is not
straightforward as mentioned before. There are a few more challenges that need
to be taken into account that are not present, for example, in solving academic op-
timization problems. First of all, exact gradient information is not usually available
which can cause convergence failures or difficulties for certain gradient based op-
timizers. A numerical model of the process is produced by a process simulator
or some modelling tool, and they do not necessarily have analytical forms of the
problem functions. Therefore, partial derivatives need to be numerically approx-
imated using, for example, finite differences [3, 46]. In addition, function values
can also be numerical approximations resulting from some iterative procedure
and that can cause additional inaccuracy in approximated gradients [34]. There-
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fore, in some cases it can be necessary to use such optimizers that do not utilize
gradient information.

Let us mention that one way to obtain accurate gradient information is to
use automatic differentiation (AD, see, for example, [29, 38]). AD is a method to
numerically evaluate the derivative of a function that is given by a computer pro-
gram. It avoids the drawbacks of classical ways to compute derivatives, namely
symbolic differentiation and finite difference approximations. Symbolic differ-
entiation is time consuming while the drawbacks of using finite differences are
accuracy and the selection of discretization. In AD, a new arithmetic is intro-
duced that computes also the derivative of each arithmetic operation as well as
the numerical value. Then, the derivative of the whole function is computed by
utilizing the chain rule of differentiation. Applying AD in process simulation de-
serves further study, but it can be difficult in practical applications with large
process simulation software packages because of the complexity of the software
code.

Another challenge is the existence of so-called non-physical solutions which
means that for some feasible combination of decision variables, the numerical
model of the process leads to a non-physical state. By non-physical state we mean
that for that particular combination of decision variables the physical model makes
no sense. In these cases, simulator or modelling tool is not able to produce
function values (or gradients) for these decision variables and the optimization
method used must be able to handle such a situation. Finally, there is lots of data
transmission between the optimization method and modelling tool, for example,
problem dimensions, variable and function values as well as gradient informa-
tion. Therefore, the interfaces between the modelling tool and the optimization
methods must be designed carefully in order to have an efficient implementation
[34]. The above-mentioned challengies related to accuracy of gradient informa-
tion and non-physical solutions are considered in [34].

An industrial process design tool is a computer program or a combination
of several computer programs that can be used to solve (chemical) process de-
sign problems. A process design tool consists of several different parts. First of
all, we need a simulator or some modelling tool that produces a numerical model
of the problem we are considering. Secondly, we need an optimizer which is able
to solve optimization problems based on the numerical model. This optimizer
should be able to consider all the different aspects of the problem, namely, all
the different performance criteria included. The optimizer itself should consist of
at least two parts: a multiobjective optimization method that handles conflicting
performance criteria and an efficient single objective optimizer that finally pro-
duces new designs as the solutions of the scalarized multiobjective optimization
problem produced by some multiobjective optimization method. Finally, we also
need a graphical user interface that enables the usage of the tool and visualization
and comparison of the Pareto optimal solutions obtained.

In this thesis, we describe a process design tool based on IND-NIMBUS that
we have developed and applied to various chemical process design problems. To
our knowledge, no such tools have earlier been described in the literature utiliz-
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ing interactive multiobjective optimization for nonlinear problems. In the context
of IND-NIMBUS, we have used different modelling tools and single objective op-
timizers depending on the problem in question. The tool has been found very
useful in considering multiple performance criteria present in chemical process
design problems.

The thesis consists of six papers [I]–[VI]. Papers [I]–[III] consider the usage
of IND-NIMBUS in solving steady-state chemical process design problems that
are modelled with the BALAS® process simulator, developed at the VTT Technical
Research Center of Finland. They describe how the process simulator and IND-
NIMBUS have been combined in order to be able to solve steady-state chemical
process design problems utilizing interactive multiobjective optimization. These
papers include different applications from paper making and power industries
that are considered in a novel way, that is, with more than two conflicting ob-
jectives. Papers [IV, V] deal with the design of dynamic simulated moving bed
processes that are used in separation of chemical products. The problems consid-
ered involve models with partial differential equations and they are for the first
time studied with four different objective functions and they lead to large chal-
lenging optimization problems. The papers describe how to solve these types
of optimization problems with efficient optimization tools within IND-NIMBUS
concentrating especially on how to quickly produce new Pareto optimal solutions
for large and computationally demanding problems. Note that all the industrial
applications in these papers were considered in a novel way. In other words,
these problems have not been previously solved with all these objectives func-
tion simultaneously. All the papers are aimed at both chemical engineering and
multiobjective optimization communities.

In paper [VI], we propose some ideas of how to utilize trade-off information
in supporting the DM during the interactive solution procedure. The ultimate
goal is to aid the DM in finding the best compromise solution without taking too
much of his/her time and, therefore, best utilize the benefits of the interactive
solution procedure. Previously, trade-off information has mostly been used as
parts of some multiobjective optimization methods [14, 32, 103, 111]. In addition,
a lot of trade-off theory has been developed (see, for example, [14, 31, 40, 57,
58, 70, 87, 88]) but not so much practical and numerical experiences have been
published. Therefore, the paper is focused on practical and numerical usability
of trade-off information.

Interactive multiobjective optimization turned out to be very useful in pro-
viding chemical process design a way to solve these kind of problems sufficiently
well. From the numerical applications considered, we could conclude that good
and promising solutions could be obtained with this approach and the design-
ers found the interactive solution procedure easy to use and understand. It is
difficult to compare the results obtained with the previous ones because all the
problems were considered with more objectives than before, that is, more realis-
tically. In this way, the interdependencies of the conflicting objectives could be
studied when the trade-offs between them became clearer to the designers.

In practice, there is a lot of work to be done in order to combine all the
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elements required in a good process design tool. For example, there are various
algorithms and iterative procedures in both the optimizer and the modelling tool
that need to be synchronized in order to obtain numerically reliable results. In
addition, there are lots of interfaces between these different components that need
to be constructed. In the process design tool that we have developed in this thesis,
there are several components that we had to get working together, namely, IND-
NIMBUS, the NIMBUS® method, the BALAS® process simulator, several single
objective optimizers and the AMPL modelling language. Therefore, developng
general interfaces that enable combining different parts easily and efficiently is
an important issue in developing chemical process design tools and it also makes
easier the usage of specialized optimizers and modelling tools.

This research gave us an understanding of what needs to be done in or-
der to be able to efficiently consider industrial chemical process design problems
as truly multiobjective ones. In a nutshell, it requires the usage of such interac-
tive multiobjective optimization method that enables the designer to find the best
compromise solution while generating only few Pareto optimal solutions by us-
ing efficient single objective optimizer that takes into account the special features
of the problem considered. In addition, the method should have a graphical user
interface that makes the usage of the method easy for the designer and offers also
a possibility to compare the solutions obtained with the help of some visualiza-
tions. Other researchers can use these ideas and approaches to further develop
this field because this thesis offers them some basis to start with.

The contents of this thesis is the following. First, in Chapter 2, we present
basic ideas of multiobjective optimization and the methods that we have used in
this research. Chapter 3 is devoted to chemical process design describing opti-
mization previously done in this field as well as its challenges and possibilities
to multiobjective optimization. In addition, construction of industrial process
design tool based on IND-NIMBUS, that is, the tool we have developed, is de-
scribed. Chapter 4 is devoted to industrial applications of interactive multiobjec-
tive process design from different areas of chemical engineering. In Chapter 5,
we describe the author’s conribution in this thesis and, finally, in Chapter 6, we
give some concluding remarks and ideas for future research.



2 MULTIOBJECTIVE OPTIMIZATION

Optimization means finding the best solution to a problem within all the possible
solutions. In other words, we must find the optimum (minimum or maximum) of
one or more objective functions with respect to some constraints by varying the
values of the variables. Traditionally, only one objective function is considered
and then we are dealing with mathematical programming or, more exactly, single
objective optimization.

Mathematical programming has been studied for a long time and there are
lots of well developed methods for single objective optimization (see, for exam-
ple, [5, 26, 41, 42]). Different methods have been developed for different types
of optimization problems depending, for example, on the properties of objective
and constraint functions or on the type of the variables. In this thesis, we deal
with optimization problems with nonlinear functions and continuous variables.

In real-world optimization problems, there are often more than one function
or criterion that we want to optimize simultaneously. In that case, the methods for
single objective optimization are not enough, but we need to consider methods of
multiobjective optimization [14, 64, 88, 89]. In this chapter, we present a summary
of multiobjective optimization and we concentrate on interactive multiobjective
optimization. In addition, we present the multiobjective optimization method we
are using in this research, namely the interactive NIMBUS® method. We start by
formulating a single objective optimization problem because multiobjective prob-
lems are usually scalarized, that is, converted into a single objective optimization
problem and solutions of the multiobjective problem are obtained by solving it.

2.1 Multiobjective optimization problem

A single objective optimization problem can be formulated as follows:

minimize f (xxx)

subject to xxx ∈ S.
(1)
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Function f : Rn → R to be minimized is called an objective function. If the objec-
tive function f is to be maximized then it is equivalent to minimize the function
− f . Minimization of the objective function is performed with respect to decision
variables xxx ∈ Rn. The decision variables xxx form a decision vector belonging to the
decision space Rn. Usually, all the decisions in the decision space are not necessar-
ily acceptable and we call the acceptable subset ∅ 6= S ⊂ Rn the feasible region.
The feasible region can be, for example, of the form

S = {xxx ∈ Rn | gi(xxx) ≤ 0, hj(xxx) = 0, xxxl ≤ xxx ≤ xxxu}, (2)

where gi : Rn → R, i = 1, . . . , mg, are inequality constraints, hj : Rn → R, j =
1, . . . , mh, are equality constraints and xxxl, xxxu ∈ Rn are lower and upper bounds for
the decision variables, respectively. In this thesis, we consider only optimization
problems with continuous decision variables as mentioned before.

Solutions of problem (1) can be categorized in to local and global minima.

Definition 2.1.1
A solution xxx∗ ∈ S is a local minimum of problem (1) if there exists a neighborhood
N(xxx∗) such that f (xxx∗) ≤ f (xxx) for all xxx ∈ N(xxx∗). If f (xxx∗) ≤ f (xxx) for all xxx ∈ S,
then xxx∗ is a global minimum.

If the optimization problem has more than one objective function, it can be for-
mulated as a multiobjective optimization problem

minimize { f1(xxx), . . . , fk(xxx)}

subject to xxx ∈ S.
(3)

Again, functions fi : Rn → R, i = 1, . . . , k, k ≥ 2, to be minimized are called
objective functions or criteria. In this thesis, we will use both the terms. The space
Rk, where the objective functions have their values, is called the objective space
and the vectors in the objective space, zzz = fff (xxx) = ( f1(xxx), . . . , fk(xxx))T, are called
objective vectors. The feasible region S can be defined in the same way as in (2).

In single objective optimization, the solution xxx∗ of problem (1) gives the
smallest value of the objective function in the feasible region. If we have more
than one objective function, the definition of optimality must be redefined be-
cause individual objective functions usually attain their minima at different points
xxx ∈ S. The concept of optimality often used in multiobjective optimization is
called Pareto optimality.

Definition 2.1.2
A decision vector xxx∗ ∈ S is called a Pareto optimal solution if there does not exist
another decision vector xxx ∈ S such that fi(xxx) ≤ fi(xxx∗) for all i = 1, . . . , k and
f j(xxx) < f j(xxx∗) for at least one j. Furthermore, an objective vector fff (xxx∗) is called
Pareto optimal if the corresponding decision vector xxx∗ is Pareto optimal.

The above definition means that the solution xxx∗ is Pareto optimal if no criterion
can be improved without impairing some other criterion. All the Pareto optimal
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solutions form a Pareto optimal set. Sometimes, Pareto optimal solutions are also
called non-dominated or efficient [88]. In this thesis, we assume that there exist
Pareto optimal solutions (according to corollary 3.2.1 in [88]). An illustrative ex-
ample of Pareto optimality is shown in Figure 1 where the Pareto optimal set is
denoted with a bold line. Note, that all the Pareto optimal solutions are mathe-
matically equivalent, in other words, all the feasible solutions of multiobjective
optimization problems have only partial ordering.

z1

z2

Pareto optimal
set

Nadir objective vector

Ideal objective vector

FIGURE 1 An example of a Pareto optimal set.

Definition 2.1.2 is for global Pareto optimality. In a similar way than we
categorized global and local optima for the single objective optimization problem
(1), local Pareto optimal solutions can be defined.

Definition 2.1.3
A decision vector xxx∗ ∈ S is locally Pareto optimal if there exists a neighborhood
N(xxx∗) of xxx∗ such that xxx∗ is Pareto optimal in N(xxx∗)∩ S. The objective vector fff (xxx∗)
is locally Pareto optimal if the corresponding point xxx∗ is locally Pareto optimal.

There exist also other concepts of optimality like so-called weak Pareto optimality.

Definition 2.1.4
A decision vector xxx∗ ∈ S is called a weakly Pareto optimal solution if there does
not exist another decision vector xxx ∈ S such that fi(xxx) < fi(xxx∗) for all i = 1, . . . , k.
Furthermore, an objective vector fff (xxx∗) is called weakly Pareto optimal if the cor-
responding decision vector xxx∗ is weakly Pareto optimal.
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Weak Pareto optimality means that there can be solutions where some of the ob-
jectives (but not all of them) might be improved without impairing any other one.
Note that a Pareto optimal solution is always weakly Pareto optimal but a weakly
Pareto optimal solution is not necessarily Pareto optimal. In other words, the
Pareto optimal set is a subset of weakly Pareto optimal solutions. Weak Pareto op-
timality must be acknowledged because some multiobjective optimization meth-
ods can produce only weakly Pareto optimal solutions.

2.2 Some concepts in multiobjective optimization

To totally order mathematically equivalent Pareto optimal solutions in order to
find the best compromise solution for the problem in question, we need some
extra information. A decision maker is a person who is able to express preference
information about the problem to be considered and, especially, about the dif-
ferent conflicting criteria. It is assumed that less is preferred to more to the DM
when the objective functions are minimized. Assuming that the problem is cor-
rectly specified and the DM is rational, we can concentrate on the Pareto optimal
solutions. In chemical process design, the DM is called a designer. In this thesis,
we will use either the term decision maker or designer depending on the context.
In any case, we mean the same person.

The concepts often used in multiobjective optimization problems are the
ideal objective vector zzz∗, utopian objective vector zzz∗∗ and the nadir objective vector zzznad

(see, for example, [64]). These vectors in the objective space are used to give
ranges for objective function values in the Pareto optimal set. The ith component
of the ideal objective vector z∗i is the minimal value of the objective function fi,
that is, a minimum when fi is minimized with respect to the set S. Note, that if the
objective functions are conflicting, then the ideal objective vector is not feasible.

The utopian objective vector is slightly better than the ideal objective vector
and, thus, also infeasible. However, it is used in some multiobjective optimiza-
tion methods for computational reasons. The utopian objective vector for mini-
mization problems is defined, for example, by z∗∗i = z∗i − ε, where z∗∗i is the ith
component of the utopian objective vector and ε > 0 is a small number. Both the
ideal and the utopian objective vector form lower bounds for the Pareto optimal
set.

The nadir objective vector gives upper bounds for the objective function
values in the Pareto optimal set. These upper bounds can not be calculated ex-
actly in general, and thus, are only approximations. A widely used method for
approximating the nadir objective vector is to use the payoff table [64]. This table
consists of values of all the objective functions calculated at the points where the
values for the ideal objective vector were achieved. The worst value of the objec-
tive function fi in this table is selected for the ith component of the nadir objective
vector, that is, znad

i . However, this approximation can be very poor, either too low
or too high. Note, that if k = 2, the payoff table gives an exact nadir objective
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vector. An example of ideal and nadir objective vectors is given in Figure 1.
A reference point z̄zz = (z̄1, . . . , z̄k)T consists of aspiration levels z̄i for each ob-

jective function fi. The aspiration levels are given by the DM and they represent
desired levels for each objective function.

2.3 Methods of multiobjective optimization

In this work, solving a multiobjective optimization problem means finding a
Pareto optimal solution that best fulfils the requirements or hopes of the DM.
Usually, it is not possible or reasonable to generate the whole Pareto optimal
set, but it can be approximated by generating a suitable selection of Pareto op-
timal solutions. Pareto optimal solutions are usually produced by scalarizing the
multiobjective optimization problem (3) into single objective optimization prob-
lem(s) according to the preferences of the DM and then solving it by utilizing
the methods of single objective optimization. The scalarization depends on the
multiobjective optimization method used.

Evolutionary multiobjective optimization (see, for example, [19]) uses evo-
lutionary techniques in solving multiobjective optimization problems. In these
methods, the original problem is not scalarized and there is a population of so-
lutions that is manipulated. Operations having their origin in the evolution pro-
cess of nature (selection, cross-over and mutation) are applied to members of the
population in order to find better solutions. The idea is to approximate, that is,
to cover the Pareto optimal set with the population. These methods do not uti-
lize gradient information, but only the objective and constraint function values
and, therefore, they work well for mathematically challenging problems where
the computation of gradients is difficult or the gradients obtained could be in-
accurate. Evolutionary multiobjective optimization methods are not considered
in this thesis because they can not guarantee the Pareto optimality of the solu-
tions obtained. In addition, they are best suited for only two objective functions
because they often use lots of function evaluations and the number of function
evaluations required increases significantly with the number of objectives. These
methods can be very time consuming when applied to real-world problems with
more than two objective functions.

Many different solution methods have been developed for multiobjective
optimization (see, for example, [43, 64, 89]). Solution methods can be divided into
four categories according to the role of the DM in the solution procedure [43, 64].
These categories are for methods that do not involve a DM, a posteriori methods,
a priori methods and interactive methods. A posteriori and a priori methods take
the preferences of the DM into account after and before the problem is solved,
respectively, while interactive methods require interaction between the method
and the DM. This division of the methods is not unique because some methods
can be considered to belong to different categories depending on how they are
used.
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Next, the four categories are introduced very briefly and some examples of
the methods are presented. The presentation is based on the book [64] where
more information about different methods can be found.

2.3.1 No-preference methods

No-preference methods do not utilize the DM’s expertise at all. Instead, some simple
method is used to produce a Pareto optimal solution which is then accepted or
not. These methods are used when there is no DM available. The benefit of
these methods is that they are fast but the main drawback is that the solution
obtained may be very bad for the problem in question because it does not take
into account the DM’s preferences. An example of no-preference methods is the
method of global criterion [107, 109] where the distance to the ideal objective vector
is minimized.

A special solution related to ideal and nadir objective vectors is the neutral
compomise solution introduced in [102]. The neutral compromise solution is ap-
proximately in the middle of the Pareto optimal set. By ”in the middle” we mean
that the distance is measured by the min-max metric, that is, the neutral compro-
mise solution is defined as the solution of problem

minimize max
i=1,...,k

[
fi(xxx)−zmid

i
znad

i −z∗∗i

]
+ ρ

k
∑

i=1

fi(xxx)−zmid
i

znad
i −z∗∗i

subject to xxx ∈ S,

(4)

where zmid
i = (znad

i + z∗∗i )/2 is used as a reference point. The latter part of the
objective function in (4) is used to guarantee Pareto optimality and not merely
weak Pareto optimality of the solution and the parameter ρ must be strictly pos-
itive. See [64] for details. Note that the neutral compromise solution does not
involve any preferences of the DM. Information about different neutral compro-
mise solutions can be found in [102].

2.3.2 A posteriori methods

In a posteriori methods, the Pareto optimal set or a subset of Pareto optimal so-
lutions is generated and presented to the DM. Then the DM selects the best so-
lution representing her or his preferences. A posteriori methods are well suited
for problems with two objectives because the solutions representing the Pareto
optimal set can be easily visualized which makes the selection of the most pre-
ferred solution easier to the DM. The drawbacks of these methods are that the
generation of the Pareto optimal set or a part of it is often quite time consuming
and difficult. Furthermore, the DM has to select from a large number of candi-
dates which may be cognitively demanding. (It is not obvious how to present
k-dimensional objective vectors to the DM.) Widely used a posteriori methods
are the weighting method [25, 108] where the weighted sum of the objective func-
tions is optimized and the ε-constraint method [14, 33] where one of the objective
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functions is optimized while the rest of the objective functions are converted into
inequality constraints by introducing bounds for them. Different Pareto optimal
solutions are obtained by changing the weights and the upper bounds for new
inequality constraints for the weighting method and the ε-constraint method, re-
spectively.

2.3.3 A priori methods

A priori methods ask the preferences of the DM before the method is applied to
the problem. Then, according to the preference information given by the DM, the
method formulates a single objective optimization problem. This optimization
problem is then solved, and the solution obtained is supposed to represent the
preferences of the DM as well as possible. The quality of the solution depends
on the problem in question and, also, on the method used. A benefit of a priori
methods is that the preferences of the DM can be taken into account when Pareto
optimal solutions are generated. Difficulties in these methods are that it may be
difficult for the DM to express the preference information because (s)he does not
know beforehand what is possible to achieve and, therefore, can be disappointed
with the solution obtained. Lexicographic ordering [24] and goal programming [15,
16, 17] are examples of a posteriori methods. In lexicographic ordering, the DM
defines a strict preference order for the objective functions that are then optimized
in the same order. In goal programming, the DM specifies a desired aspiration
level for each objective function and the idea is to minimize the deviation between
the objective function value and the aspiration level.

2.3.4 Interactive methods

Interactive methods [64] require iterative co-operation between the method and
the DM. Usually, at first some initial Pareto optimal solution is generated and
presented to the DM. This can be, for example, the neutral compromise solution.
Then, the DM expresses his or her opinion on which way the current solution
should be improved or gives some other information required by the method
used. Based on this information, Pareto optimal solution(s) are generated, and
the solution(s) obtained are presented to the DM. This iterative solution proce-
dure continues until the DM is satisfied with some solution or does not want to
continue any more.

A benefit of interactive methods is that the DM can guide the solution pro-
cedure and is able to learn about the behaviour of the problem. (S)he can study
the interrelationships of the objective functions and obtain a wider understand-
ing of their effects on the whole problem. Therefore, as the DM gains more and
more understanding of the behaviour of the problem, (s)he can adjust his or her
preferences accordingly. Another benefit is that interactive methods are compu-
tationally efficient, because quite a small number of Pareto optimal solutions is
usually needed to compute. Furthermore, the DM can concentrate only on those
solutions that are of interest. On the other hand, the drawback of interactive
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methods is that they require the DM to take part in the solution procedure ac-
tively and, thus, the DM has to be willing to spend his or her time.

Different interactive methods differ in how the solution information is shown
to the DM, how the DM expresses his or her preferences and how the problem is
scalarized. Examples of ways to express preferences are the classification of the
objective functions and the reference points [64, 99, 102]. This type of preference
information is utilized, for example, in the interactive NIMBUS

®
method to be

presented next.

2.4 NIMBUS
®

method

NIMBUS
®

is an interactive multiobjective optimization method for nonlinear prob-
lems [64, 67, 68, 72]. NIMBUS

®
has been used to solve computationally demand-

ing multiobjective optimization problems, for example, the optimal design of the
paper machine headbox [36], the optimal control problem in the continuous cast-
ing of steel [74], and a structural design problem [73]. There exists several ver-
sions of the NIMBUS

®
method and the synchronous version [72] is used in this

research.
NIMBUS

®
is based on the classification of the objective functions into up to

five classes [67]. The classification is made at the current Pareto optimal objective
vector fff (xxxc) which is shown to the DM. By classifying the objective functions the
DM indicates how the current solution should be improved. In the classes the
value of the objective function fi

- should be improved as much as possible (i ∈ Iimp),

- should be improved until some specified aspiration level z̄i (i ∈ Iasp),

- is satisfactory at the moment (i ∈ Isat),

- can impair till some specified bound εi (i ∈ Ibound) and

- can change freely (i ∈ I f ree).

Note that Iimp ∪ Iasp ∪ Isat ∪ Ibound ∪ I f ree = {1, . . . , k}. In the sense of Pareto
optimality the classification is acceptable if Iimp ∪ Iasp 6= ∅ and Ibound ∪ I f ree 6= ∅,
because one must let some objective function to impair in order to improve some
other objective function. Aspiration levels z̄j, j ∈ Iasp, and upper bounds εi,
i ∈ Ibound, are asked from the DM, if these classes are used.

According to the classification by the DM, the original multiobjective op-
timization problem is converted into several single objective optimization prob-
lems, so-called subproblems in the synchronous version of the NIMBUS

®
method

[72]. Various subproblems are used because there is no unique way to use classifi-
cation information in multiobjective optimization problems [71] and it is the DM
who is the best expert to say which solution follows the preference information
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specified in the most satisfactory way. New Pareto optimal solution candidates
are obtained by solving these subproblems. The subproblems can be solved by
any suitable single objective optimizer.

There are four different subproblems used in the synchronous version of
NIMBUS

®
, the standard subproblem formulated by the developers of the NIMBUS

®

method and three subproblems based on reference points. In all the subproblems,
the latter part of the objective function is called the augmentation term and it guar-
antees that the solution obtained is Pareto optimal as mentioned before in the
context of the neutral compromise solution (see [64] and [72]). The augmentation
parameter ρ > 0 is a small coefficient. The standard (STD) subproblem is of the
form

minimize max
i∈Iimp, j∈Iasp

[
fi(xxx)−z∗i
znad

i −z∗∗i
,

f j(xxx)−z̄j

znad
j −z∗∗j

]
+ ρ

k
∑

i=1

fi(xxx)
znad

i −z∗∗i

subject to fi(xxx) ≤ fi(xxxc) for all i ∈ Iimp ∪ Iasp ∪ Isat,
fi(xxx) ≤ εi, for all i ∈ Ibound,
xxx ∈ S.

(5)

The three subproblems based on reference points are taken from the liter-
ature, and selected according to the comparison in [71]. These subproblems are
based on the satisficing trade-off method [77, 79, 80, 81], the achievement (scalar-
izing) functions [99, 100, 101] used in the reference point method and the GUESS
method [12]. These three additional subproblems are very similar in structure
although it has been shown [71] that they typically generate different enough so-
lutions. The formulations of these subproblems can be found in [72]. From the
classification information provided by the DM, we can form a reference point
ẑzz ∈ Rk, where ẑi = z∗i for i ∈ Iimp, ẑi = z̄i for i ∈ Iasp, ẑi = fi(xxxc) for i ∈ Isat,
ẑi = εi for i ∈ Ibound, and ẑi = znad

i for i ∈ I f ree.
The number of subproblems used can be changed during the optimization

procedure, that is, the DM can select the number of different solutions to be gen-
erated after each classification. For example, some problems can be computation-
ally so demanding that the usage of all the subproblems is not practical.

In NIMBUS®, there is also a possibility to generate intermediate Pareto op-
timal solutions between any two Pareto optimal solutions. These intermediate
solutions are generated by computing objective vectors at the decision variables
that are equally divided between the selected two Pareto optimal solutions. These
solutions are not necessarily Pareto optimal but they are always projected into
the set of Pareto optimal solutions by applying some of the reference point based
subproblems.

A simplified flowchart representing the NIMBUS® algorithm is presented in
Figure 2. The optimization procedure starts with the computation of a neutral
compromise solution (4) which is approximately in the middle of the Pareto opti-
mal set as described before. The iteration procedure starts with the classification
at the current solution. After the method has produced new solution candidates
corresponding to the classification, the DM can generate intermediate solutions
between them or select one of them as the basis of the next classification. Note
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that different subproblems do not necessarily produce different solutions. In that
case, only the different ones are shown to the DM. If the DM is satisfied with the
solution obtained, the optimization procedure stops. Otherwise, (s)he can make
another classification. The promising solutions obtained during the solution pro-
cedure can be stored in a database, so that the DM can select also solutions previ-
ously obtained.

All the subproblems in the synchronous NIMBUS® method are of min-max
type and, thus, are always nonsmooth independently of the properties of the
functions in the original multiobjective optimization problem. To solve the sub-
problems we, therefore, need a nonsmooth optimizer, for example, the proximal
bundle optimizer [63] or an optimizer that does not assume differentiability (see,
for example, [27]). However, we can obtain smooth variants of the subproblems
quite easily if the original functions in the problem are differentiable. Smooth
variants enable us to select the single objective optimizer used from a wider class
of smooth optimizers to meet the special requirements often present in real-world
optimization problems. As an example, we present a smooth variant of the STD
subproblem:

minimize
xxx,δ

δ + ρ
k
∑

i=1

fi(xxx)
znad

i −z∗∗i

subject to fi(xxx)−z∗i
znad

i −z∗∗i
≤ δ, i ∈ Iimp,

f j(xxx)−z̄j

znad
j −z∗∗j

≤ δ, j ∈ Iasp,

fi(xxx) ≤ fi(xxxc) for all i ∈ Iimp ∪ Iasp ∪ Isat,
fi(xxx) ≤ εi, for all i ∈ Ibound,
xxx ∈ S, δ ∈ R.

(6)

When compared to the original STD subproblem (5), we have introduced a new
variable δ in the objective function. As a result, we have obtained a number of
additional inequality constraints involving δ. Note, that we are now optimizing
with respect to both xxx and δ.

2.5 IND-NIMBUS

IND-NIMBUS [82] is an implementation of the NIMBUS® method for solving (in-
dustrial) nonlinear multiobjective optimization problems (http://ind-nimbus.
it.jyu.fi/). IND-NIMBUS provides a graphical user interface (GUI) for the
designer to participate in the solution procedure and to compare and visualize the
Pareto optimal solutions obtained. IND-NIMBUS can consider several conflict-
ing objectives or performance criteria simultaneously and offers an interactive
solution procedure based on the NIMBUS® method. Let us mention that IND-
NIMBUS can handle objective functions to be either minimized or maximized.
We have used IND-NIMBUS to solve all the chemical process design problems
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Present the solutions to the DM.

DM: Specify
their number.

Stop.
Yes

No

Yes

No
DM: Do you want

to continue?

DM: Select the most preferred solution.

Calculate the neutral compromise

DM: Do you 
want to see intermediate

solutions? intermediate solutions to the DM.
Calculate and present the

solution as a starting point

Formulate the subproblems and solve them.

Specify the number of new solutions (subproblems).
aspiration levels and upper bounds, if necessary.
DM: Classify the objective functions and specify

FIGURE 2 A flowchart of the NIMBUS® algorithm.

considered in this thesis.
Our goal is that IND-NIMBUS could easily be connected to different simu-

lators and modelling tools. Currently, IND-NIMBUS has been connected to the
BALAS® process simulator [II, 34], virtual paper machine [60, 61], and the Nu-
merrin modelling system [39]. In addition, we want to be able to use different
single objective optimizers to solve the subproblems produced by the NIMBUS®

method. So far, we have used the nonsmooth proximal bundle optimizer [63] (in
[I, II, III]), a real-coded genetic algorithm with two variants of constraint handling
[75] (in [35]) and a large-scale nonlinear optimization package IPOPT [95, 96] (in
[IV, V]). The local proximal bundle optimizer is developed for nonsmooth op-
timization problems and it is based on approximating the subdifferential of the
objective function by using subgradients [62, 63]. IPOPT is a local large-scale
nonlinear optimization package based on a Newton-based interior point (barrier)
algorithm with a filter line-search method and it is used to solve smooth single
objective optimization problems. The ability to connect different optimizers to
IND-NIMBUS enables the usage of specialized optimizers tailored for the needs
of the problem in question.

The GUI of IND-NIMBUS consists of tabs for different parts of the solu-
tion procedure. For example, there are different tabs for classification, generating
intermediate solutions, visualization of the Pareto optimal solutions obtained,
showing values of the objective functions and the decision variables of the solu-
tions, changing parameters of the underlying optimizers as well as the NIMBUS®

method and for the messages produced by the optimization methods. Screen-
shots of different tabs are shown in Figures 3–6. Next, we briefly describe four
of the tabs, namely the classification, the intermediate solution generation, the
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visualization and the numerical values tabs. Above the tabs, there is a toolbar for
controlling the solution procedure, for example, starting and stopping calculation
and selecting the underlying single objective optimizers used.

The main tab is used for classification (Figure 3). This tab consists of three
parts: the current Pareto optimal solution, in which the classification is made, is
presented in the left side of the tab, the solutions obtained during the solution
procedure so far are shown in the upper right corner of the tab and the best can-
didates for the final solution (selected by the designer) are presented in the lower
right corner. Each objective function is represented by a colored bar. General idea
is that the shorter the colored bar, the better is the corresponding objective func-
tion value. Note, that the bars for the objective functions to be minimized start
from left while the bars for the objective functions to be maximized start from
right. The values at the left and right sides of each bar represent the ranges of the
Pareto optimal set. The designer needs to select the solution which (s)he wants to
improve from the set of already obtained solutions. Then (s)he can perform the
classification by clicking the bars representing the objective function values of
the current solution in the upper left corner of the tab. The numerical fields in the
right side of the bars can be used to give aspiration levels and bounds required.
Clicking different parts of the bars corresponds to the classification presented in
Section 2.4 so this is an implementation of the classification in NIMBUS®.

In the classification, the designer tries to improve the objective functions
that (s)he believes are not satisfactory (larger or smaller values are preferred de-
pending on whether the objective function is to be minimized or maximized).
Note that due to the Pareto optimality the classification is acceptable if the de-
signer is willing to sacrifice in some objective functions in order to gain in some
other objective functions [72]. After the designer starts the calculation, new solu-
tion candidates will appear into the set of solutions obtained. The designer can
put the solutions that seem to be good at the moment in the set best candidates
with drag and drop. This set is used for helping the designer to keep track of
the best solutions obtained so far. The number of new Pareto optimal solutions
generated as well as the optimizer used can be adjusted from the toolbar.

The tab for generating intermediate solutions between any two chosen solu-
tions is presented in Figure 4. This tab is divided into four parts: all the solutions
obtained and the best candidates for the final solution are shown in the upper
and the lower right corners of the tab, respectively, while the two chosen end so-
lutions and the intermediate solutions produced are shown in the upper and the
lower left corner of the tab, respectively. To generate intermediate solutions [72],
the designer needs to drag and drop two solutions (end points) already obtained
to the upper left corner of the tab, choose the number of intermediate solutions
to be produced and start the calculation. When the intermediate solutions are
produced, they will appear to the pool of the intermediate solutions in the lower
left corner one by one.

The tab for visualizing the Pareto optimal solutions obtained is shown in
Figure 5. The aim of visualization is to give support for the designer in comparing
different Pareto optimal solutions and to help him/her obtain more information
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FIGURE 3 A screenshot of IND-NIMBUS: classification tab.

FIGURE 4 A screenshot of IND-NIMBUS: intermediate solutions tab.
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FIGURE 5 A screenshot of IND-NIMBUS: visualization tab.

FIGURE 6 A screenshot of IND-NIMBUS: the tab presenting the function and variable
values.
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on interrelationships of the objective functions. Again, this tab is divided into
three parts: the left side of the tab is reserved for the visualization of the objec-
tive function values of the selected solutions while all the solutions and the best
candidates are shown in the right side of the tab, respectively.

FIGURE 7 Different visualizations of solutions obtained by IND-NIMBUS.

There are several types of visualizations available and the designer can
choose the one (s)he finds most suitable. The designer selects the solutions to
be visualized. The solutions can be visualized with absolute or relative values
of the objective functions. In some visualizations, the solutions can be grouped
either by criteria or alternative, that is, one can view either the solutions obtained
with the objective function values or the objective function values with all the so-
lutions. Relative values mean here that they are scaled between the lower and the
upper bounds of the Pareto optimal solution set [64]. Figure 7 shows examples of
different types of visualizations that IND-NIMBUS can offer. The visualizations
shown are 3d bars, barcharts, value paths, and petal diagrams, respectively. Other
visualizations offered by IND-NIMBUS are whisker plot, multiway dot plot, and spi-
der web. More information about visualizations in IND-NIMBUS can be found in
[65, 66].

The values tab shown in Figure 6 presents the values of the objective func-
tions and the decision variables. Each Pareto optimal solution forms one column
in the table. Note that the number of decimals shown can be adjusted.
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2.6 Supporting the decision maker

Currently, IND-NIMBUS has a couple of ways to support the decision maker
during the interactive solution procedure. First of all, the lower and the upper
bounds of the Pareto optimal set are always shown to the DM in order to aid in
classification and in specifying aspiration levels and bounds. Secondly, the DM
can explore Pareto optimal solutions already obtained and compare them with
the help of different visualizations. In addition to already available support, we
are interested in supporting the DM in what kind of classifications (s)he should
make in order to find the most preferred compromise solution without taking
too much of his/her time. It is found, that in practice the DMs do not want to
spent too much time in the solution procedure although they consider interactive
solution procedure useful [55]. By generating new solution(s) quickly and reduc-
ing the number of iterations required, we can ease the DM’s role in the solution
procedure and best utilize good properties of the interactive solution procedure.

One possible support for the DM in selecting the next classification/reference
point is trade-off information [14, 31]. The concept of trade-off is commonly used
in the context of multiobjective optimization because Pareto optimal solutions are
mathematically incomparable and one has to sacrifice in some criteria in order to
gain in some other criteria and that is called trading-off. In this thesis, we study
trade-off information and how it could be utilized in supporting the DM [VI]. We
do not want to develop a new interactive method but to support the usage of al-
ready available methods. In addition, it is important that supporting information
can be obtained without additional computational cost especially for real-world
problems.

Trade-off information does not involve any preference information from the
DM, but it describes interdependencies between different objective functions and
how their values change with respect to others. Pareto optimal solutions for prob-
lem (3) can be produced, for example with the reference point method [100]. In
this thesis, we study trade-off information in the context of reference point based
scalarization. Reference points are closely related to classification. From the clas-
sification information provided by the DM a reference point can be obtained. In
other words, if the DM makes a classification, for example, with IND-NIMBUS,
we can formulate a reference point with the help of the classification informa-
tion and then use a reference point based method to produce a Pareto optimal
solution. Note that the synchronous NIMBUS® formulates three reference point
based subproblems as mentioned before. Because of the above mentiond con-
nection between classification and reference points and because the classification
based scalarizing function (5) includes so much information, using a reference
point based scalarization gives us more simple starting point for this research.

A general reference point problem which is used, for example, in the refer-
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ence point methods of Wierzbicki [100] can be written in the differentiable form

minimize
xxx,δ

δ

subject to wi( fi(xxx)− z̄i) ≤ δ, i = 1, . . . , k,
xxx ∈ S, δ ∈ R,

(7)

where wi > 0, i = 1, . . . , k are the fixed weighting coefficients used for scaling and
z̄j, j = 1, . . . , k are the aspiration levels of the reference point z̄zz. The weighting
coefficients form a weighting vector www = (w1, . . . , wk)T. Different Pareto optimal
solutions are obtained by changing the reference point. This type of reference
point problem is used also in the synchronous NIMBUS®

A widely studied scalarization was presented by Pascoletti and Serafini in
[83]. In their scalarization, optimality is defined through a convex cone and the
scalarization itself contains several parameters, namely a point ppp and a direction
qqq. By changing the values of the parameters all the optimal solutions with respect
to the convex cone used can be found. The scalarization is quite general involving
abstract function spaces and it is widely studied in theory. The general reference
point problem presented above is a special case of this scalarization. The convex
cone defining Pareto optimality is the nonnegative orthant Rk

− = {zzz ∈ Rk | zi ≤
0, i = 1, . . . , k}. In addition, by selecting ppp = z̄zz and qqq = www, we obtain the problem
(7).

To illustrate the ideas in this thesis, we consider the reference point problem
based on the achievement (scalarizing functions) that are presented, for exam-
ple, in [100]. If a basic variation of achievement functions is used, the following
problem can be formulated:

minimize
xxx,δ

δ

subject to fi(xxx)−z̄i
znad

i −z∗∗i
≤ δ, i = 1, . . . , k,

xxx ∈ S, δ ∈ R.

(P(z̄zz))

The parameters in this problem are the aspiration levels z̄i, i = 1, . . . , k. Problem
(P(z̄zz)) is obtained from (7) by introducing weighting coefficients 1/(znad

i − z∗∗i )
corresponding a basic variation of achievement functions. Let z̄zz∗ be a reference
point related to the solution xxx∗. The following theorem can be formulated for the
solutions of problem (P(z̄zz∗)) [64]:

Theorem 2.6.1
Let z̄zz∗ ∈ Rk be a given reference point. Then, a unique solution xxx∗ of problem
(P(z̄zz∗)) is Pareto optimal.

Note that if we use local optimizer to solve problem (7), we can obtain only local
Pareto optimal solutions. Next, we present some concepts related to trade-offs
and our presentation follows [31]. Pairwise trade-off describing the changes of
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two objective functions fi and f j in two points xxx and x̂xx is defined by

Tij(xxx, x̂xx) =
fi(xxx)− fi(x̂xx)
f j(xxx)− f j(x̂xx)

, xxx, x̂xx ∈ S,

where f j(xxx) 6= f j(x̂xx). If fl(xxx) = fl(x̂xx) for all l 6= i, j, we call Tij partial trade-off.
On the other hand, if fl(xxx) 6= fl(x̂xx) for at least one l 6= i, j, then Tij is called total
trade-off.

With the help of pairwise trade-offs, total trade-off rate at the point xxx ∈ S to
direction ddd can be defined by

tij(xxx, ddd) = lim
α→0

Tij(xxx + αddd, xxx),

where we assume that ddd is a feasible direction, that is, there exists α0 > 0 such
that xxx + αddd ∈ S for all 0 ≤ α ≤ α0. If ddd is a feasible direction such that there exists
ᾱ > 0 satisfying fl(xxx + αddd) = fl(xxx) for all l 6= i, j for all 0 ≤ α ≤ ᾱ, then the
corresponding tij is called a partial trade-off rate.

Note that in continuously differentiable case the total and partial trade-off
rates can alternatively be defined by (see [64])

tij(xxx, ddd) =
∇ fi(xxx)Tddd
∇ f j(xxx)Tddd

and

tij(xxx) =
∂ fi(xxx)

∂ f j
,

respectively, where xxx ∈ S, ddd is a feasible direction and tij(xxx) denotes a partial
trade-off rate.

In this thesis, we consider only trade-off rates and by trade-off information
we mean trade-off rates. In addition, we study trade-off rates only at the Pareto
optimal points. Here, for simplicity, we consider only unconstrained problems,
so the feasible region S is now supposed to be Rn. We assume also that the objec-
tive functions fi, i = 1, . . . , k, are twice continuously differentiable, that is, their
derivatives and second derivatives with respect to xxx are continuous functions.

Problem (P(z̄zz)) is a special case of the hyperplane scalarization method in-
troduced by Sakawa and Yano [87, 106]. In the hyperplane scalarization, partial
trade-off rates can be obtained with the help of the Karush–Kuhn–Tucker (KKT)
multipliers [50, 56]. Using KKT multipliers is a convenient way to obtain trade-
off information because many single objective optimizers produce the optimal
KKT multipliers without any additional computational effort, which was one of
our goals. In this thesis, we use partial trade-offs computed with the method of
Sakawa and Yano. Following the presentation of Sakawa and Yano [87] and un-
der some assumptions, partial trade-off rates for the local Pareto optimal solution
(xxx∗, δ∗)T of problem (P(z̄zz∗)) can be calculated from the formula

tij(xxx∗) = −
λ∗j
λ∗i

for all i, j = 1, . . . , k, (8)
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where λ∗ is the vector of the optimal KKT multipliers related to the solution
(xxx∗, δ∗)T and the corresponding reference point z̄zz∗. Note that trade-offs do not
explicitly depend on the reference levels but implicitly through the KKT multi-
pliers. The theory behind the result (8) is based on the sensitivity theorem (see,
for example, [23]) which in turn relies heavily on the implicit function theorem.
The assumptions required are the following:

(i) (xxx∗, δ∗)T is a regular point of the constraints of problem (P(z̄zz∗)), that is, the
gradients of the active inequality constraints are linearly independent,

(ii) the second order sufficient KKT optimality conditions are satisfied at (xxx∗, δ∗)T

(see, for example, [23]), and

(iii) there are no degenerate constraints, that is, if fi(xxx) = (znad
i − z∗∗i )δ + z̄i, then

λi > 0.

By selecting a suitable direction ddd∗ in the differentiable case of total trade-off rate,
we can obtain a connection to the KKT multipliers. It can be shown [VI] that for
the aspiration levels z̄∗i , i = 1, . . . , k, related to the solution (xxx∗, δ∗)T we get

tij(xxx∗, ddd∗) =
∇ f j(xxx∗)Tddd∗

∇ fi(xxx∗)Tddd∗
= −

λj

λi
, (9)

where, ddd∗ = (d∗1 , . . . , d∗k)
T, d∗l = ∂xl(z̄zz∗)/∂z̄i and xxx(z̄zz) is a function depending on

the aspiration levels and defined in some neighborhood N(z̄zz∗) such that xxx(z̄zz∗) =
xxx∗.

In this thesis, trade-offs are used to support the DM during the interactive
solution procedure as mentioned before. Previously, trade-offs were used as a
part of some multiobjective optimization method (see, for example, [14, 32, 76,
81, 103, 111]). That is, trade-off information was a crucial part of the method. Our
aim is to propose some ideas for utilizing trade-off information as a supporting
tool for the DM and not to use this information in the solution method itself. In
addition, although the theoretical background of trade-off information has been
widely studied [11, 14, 31, 40, 47, 48, 57, 58, 70, 78, 87, 88, 104, 105], there have been
only few numerical examples. Therefore, there is no good evidence of practical
usefulness of trade-off information as a tool for decision support.

Trade-off information can be utilized in the following way. When the DM
gives a reference point (or makes a classification) and obtains a new Pareto opti-
mal solution, partial trade-off rates are also calculated in that same solution point
and they are shown to the DM. From the trade-off information the DM can study
what kind of reference point (s)he should give next. For example, if it seems that
a large improvement can be obtained in some objective by making a small sac-
rifice in some other objective it might be desirable to use that kind of reference
point next. Trade-off information is most useful in the latter stages of the solution
procedure when the DM has found a promising region and starts to search the
best compromise solution from there.

In order to ease the cognitive burden set on the DM, actual values of par-
tial trade-off rates are not shown to the DM. Instead, our idea is to show the
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magnitude of change, that is, whether it is small, neutral or significant. We have
introduced two ways of presenting trade-off information to the DM, namely, the
arrow matrix visualization and the compressed trade-off visualization. First of all, a
partial trade-off rate is computed for each pair of the objective functions at the
current Pareto optimal solution. In the arrow matrix visualization, the trade-off
information obtained is divided into three categories: small, neutral, and signif-
icant. These categories are represented by white, gray and black arrows, respec-
tively, and the arrow matrix consisting of arrows denoting partial trade-off rates
is shown to the DM. An example of an arrow matrix visualization is shown in
Figure 8. For example, let us assume that the DM wants to improve the value of
the second objective. By looking at the second row of the arrow matrix in Figure
8 one can see that improving the second objective function results only to a small
impairment of the values of the other objective functions. Note that the diagonal
is empty because the partial trade-off rate for pair ii is always equal to 1. If the
DM is interested only in improving some specific objective function, then the cor-
responding row of the arrow matrix visualization can only be shown to the DM.
This could ease the cognitive burden set on to the DM even more.

FIGURE 8 An example of the arrow matrix visualization.

FIGURE 9 An example of the compressed trade-off visualization.
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In compressed trade-off visualization, a sigmoid function s : R → (−1, 1),

s(t) = tanh
(

t
2

)
=

et/2 − e−t/2

et/2 + e−t/2 , (10)

is used. The idea is to compress large trade-off rates because we only need to
know whether it is small, neutral or significant. An example of the compressed
trade-off visualization is shown in Figure 9 which represents the same trade-off
data as Figure 8. As can be seen, the scale in vertical axis is compressed with the
sigmoid function. The ranges for small, neutral and significant trade-off rates are
defined to be (−1/2, 0], [−2,−1/2] and (−∞,−2), respectively [VI]. Different
graphs in Figure 9 correspond to the rows of the arrow matrix visualization in
Figure 8. For example, the graph in the middle of Figure 9 corresponding to the
second row of the arrow matrix shows that if we want to improve the second
objective the trade-off rates for the other objectives are small. In other words, the
value of the first or the third objective will not change much. The compression
effect to large trade-off rates is can be seen in Figure 9.

To test our ideas we generated 1000 reference points and studied what kind
of advantage we could get by using trade-off information in selecting the next
reference point [VI]. The results indicated that by utilizing trade-off information
computed with the method of Sakawa and Yano we obtained such Pareto optimal
solutions where we gained more than we lost which is desirable.



3 CHEMICAL PROCESS DESIGN

In this thesis, we are studying what kind of benefits interactive multiobjective
optimization can offer to chemical process design [8, 97]. Chemical process design
deals with designing efficient processes for the needs of various chemical indus-
tries. Chemical process industry is a broad field including, for example, paper
making, sugar and pharmaceutical industries. Like in many real-world optimiza-
tion problems, there are often several objectives or performance criteria present
in chemical process design problems. These performance criteria need to be con-
sidered simultaneously and, usually, they are conflicting. Therefore, the methods
of multiobjective optimization need to be used in order to solve them properly.

Chemical process design is based on process simulation [6, 46, 97] that deals
with modelling of real-world processes. Chemical process simulation can be
roughly divided into two groups, steady-state simulation and dynamic process
simulation. The idea of steady-state simulation is to calculate the energy and the
mass balances of the process, that is, to find such a state for the process that satis-
fies the physical conservation laws for the energy and the mass. If these laws are
satisfied, the process is said to be in a steady-state. Time plays no role in steady-
state simulation, while in dynamic simulation, the behaviour of the process is stud-
ied with respect to time. Note that a dynamic system can also reach a steady-state
if there are no changes in the process anymore. In this thesis, steady-state simula-
tion is used in papers [I]–[III] while papers [IV, V] deal with dynamic simulation
models.

In this chapter, we consider optimization previously published related to
chemical process design. Especially, we review the multiobjective optimization
approaches used. In addition, we introduce different parts of the process design
tool based on IND-NIMBUS that we have developed and used in this thesis.

3.1 Optimization in chemical process design

An important part of the process design is optimization. Process optimization has
been used to improve the performance of processes since early 1970’s [46]. Dur-
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ing the last twenty years, optimization has also been used to determine the best
possible process configuration. Simulation models have parameters that affect
the behaviour and performance of the process. These parameters can be divided
into two groups, equipment parameters related to process devices like heat trans-
fer surface area and operational parameters like temperatures and pressures. If
we want to improve the performance of the process by using only simulation
tools, it can be achieved only with trial and error. In other words, the process is
simulated with different values of the parameters and then the results are com-
pared and the best combination is chosen as the final solution. That is very time
consuming and the real optimum can only be achieved by chance. However, the
best parameter values for some specific property of the process can be found by
using optimization [7, 8, 9, 20, 30, 46, 53].

There are mainly two kinds of optimization problems in process design,
namely the parameter optimization problems and process synthesis problems
(see [8] and references therein). In parameter optimization problems, the perfor-
mance of the process is optimized by finding the best values of process parame-
ters with a fixed process structure. On the other hand, process synthesis problems
try to find the best possible process structure from different configurations. They
usually include both continuous and integer-valued variables because different
connections included in a process structure are typically described by using bi-
nary variables, that is, variables having either the value 0 or 1. In this thesis, we
consider parameter optimization problems. That enables us to use optimizers ca-
pable of handling only continuous variables. Note that parameter optimization
and process synthesis problems can be based on either steady-state or dynamic
models.

Traditionally, solving chemical process optimization problems has been re-
alized by optimizing one criterion subject to some constraints. Commonly used
optimization strategies have been sequential quadratic programming (SQP) -based
methods that utilize the Karush–Kuhn–Tucker optimality conditions [50, 56] and
optimize quadratic approximation of the objective function with respect to linear
approximation of the constraints [5, 26]. SQP methods are best suited for smooth,
small or medium-sized optimization problems and they need gradient informa-
tion. Applications of SQP methods to chemical process optimization problems
can be found, for example, in [1, 9, 10, 21, 44, 46, 53]. They have been applied
to both steady-state [9, 44, 46, 53] and dynamic simulation models [1, 10, 21].
Recently, interior point optimization methods have been succesfully applied to
large dynamic optimization problems [7, 52]. An excellent review of optimiza-
tion in chemical process design can be found in [7] while future challenges are
described in [30]. Note, that for some reason, multiobjective optimization is not
considered in [30].

In real-life optimization problems, such as process optimization problems,
there are usually several performance criteria that we want to optimize simulta-
neously. In addition, they are usually conflicting, that is, they all do not attain
their optima at the same solution point. When process optimization problem is
constructed, different criteria are usually forced into a single objective function
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because designers are not always aware that multiobjective optimization prob-
lems can be solved. It is not satisfactory to leave some of the objectives out of
the problem or consider them as constraints just because designers usually can
solve only problems with one or two criteria. Because usually only two crite-
ria are considered, the designers think that solving a multiobjective optimization
problem equals generating the whole Pareto optimal set. However, that works
well only for problems with two criteria because with more than two criteria the
number of Pareto optimal solutions required increases significantly and, also, vi-
sualization of the Pareto optimal set becomes difficult or impossible. Examples of
commonly used methods are optimizing the weighted sum of the objective func-
tions or selecting just one objective function to be optimised while considering
others as constraints. These are the weighting and the ε-constraint methods men-
tioned in Section 2.3 and they are often used without knowing that they actually
are methods of multiobjective optimization.

Both the weighting and the ε-constraint methods are easy to implement but
have severe drawbacks. The weighting method does not work with non-convex
optimization problems because it can not found the Pareto optimal solutions lo-
cated in the non-convex part of the Pareto optimal set [64]. In addition, selecting
the weights is not straight-forward because the objective function values of the
solutions obtained do not necessarily have the same proportions as the weights
used [79]. In the ε-constraint method, the problem is to select one of the objective
functions ( f j) to be optimized. In addition, bounds εi, i 6= j, have to be assigned
to the other objective functions that are considered as inequality constraints. Dif-
ferent Pareto optimal solutions can be obtained for different bounds. However,
it is difficult to choose such bounds that will give desired solutions because the
selected bounds are strict [64].

For the reasons mentioned above, in order to have the best possible solution,
we have to use more sophisticated methods than single objective optimization
and the simplest multiobjective optimization methods. To be more specific, we
must use the methods of multiobjective optimization presented in Chapter 2.

Some multiobjective optimization methods have already been used in pro-
cess optimization, see, for example, [2, 13, 18, 51, 54, 59, 91]. Usually, the methods
used are very simple and easy to implement such as the weighting method or the
ε-constraint method as mentioned before. That also enables the usage of already
available single objective optimizers, because the formulation of the scalarized
objective function is so simple. The multiobjective optimization problems com-
monly solved in process simulation have had only two objective functions and
the aim has been to identify the Pareto curve, that is, the whole Pareto optimal set
for two objectives [13, 59]. The two objectives used have usually described maxi-
mized profit and minimized environmental impact. For these kinds of problems,
the Pareto curve can be easily visualized and it shows the interrelationships of
the objectives. Therefore, the usage of simple methods is well argumented.

Ko and Moon [54] used the modified weighting method to solve cyclic ther-
mal swing adsorption and cyclic rapid pressure swing adsorption processes with
two objective functions in both cases. Note that their approach works only for
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two objectives. Lim et al. [59] applied three different methods to produce an ap-
proximation of the Pareto optimal set, namely the weighting method, goal pro-
gramming and parameter space investigation [90]. They applied these methods
to two cases (a simplified allyl chloride process and a methyl ethyl ketone pro-
cess) which both had two objectives. Chakraborty and Linninger [13] used the
ε-constraint method to design plant-wide waste management strategies for batch
manufacturing sites. They considered two criteria, total cost and global polution
index. Kawajiri and Biegler [51] applied also the ε-constraint method to solve two
objective simulated moving bed (SMB) optimization problem.

Some applications of evolutionary multiobjective optimization have been
also reported. Submarani et al. [91, 110] applied non-dominated sorting genetic
algorithm (NSGA) to solve optimization problems arising from reactive SMB and
varicol systems. They considered only two and three objective cases because they
found it difficult to analyze the results obtained for more than three objectives.
Roosen et al. [85] considered a combined cycle power system and used an evolu-
tionary base strategy to solve a two objective optimization problem.

There have been also some theoretical consideration of multiobjective opti-
mization methods in chemical engineering. In 1983, Clark and Westerberg [18]
made a review of multiple criteria decision making methods to inform people in-
volved in chemical engineering. They considered a two level optimization prob-
lem where one of the constraints was an optimization problem itself and showed
that a general multiobjective optimization problem is a special case of the two
level optimization problem.

As can be seen from the examples above, multiobjective optimization of
chemical processes has usually consisted of applying very simple methods for
two objective problems and the idea has been to generate a representation of the
Pareto optimal set. However, there are usually more than two conflicting objec-
tives present and, then, the visualization of the Pareto curve becomes much more
difficult if not impossible and computational demand grows due to the larger
number of Pareto optimal solutions required as already mentioned. In addition,
the mutual dependence of the objectives becomes more difficult to understand
for the DM. Interactive methods are well suited for problems having more than
two objectives [64]. They are also computationally efficient, which will decrease
the total time of solving the multiobjective optimization problem. This is quite
important especially in problems where the evaluation of the objective or the con-
straint functions is time-consuming, which is the case in many real-life problems.
For these reasons, we use interactive multiobjective optimization methods in this
thesis.

The usage of interactive methods in chemical process optimization has been
infrequent in the literature [4, 28, 49, 93], although interactive methods have been
considered advantageous in multiobjective optimization. Umeda and Kuriyama
[93] applied the interactive surrogate worth trade-off method [32] to a simple
design of a toluene-steam dealkylation process where three objectives were con-
sidered, namely, investment cost, annual operating cost and reliability. Grauer et
al. [28] made a review of the methods of multiobjective optimization and gave
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an overview of existing software. In addition, they discussed the design of a
twin-screw extruder, the control of a film-hardening process and a production
planning problem with three, two and three objective functions, respectively. Ref-
erence level and reference point approaches [98] were used. Barnikow et al. [4]
applied the interactive multiobjective package IMPROVE to a strategic planning
of carbochemical industry. IMPROVE is based on the reference point approach of
Wierzbicki [100] and it is designed for linear multiobjective optimization. Linear
multiobjective optimization was also considered by Kallio et al. [49] when they
used the interactive mathematical programming package SESAME based on the
reference point approach to solve a multiobjective trajectory optimization prob-
lem for a dynamic model simulating the development of Finnish paper industry.

In this thesis, we consider nonlinear, continuous multiobjective optimiza-
tion problems arising from chemical process design as mentioned before. In
addition, we deal only with deterministic optimization problems as opposed to
stochastic optimization problems that involve uncertainties (see, for example, a
review [84]). The main goal is to be able to treat chemical process design prob-
lems involving multiple criteria in such a way that there is no need for unneces-
sary simplifications and the real nature of the problems can be maintained. As the
cited literature shows, there is a need for tools that can consider more than two
performance criteria simultaneously without making unnecessary restrictions to
the model only because of the lack of knowledge to solve such problems. To be
more specific, the idea is to support the designer in obtaining desirable compro-
mises between conflicting performance criteria present. In addition, interactive
methods do not need to generate too many Pareto optimal solutions which can
be computationally demanding for real-world problems as was previously noted.
For these reasons, we use the process design tool based on IND-NIMBUS in this
thesis. The classification-based interactive solution procedure offers a direct re-
lationship between the classification information and the Pareto optimal solution
obtained and, therefore, the effect of classification can be directly observed.

3.2 Constructing industrial process design tools

There are many different aspects that need to be considered when constructing
an industrial process design tool. By industrial process design tool we mean a tool
that can be used to solve chemical process design problems. A process design
tool consists of at least three parts; a modelling tool, an optimizer and a graphi-
cal user interface. Figure 10 shows a schematic diagram of a process design tool
and data transfer between different parts. First of all, the model of the process is
formed with the modelling tool. During the interactive solution procedure, the
GUI provides preferences of the designer to the optimizer that formulates and
solves the optimization problem by utilizing function values and possible gradi-
ents coming from the modelling tool. Then, the optimizer returns new solutions
to the GUI to be evaluated by the designer. In this thesis, we have used a process
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design tool based on IND-NIMBUS with different modelling tools and single ob-
jective optimizers depending on the process design problem considered. In the
following, we call this tool the IND-NIMBUS process design tool.

FIGURE 10 A schematic diagram of a process design tool.

In chemical process design, we need a process simulator or some modelling
tool that generates a numerical model of the process considered. This numer-
ical model is a basis for process simulation and, also, any optimization related
to process design. The modelling tool provides the function values and, if nec-
essary, also the gradients of the functions. Depending on the modelling tool,
gradient information can be either exact or only an approximation. In addi-
tion, function values can be approximations if there are no analytic forms of the
functions available. Sometimes, there can be a single objective optimizer imple-
mented in the modelling tool that is specifically tailored to handle optimization
problems produced by the modelling tool. An example of such a tool with a sin-
gle objective optimizer is the BALAS® process simulator with an SQP optimizer
(http://balas.vtt.fi/).

An optimizer is an important part of our process design tool. In solving
design problems, we need an optimization tool that consists of a multiobjective
optimization method that can efficiently handle all the conflicting criteria present
in the problem. To our knowledge, there are no such tools available that uti-
lize interactive multiobjective optimization and, therefore, this research has novel
value. As mentioned earlier, multiobjective optimization methods usually scalar-
ize the original multiobjective problem into a single objective optimization prob-
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lem which produces a Pareto optimal solution for the problem. Therefore, it is
also important to have an efficient single objective optimizer available to be used
within the multiobjective optimization method. The single objective optimizer
used should be chosen so that it takes into account special features present in the
optimization problem.

In this thesis, we have considered interactive multiobjective optimization
methods (namely the NIMBUS® method) because they have found to be useful
in solving computationally demanding real-world optimization problems with
more than two conflicting objectives [64]. As mentioned earlier, they need to gen-
erate only few Pareto optimal solutions and, also, enable the designer to learn
more about the behaviour of the problem and the interrelationships of the con-
flicting criteria. We have also used different single objective optimizers within
IND-NIMBUS, namely the proximal bundle optimizer in [I]–[III] and the interior
point optimizer in [IV, V].

FIGURE 11 A screenshot of the GUI of the BALAS® process simulator.

With the help of GUI, the designer participates in the design procedure.
Especially in interactive design procedures, the GUI plays an important role be-
cause with the GUI the designer can input his/her preference information. IND-
NIMBUS provides a good GUI for a process design tool because it can consider
several conflicting performance criteria. In addition, the GUI can provide visual-
izations about different designs found and it translates the numerical information
obtained from simulation and optimization into meaningful data for the designer.
The modelling tools used can also have their own GUIs where the models can be
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adjusted and, possibly, the optimization problem considered can be formulated.
For example, the BALAS® process simulator has a GUI which is shown in Figure
11.

In using interactive multiobjective optimization methods it is really impor-
tant what kind of preference information the designer needs to provide and how
it is requested. IND-NIMBUS has turned out to be really good in that respect
because it does not require too much from the designer. All (s)he has to do is to
decide how the current solution should be improved and classification is an easy
way to do that. The only numerical values that the designer needs to provide are
the aspiration levels and bounds if the classes Iasp and Ibound are used.



4 INDUSTRIAL APPLICATIONS

We have applied our interactive multiobjective optimization approach with the
IND-NIMBUS process design tool to a number of real-world chemical process
design problems. These problems arise from various areas of chemical industry,
for example, from paper making and sugar industries as well as energy sector.
All these industrial applications were considered in a novel way, that is, they had
never before been solved as truly multiobjective problems with all these objec-
tive functions involved. In all the applications, we had more than two objective
functions which has not been common in chemical process design as mentioned
before.

All the problems were solved with the help of a real designer having knowl-
edge about related areas. The IND-NIMBUS process design tool was used in all
the applications and the underlying single objective optimizer as well as the mod-
elling tool were varied between different applications. In this chapter, we present
general forms of the chemical process design problems considered, briefly de-
scribe the industrial applications and also give some comments about the results
obtained.

4.1 Chemical process optimization problems

In this thesis, there are two kinds of process design problems considered, namely
multiobjective steady-state process optimization problems and multiobjective dynamic
process optimization problems. In steady-state optimization problems, the process
model consists of nonlinear equations while in dynamic optimization problems
the process is modelled with partial differential equations (PDE). Next, we present
general formulations of these problems.

A general multiobjective steady-state process optimization problem is of the



46

form
minimize

xxx
{ f1(σ(xxx), yyy(xxx)), . . . , fk(σ(xxx), yyy(xxx))}

subject to FFF(σ(xxx), yyy(xxx)) = 0,

hhh(σ(xxx), yyy(xxx)) = 0,

ggg(σ(xxx), yyy(xxx)) ≤ 0,

xxxl ≤ xxx ≤ xxxu.

(11)

The objective functions fi, i = 1, . . . , k, depend on the decision variables xxx ∈ Rn

through the iteration variables σ ∈ Rp and the design variables yyy ∈ Rs. The iter-
ation variables are used to handle the feedbacks of the process while the design
variables, typically describing some properties of the process devices, are used
to fix some properties of the process. An example of a feedback is shown in Fig-
ure 12 where a simplified bleaching process reusing unused bleach is presented.
If there are any feedbacks in the process, a steady-state needs to be computed
iteratively and some variables need to be selected as iteration variables [8]. An
example of design variables is that if we want to fix the temperature of some
component in some particular part of the process, we have to select one variable
as a design variable which can control temperature in that part. Note that the
iteration and the design variables depend on the decision variables. The physical
constraints of the problem are defined by the error functions FFF : Rp ×Rs → Rp

for the iteration variables. The error functions are of the form

FFF(σ(xxx), yyy(xxx)) = σ(xxx)− σ̃(σ(xxx), yyy(xxx)), (12)

where σ̃(σ(xxx), yyy(xxx)) ∈ Rp is a vector for the values of the iteration variables
calculated from the process. Thus, the error functions (12) represent the error
between the current values of the iteration variables σ and the new values of the
iteration variables σ̃(σ(xxx), yyy(xxx)) that are calculated from the process using the
current values.

FIGURE 12 A simplified flowchart of a bleaching process which reuses unused bleach.
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The design variables are used to fix some output values of the process ac-
cording to the design constraints hhh : Rp ×Rs → Rs. The design constraints are
typically requirements to process outputs, for example, the temperature of the
final product of the process must be fixed to some known value. Note that the
number of design variables and design constraints has to be equal. There can
also be inequality constraints ggg : Rp ×Rs → Rm that impose bounds for selected
properties and simple lower and upper bounds, xxxl and xxxu respectively, for the
decision variables.

A general multiobjective dynamic process optimization problem is of the
form

minimize
xxx

{ f1(xxx, σ(yyy, t f )), . . . , fk(xxx, σ(yyy, t f ))}

subject to FFF
(

xxx, ∂σ(yyy,t)
∂y1

, . . . , ∂σ(yyy,t)
∂ys

, ∂σ(yyy,t)
∂t

)
= 0,

σ(xxx, yyy, 0) = σ0(yyy), σ(xxx, 000, t) = σ̄(t),

hhh(xxx, σ(yyy, t)) = 0,

ggg(xxx, σ(yyy, t)) ≤ 0,

xxxl ≤ xxx ≤ xxxu.

(13)

Now, fff is a vector-valued objective function at the final time t f , σ(yyy, t) ∈ Rp is
the vector of the differential variables depending on the state variables yyy ∈ Rs

and time t > 0 while xxx ∈ Rn is again the vector of the decision variables. The
optimization problem is constrained with the PDE constraints FFF : Rn ×Rp → Rl,
initial and boundary constraints and possible inequality and equality constraints
ggg and hhh, respectively. Vectors σ0(yyy) and σ̄(t) are the initial and the boundary
values for σ, respectively.

There is at least two ways to solve problem (11). The simplest way is to con-
sider the steady-state model as a black-box and use an optimizer with respect to
the decision variables only. In other words, for every iteration, the optimizer
gives decision variable values xxx to the modelling tool which computes corre-
sponding steady-state and returns the values of the objective fff , and the inequality
constraint functions ggg and possibly gradients, to the optimizer for calculation of
the next values of the decision variables. A steady-state consists of such values of
the iteration variables σ and the design variables yyy that the equality constraints
of problem (11) are satisfied. Note that a steady-state is not necessarily unique.
A steady-state can be found, for example, by using some Quasi-Newton method
[46]. These methods are called feasible-path methods because the process is in a
steady-state in every iteration. A benefit of this method is that the number of
variables in the optimization problem is small, but on the other hand, the com-
putation of a steady-state in every iteration of the optimization procedure is time
consuming.

More efficient way to solve problem (11) is to apply, for example, an SQP
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optimizer directly to the problem. In other words, a steady-state is not required
in every SQP iteration, but the process is guaranteed to be in a steady-state at
the optimal solution. This type of methods are called infeasible-path methods. The
number of variables in the optimization problem is significantly higher for these
methods, because all the variables xxx, σ and yyy are considered by the optimizer.
However, infeasible-path methods are usually faster because no additional time
is used in computing steady-states. Note that in infeasible-path methods, there is
no distinction between the decision and the design variables because the process
needs not to be in a steady-state for every iteration of the optimization method. To
be more precise, a feasible-path optimizer operates only on the decision variables
while an infeasible path optimizer operates on both the decision and the design
variables and, therefore, they can be combined.

Problem (13) can be solved by discretizing the continuous variables in the
problem. Either single-discretization, where only spatial variables are discretized,
or full-disretization, where both the spatial and temporal variables are discretized,
can be used. For example, the Finite Element Method (FEM) can be used in dis-
cretization (see, for example, [45]). In FEM, the computational domain is divided
into small regions called elements and the solution in each element is then ap-
proximated by a function which is some combination of the values of the basis
functions in the nodes of the element. The solution for the whole domain can be
obtained from the solutions of individual elements. After the discretization, an
optimizer is applied to the discretized problem.

4.2 Water allocation problem

In this section, we present a numerical example related to the paper making pro-
cess considered in [I]. It is a water allocation problem for an integrated plant
containing a thermomechanical pulping plant and a paper mill.

The water management in paper making is guided by the need to produce
paper efficiently. The process requires a certain amount of fresh water to keep the
disturbing contaminants on a level that is acceptable for both paper quality and
machine runnability. In modern mills, the water consumption has been pressed
down to 5-10 m3 per a ton of paper by good water management [22], that is,
matching water sources (e.g. filtrates) with water sinks (e.g. dilution duties) as
illustrated in Figure 13. At the beginning of the paper making process, wood is
processed into pulp. This processing includes refining, screening, washing and
bleaching. Then, the pulp is led to the paper machine where it is processed into
paper. During the paper making process, (fresh) water is needed for various
diluting duties in the washers and screening.

The upper part of Figure 13 represents the thermomechanical pulping plant
and the lower part represents the paper mill. The goal is to minimize the amount
of fresh water taken into the process and also to minimize the amount of dis-
solved organic material in critical parts of the process by determining the right
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recycling of water in the paper making process. These criteria are clearly conflict-
ing because if the amount of fresh water is reduced, then more organic material
is accumulated into the water in the process. On the other hand, if the amount
of fresh water is increased, then more organic material exits the process in waste
water and the concentration of the organic material decreases.

The optimization problem consists of three objective functions. The first ob-
jective function describes the concentration of dissolved organic material in the
white water of the paper machine. White water is water that is removed from
paper web in paper machine. This objective will have an impact on the use of
chemicals and quality of paper produced in the paper machine. The second objec-
tive function describes the concentration of dissolved organic material in the pulp
entering the bleaching process. This objective will influence the bleaching chemi-
cal use and pulp brightness. The third objective function describes the amount of
fresh water taken into the paper making process. The problem has two inequality
constraints that restrict the consistency of the pulp going to the bleaching press
and the washing press, respectively.

There are altogether eight decision variables in the problem. The variables
are of two types: splitters and valves. A splitter divides the incoming stream
into two outlets. Its value, that may vary between 0 and 1, describes the portion
of the flow going into the first outlet. Note, that the values of the splitters are
continuous. A valve controls the amount of water taken into the process and the
value of the flow through the valve is kilogramms per second.

The water allocation problem is a steady-state process optimization problem
and it was modelled by using the BALAS® process simulator. The nonsmooth
proximal bundle optimizer was used to solve the single objective subproblems
produced by the NIMBUS® method. The water allocation problem is a multi-
objective problem by its nature. Previously, this problem has been solved with
the SQP optimizer of the BALAS® process simulator using the consumption of
fresh water as the objective function and converting the other two objective func-
tions into inequality constraints. In other words, the ε-constraint method was
used. However, it can produce only one solution at a time corresponding to the
selected upper bounds for these new inequality constraints. It can also be quite
difficult to find correct upper bounds to find the most desirable solution without
knowing the behaviour of the problem well enough and the roles of the objec-
tive functions and the constraints need not to be fixed. With the IND-NIMBUS
process design tool, many different solutions can be generated according to the
preferences of the designer and the study of the interrelationships of the different
objective functions is more flexible.

The values of the consistencies of dissolved organic material in the white
water of the paper machine and in the pulp entering the bleaching have no exact
upper bounds which makes the usage of the ε-constraint method poorly justified.
Therefore, the selection of the best solution is not self-evident but the role of the
designer is emphasized and, thus, a need for an interactive solution method is ob-
vious. In our case study [I], the designer wanted primarily to study the effect of
the first two objective functions on the minimization of the fresh water consump-
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tion because our approach is more flexible for this purpose than the ε-constraint
method which had been used previously. The solution procedure with the IND-
NIMBUS process design tool provided a better understanding of the interrela-
tionships of the objective functions when compared to the previous studies. The
designer was able to rigorously study these relationships with various levels for
dissolved organic materials and what kind of overall effect they have on the fresh
water consumption. A detailed description of the interactive solution procedure
and the results obtained are presented in [I].

4.3 Heat recovery system design

The case study presented in this section is a typical example of designing a heat
recovery system for the process water system of a paper mill (see Figure 14) and it
is considered in [II, III]. The process in question is a virtual fine paper mill, which
operates in a climate typical to northern latitudes, where ambient temperature
varies according to the season.

FIGURE 14 A simplified flowchart of the heat recovery for the process water system of
a paper mill.

The aim is to organize the heat management of the process water system of
a paper mill in the most efficient way. A special characteristic of this optimization
problem is to consider also the effect of seasonal changes in the climate that affects
heat management. For example, fresh water taken into the process is much colder
in the winter than in the summer.

Fresh water taken into the paper making process needs to be heated to the
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process temperature (i.e. 60 oC). The heat sources available are the effluent from
the process (at around 50 oC), which needs to be cooled down to around 37 oC to
be suitable for an effluent treatment process, and dryer exhaust, which is moist
air at the temperature 85 oC. In addition, steam can be used for the final heating
of process water and effluent temperature can be controlled by external cooling
or heating.

The design task is to determine the amount of heat recovered from the heat
sources of the process to the heat sinks, that is, to estimate the size of heat ex-
changers and the amount of external energy needed for heating or cooling of the
effluent coming from the paper machine. Both summer and winter scenarios are
included in the same model by combining two parallel process models for sum-
mer and winter conditions that are solved simultaneously. Ambient air/water
temperatures are 20/20 oC and -5/2 oC for summer and winter, respectively.

If the heat management was designed only according to winter conditions,
the sizing of the heat recovery system would be too large resulting in large invest-
ment costs. On the other hand, if it was designed only for summer conditions,
the energy consumption would be very high, because the heat recovery system
would then be too small-sized.

The higher the degree of heat recovery, the less external energy is required
to satisfy the needs of the process. On the other hand, the size of heat exchang-
ers and hence investment costs rises with an increased degree of heat recovery.
Seasonal changes add to the complexity of the problem, since a recovery system
designed for winter conditions can be oversized for summer conditions and lead
to a need for external cooling, for instance.

As already mentioned, the main trade-off here is between running costs,
that is energy, and investment costs. Typically this trade-off is handled in single
objective optimization by formulating an objective function, which consists of
annualised energy and investment costs with estimated amortisation time and
interest rate for the capital. The cooling or heating of effluent before treatment
can be primarily either energy or investment cost. In case of heating or cooling
with water, the running costs will dominate. However, in many cases, the use of
water for cooling is not possible, and then a cooling facility is needed, which in
the design phase is mainly an investment cost.

In this case, we have adopted four separate objective functions to be min-
imized: Steam needed for heating water for summer and winter conditions, es-
timation of area for heat exchangers (heat exchange from effluent and dryer ex-
haust in winter conditions, which represents the maximum values for the ex-
changers), and the amount of cooling or heating needed for the effluent. The first
two objective functions tell us how much, on the average, we need to provide
steam for the system and give also an estimation of the size of a steam distri-
bution system needed for the mill. The third objective provides us the amount
of heat exchange area needed. Once the area is known, we can estimate the in-
vestment cost more accurately from real vendor data rather than using a general
cost correlation. The fourth objective, which is the amount of energy needed to
regulate the temperature of effluent, is really an indication of the goodness of the
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design, since a value deviating from zero indicates either an additional invest-
ment in the form of a cooling tower or need for, for example, steam.

The three decision variables consisted of the area of the effluent heat ex-
changer and the approach temperatures of the dryer exhaust heat exchangers
for both summer and winter operations. There were no additional equality con-
straints and, hence, there were three degrees of freedom, that is, three decision
variables.

The heat recovery system design problem is also modelled as a steady-state
process optimization problem with BALAS® and, again, the proximal bundle op-
timizer was used to produce Pareto optimal solutions through the subproblems.
Traditionally, this type of a problem has been formulated as a single objective op-
timization problem hiding the interrelationships between the objectives. In addi-
tion, in the single objective optimization, monetary values have to be assigned a
priori to energy and investments with a large degree of uncertainty in the corre-
lations. Our approach eliminates these uncertainties from the model and leaves
it to the designer to assess the costs and their uncertainties a posteriori when the
required energy and material flows are much better defined. A detailed descrip-
tion of the interactive solution procedure and the results obtained are presented
in [II, III].

4.4 Modified CGAM problem

The problem considered in this section is a modified version of the CGAM prob-
lem considering a cogeneration power plant and it is studied in [III]. The CGAM
optimization problem was named after the first initials of C. Frangopoulos, G.
Tsatsaronis, A. Valero and M. Spakovsky [94] who first introduced the problem
in 1994. It was set up to be able to compare different thermoeconomic method-
ologies. This problem is widely used as a test problem for single objective opti-
mization methods in process optimization.

The purpose of a cogeneration plant is to produce electricity by a gas tur-
bine and steam by a heat recovery steam generator. A flowsheet of a simplified
cogeneration plant is shown in Figure 15. First, air taken into the process is com-
pressed in the air compressor. The compressed air is then heated and led to the
combustion chamber where fuel is burnt to operate the gas turbine, which pro-
duces electricity. Next, gas from the turbine heats the combustion air which is led
to the heat recovery steam generator where steam is produced.

The problem is based on a cogeneration plant capable of producing 30 MW
of electricity and 14 kg/s of saturated steam at 20 bar. The plant consists of an
air compressor, a gas turbine, an air preheater, a combustion chamber and a heat
recovery steam generator (HRSG). The plant uses methane as fuel and air is at-
mospheric at the temperature 25oC.

The aim in the original CGAM optimization problem was to minimize the
costs including fuel costs and annualized investment costs. The problem was a
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FIGURE 15 A flowsheet of the modified CGAM problem produced by the BALAS® soft-
ware.

single objective optimization problem where the objective function was a sum of
the costs. In 2002, Toffolo and Lazzaretto [92] introduced a bicriteria formula-
tion of the CGAM problem where they took exergetic energy as another objective
function.

The three criteria formulation of the original CGAM problem was presented
in [III]. First of all, we have used a more accurate model than in the works of
Valero et al. and Toffolo and Lazzaretto based on a procedure oriented simulator.
Instead of requiring a 30 MW shaft power production, we have used the shaft
power produced as an additional objective function to better control the process.
In addition, the requirement of producing 14 kg/s of saturated steam is treated
as the minimum requirement, that is, it has been converted into an inequality
constraint.

The three objective functions used are the following. The first objective func-
tion describes the loss of energy and it is formulated to be minimized in the form
1 - efficiency. The efficiency of the plant is defined as the sum of shaft power in
the air compressor (takes a negative value), shaft power in the gas turbine and
the heat transfer rate of the HRSG divided by the heat transfer rate in the com-
bustion chamber. The second objective function describes the total costs and it is
the sum of annualized purchase costs of equipment and variable costs (fuel). The
third objective function describes the shaft power for the assumed generator.

The objective functions used in this problem are conflicting. When the losses
are reduced, the total costs should rise due to higher purchase costs. In addition,
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if the net shaft power produced is increased, then the investment and/or the fuel
costs should rise.

The problem includes eight decision variables. The decision variables are
the pressure after the air compressor, polytropic efficiency of the air compressor,
polytropic efficiency of the gas turbine, the surface area of the air preheater, the
temperature of gas after the combustion chamber, the air mass flow, the heat ex-
change surface area of the economizer and the boiler approach temperature.

The inequality constraints imposed limit the maximum temperature before
the gas turbine, the maximum water temperature after the economizer, the ex-
haust gas temperature, the maximum isentropic efficiency of the compressor, the
maximum isentropic efficiency of the turbine and the minimum steam produc-
tion. Thus, there are six inequality constraints altogether. The efficiency limita-
tions are due to technology available and the purchase cost formulations to grant
the positive investment costs.

The modified CGAM problem is a steady-state process optimization prob-
lem and it was modelled by using BALAS® as in the previous applications. In ad-
dition, we used the proximal bundle optimizer as a single objective optimizer in
the IND-NIMBUS process design tool. The CGAM problem is originally treated
as a single objective optimization problem as mentioned before. As mentioned
before, Toffolo and Lazzaretto used multiobjective evolutionary algorithms to
find the Pareto optimal solution set of the bicriteria problem they introduced.
However, with the IND-NIMBUS process design tool the problem can be modi-
fied more flexibly if necessary and there is no need to generate as many solutions
as is needed when the whole Pareto optimal set is approximated. This means
computational efficiency and results to much faster design procedure. The modi-
fied CGAM problem with three objective functions considered in this work illus-
trates well the flexibility of the new IND-NIMBUS process design tool. A detailed
description of the interactive solution procedure and the results obtained are pre-
sented in [III].

4.5 Multiobjective Simulated Moving Bed Process

The application considered in this section is related to separation of chemical
products and it is considered in [IV, V]. Efficient purification techniques are cru-
cial in chemical process industries. In production of pharmaceuticals, it is often
necessary to purify a product to nearly 100% for regulatory reasons. In food and
sugar industries, removal of undesired components that degrade product quality
is essential. Liquid chromatographic separation has been widely used for prod-
ucts with an extremely high boiling point, or thermally unstable products such
as proteins. In liquid chromatographic processes, a small amount of feed mix-
ture is supplied to an end of a column which is packed with adsorbent particles,
and then pushed toward the other end with desorbent (water, organic solvent, or
mixture of these).
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FIGURE 16 A schematic diagram of SMB process.

Simulated Moving Bed (SMB) process is a realization of a continuous and
counter-current operation of liquid chromatographic separation process and it
emerged from industry in the 1960’s [86]. SMB’s have been used in many impor-
tant separations in pharmaceutical, petrochemical and sugar industries. An SMB
unit consists of multiple columns which are packed with adsorbent particles. The
columns are connected to each other making a circulation loop, as shown in Fig-
ure 16. In the SMB process of Figure 16, there are altogether eight columns. The
feed mixture is inserted into the process in the upper left corner, while desor-
bent input is in the lower right corner. The two products raffinate and extract
are collected in the upper right corner and lower left corner, respectively. Feed
mixture and desorbent are supplied between columns continuously. At the same
time, two products, raffinate and extract, are withdrawn from the loop also con-
tinuously. The two inlet and two outlet streams are switched in the direction of
the liquid flow at a regular interval, or steptime. Because of the four inlet/outlet
streams, there are four liquid velocity zones in the SMB loop as shown in Figure
16.

The SMB model consists of partial differential equations (PDE) for the con-
centrations of chemical components, restrictions for the connections between dif-
ferent columns and cyclic steady-state constraints [IV]. In [IV], a standard for-
mulation of the SMB model is used while a superstructure formulation of SMBs
introduced in [51] is used in [V]. The superstructure formulation is a more gen-
eral way to represent SMBs and it can produce novel SMB operating schemes
[51]. Figure 17 shows the differencies between the standard and the superstruc-
ture SMB configurations. The SMB problem considered in papers [IV, V] is for
the separation of fructose and glucose. The values for the parameters in the SMB
model are from [37, 52].
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FIGURE 17 A schematic diagram of the standard and the superstructure SMB pro-
cesses.

For the multiobjective optimization of SMB processes, we used four differ-
ent objective functions for this problem: maximize throughput, minimize con-
sumption of solvent in the desorbent stream, maximize product purity, and max-
imize recovery of the valuable component in the product. For the PDE model
of SMB, full discretization was used, that is, both temporal and spatial variables
were discretized leading to a huge system of algebraic equations. More precisely,
the spatial domain is discretized via a central difference method, thus convert-
ing the PDEs to ODEs. The resulting ODEs are then discretized in the temporal
domain using a Runge-Kutta discretization, Radau collocation on finite elements
[52]. Therefore, the SMB optimization problems for both the standard and the su-
perstructure formulations are large. The standard SMB optimization problem has
33 997 decision variables and 33 992 equality constraints while the superstructure
SMB optimization problem has 34 102 decision variables and 34 017 equality con-
straints. Note that the degrees of freedom in the superstructure formulation is
much higher (altogether 85) than in the standard SMB formulation (5 degrees of
freedom).

The SMB is a dynamic process operating on periodic cycles which makes it
a challenging optimization problem. To solve this problem we used the smooth
variants of the subproblems of the NIMBUS® method and, therefore, we were
able to use the IPOPT optimizer within IND-NIMBUS to produce new Pareto
optimal solution candidates for this SMB problem. The IPOPT optimizer was
chosen because it has been developed for solving large scale optimization prob-
lems. Two variants of SMB models were used: the standard SMB model was
used in [IV] and the superstructure SMB model in [V]. Both SMB models were
implemented with the AMPL modelling language. Because the SMB models were
implemented in AMPL and IPOPT can be called straight from AMPL, we imple-
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mented the NIMBUS® method in AMPL. The AMPL implementation was then
connected to IND-NIMBUS. We found that it is not straightforward to utilize a
modelling language like AMPL to multiobjective optimization because it has an
assumption that only one objective function can be considered at a time.

Considering four objective SMB design problem was a novel approach be-
cause, previously, there were only two or three objective functions considered
as was shown in [IV, V]. This enabled full utilization of the properties of the
SMB model without any unnecessary simplifications due to the lack of solution
strategies. In addition, the designer obtained more thorough understanding of
the interrelationships of different objectives considered and, thus, learned more
about the behaviour of the problem. A detailed description of the interactive so-
lution procedure and the results obtained are presented in [IV] for the standard
model and in [V] for the superstructure model.

4.6 Comments

Finally, we give some general comments coming from the designers who solved
the applications presented in this chapter and, also, some comments about the be-
haviour of the designers. A clear benefit of the new approach from the designer’s
viewpoint was that modelling and interactive multiobjective optimization are in-
tegrated into one tool and they did not have to use several separate tools to design
these processes. The designers considered the results obtained with this approach
more reliable because they could take into account different aspects of the design
problem simultaneously. In addition, they saw that this kind of optimization is
also a good way to test the reliability and robustness of the models.

On the other hand, the designers felt that this approach puts pressure on
the modelling of different types of performance criteria. As mentioned before,
certain criteria are difficult to model, which can make it difficult to include all the
relevant aspects into the problem formulation. Furthermore, the designers felt
that they could have needed more support during the interactive decision making
procedure because it may be difficult to realize what is possible to achieve. In
addition, some of the designers thought that it took too long to produce new
Pareto optimal solutions which means that it is really important to have efficient
single objective optimizers as mentioned before.

During the interactive solution procedures of the applications presented
here, we noticed that the designers valued this kind of a solution procedure
where they were able to participate in the procedure. Another benefit was that
they could make simulations, optimize the process and visualize the results ob-
tained with only one tool, that is, IND-NIMBUS. Although the designers liked the
interactive solution procedure, it could be noticed that they did not want to spent
too much time. This means that both the time needed to generate new solutions
and the total duration of the interactive procedure should be as short as possi-
ble in order to keep the designers interested enough. To summarize, in addition
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to fast single objective optimizers we must provide the designers efficient tools
for supporting the designer so that we could speed up the interactive solution
procedure.
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Yoshiaki Kawajiri and Prof. Lorenz T. Biegler from Carnegie Mellon University
who also provided the models of the SMB processes. The author implemented
the NIMBUS® method in the AMPL modelling language which enabled the usage
of IND-NIMBUS with the IPOPT optimizer and the SMB models implemented
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in AMPL in both papers [IV, V]. The IPOPT optimizer was developed at the
Carnegie Mellon University by Prof. Biegler’s group. Prof. Miettinen’s expertise
in multiobjective optimization was utilized in these papers.

All the applications in the papers [I]–[V] were solved in a close co-operation
with the author and designers who made the classifications and selected the pre-
ferred solutions at each stage of the interactive solutions procedure. The im-
plementation of IND-NIMBUS was made by Mr. Vesa Ojalehto and Mr. Tommi
Ronkainen. In addition, Mr. Juha Leppävuori from the VTT Technical Research
Center of Finland was responsible for connecting the BALAS® simulator to the
interface connecting BALAS® and IND-NIMBUS. Prof. Mäkelä implemented the
proximal bundle optimizer including quadratic solvers by Prof. Krzysztof C. Ki-
wiel and Dr. Ladislav Lukšan.

The paper [VI] was a cooperation with Mr. Petri Eskelinen from Helsinki
School of Economics. The test environment was constructed together by the au-
thors of the paper and the paper itself was written jointly. The theoretic part of
the paper was constructed by the author while all the tests were performed by
Mr. Eskelinen. Prof. Miettinen and Prof. Mäkelä provided also useful comments
and had a great influence in providing ideas in the beginning of this research.



6 CONCLUSIONS AND FUTURE WORK

In this thesis, we have studied interactive multiobjective optimization in solving
multiobjective chemical process design problems. The aim has been to study
what interactive multiobjective optimization can offer to chemical process design
with multiple conflicting performance criteria.

We have developed and applied an IND-NIMBUS based process design tool
to solve various real-world chemical process design problems arising, for exam-
ple, from paper making and sugar industries. The IND-NIMBUS process design
tool is an implementation of the interactive multiobjective optimization method
NIMBUS® for industrial process design. All the problems were considered in a
novel way with more than two conflicting objective functions and solved with
the help of designers who had real knowledge about these applications. The so-
lution procedure is interactive utilizing the experiences of the designer to guide
the search towards desired compromise solutions of the multiobjective process
design problem. In addition, we have proposed ideas of supporting the designer
with trade-off information during the interactive solution procedure. Trade-off
information is used to help the designer in decision making in order to direct the
search so that it is possible to quickly find the best compromise solution for the
problem in question.

With the help of this research, we have got an answer to the main research
question by solving different industrial applications. We have shown that in-
teractive multiobjective optimization is a useful approach to solve chemical pro-
cess design problems with multiple performance criteria and it offers designers a
practical and clear way to consider the conflicting criteria involved. In addition,
with the help of the IND-NIMBUS process design tool, designers can learn more
about the process design problems they are solving and better understand the
behaviour of the phenomena present in the problem and the interrelationships of
different criteria involved. Through our approach, we were able to obtain good
results with the industrial applications considered.

To summarize, the main contribution of this thesis consists of three parts.
First of all, we have shown that using interactive multiobjective optimization in
solving multiobjective chemical process design problems is a useful way of con-
sidering these problems and no unnecessary simplifications or restrictions com-
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ing from the number of objectives need to be made. Secondly, we have studied
the requirements of solving these problems in their true multiobjective character
while recognizing the computational demand of real-world industrial problems.
These requirements are taken into account in the IND-NIMBUS process design
tool and in all of its individual parts. Finally, we have applied this approach in
solving several real-world chemical process design problems that had never be-
fore been considered in this form with more than two objectives. We were able to
obtain promising results and the designers found this kind of approach easy to
understand and use.

In our opinion, interactive multiobjective optimization has potential to be-
come widely used in the future of chemical process design because that approach
has turned out to be useful during this research. Of course, we are always assum-
ing that proper mathematical models for different performance criteria exist. This
thesis shows that by utilizing interactive multiobjective optimization the chemi-
cal process design problems can be considered in their true multiobjective char-
acter without simplifying the problem. In this way, we can obtain realistic results
and possibly novel designs without ruling out promising solutions by restricting
the problem too much. It is worthwhile to note that the applications considered
here were much more realistic because several criteria were considered at a time,
but still it is not clear whether all the relevant criteria were considered. It is not so
simple to guarantee that all the relevant criteria are considered and this issue is
depending on the designer. It is possible that, in the future, the applications con-
sidered in this thesis will be solved with some additional performance criteria.

This thesis deals with possibilities and limitations of interactive approaches
and, in our opinion, serves as a basis for future studies. Other researcher can
use our research as a starting point when new process design tools are developed
because we describe the different parts that in our opinion should be included
and, also, discuss on what should be taken into account when these parts are
developed. An important message of this thesis for the designers is that design
problems with more than two performance criteria can truly be solved.

There are of course some challenges ahead. First of all, it is utmost impor-
tant to get the designers be aware that these kind of techniques exist. If they do
not know that, they can not of course use them. Secondly, there are only a few im-
plementations of interactive multiobjective optimization methods available and
we do not know any other such implementation than IND-NIMBUS that can be
used directly in chemical process design. Availability of more implementations
would enhance the usage of interactive methods in chemical process design and
contribute to design of better processes. In addition, the dimensions and the com-
plexities of the processes that can be modelled numerically are growing and this
means that more efficient optimization techniques need to be developed that en-
able obtaining solutions in realistic times. In other words, generating new Pareto
optimal solutions should not take so long that the designer does not want to wait
anymore and, therefore, the interactive nature of the solution procedure would
be lost.

We have also some more specific ideas for future work. Of course, we wish
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to test the IND-NIMBUS process design tool with more real-world applications
coming from different types of chemical process design problems. Related to
this, we plan to construct general interfaces to IND-NIMBUS in order to better
combine it with different modelling tools and single objective optimizers. This
would enable using tools that better meet the requirements of different types of
problems.

Future research related to utilizing trade-off information to support the de-
signer needs first more extensive tests before any further development of our
ideas. So far, we have considered trade-off information only for unconstrained
multiobjective optimization problems. In the future, it will be interesting to ex-
tend our studies of reliability of trade-off information for constrained multiobjec-
tive optimization problems. Constraints can have an affect in trade-off informa-
tion because trade-off rates give local information and if we move a little bit from
a solution, we can go out of the feasible region. In that case, trade-off information
must be able to handle the constraints. In addition, an interesting topic is to study
how to use sensitivity information in supporting the DM.



YHTEENVETO (FINNISH SUMMARY)

Tässä väitöskirjassa tutkin mahdollisuutta soveltaa interaktiivista monitavoiteop-
timointia kemian prosessien suunnitteluun. Teollisten kemian prosessien suun-
nittelussa tulee ottaa samanaikaisesti huomioon useita prosessin toimintaan vai-
kuttavia tavoitteita kuten esimerkiksi taloudelliset näkökulmat, ympäristövaiku-
tukset sekä prosessin toiminnallisuus. Nämä tavoitteet ovat usein ristiriitaisia jol-
loin niitä kaikkia ei voi saavuttaa yhtä aikaa. Tällöin täytyy löytää jonkinlainen
kompromissi.

Tämän työn tarkoituksena on käyttää interaktiivista monitavoiteoptimoin-
tia auttamaan päätöksentekijää eli suunnittelijaa löytämään paras mahdollinen
kompromissi ristiriitaisten tavoitteiden välille. Monitavoiteoptimoinnissa komp-
romisseja kutsutaan Pareto-optimaalisiksi ratkaisuiksi, mikä tarkoittaa sitä ettei
mitään tavoitetta voida parantaa huonontamatta jotain muuta tavoitetta. Suun-
nittelija on henkilö, joka kykenee tarkasteltavan prosessin kannalta vertailemaan
Pareto-optimaalisia ratkaisuja, jotka ovat matemaattisesti yhtä hyviä. Aikaisem-
min kemiallisten prosessien suunnittelussa on yleensä otettu huomioon vain kor-
keintaan kaksi tavoitetta, mikä on ollut heikkoutena useissa kemian insinöörien
aiemmin käyttämissä menetelmissä. Tämän työn lähestymistapa ei rajoita tarkas-
teltavien tavoitteiden lukumäärää. Tämän vuoksi prosessisuunnittelutehtäviä
pystytään nyt tarkastelemaan entistä realistisemmin tekemättä tarpeettomia yk-
sinkertaistuksia.

Tässä tutkimuksessa on kehitetty interaktiiviseen NIMBUS®-monitavoiteop-
timointimenetelmään perustuva prosessisuunnittelutyökalu IND-NIMBUS. IND-
NIMBUS koostuu kolmesta osasta: mallinnustyökalusta, optimoijasta ja graafi-
sesta käyttöliittymästä. Mallinnustyökalu tuottaa tarkasteltavasta prosessista nu-
meerisen mallin, johon koko suunnitteluprosessi perustuu. Optimoija rakentuu
NIMBUS®-menetelmästä sekä soveltuvista yksitavoitteisen optimoinnin menetel-
mistä, jotka lopulta tuottavat uudet Pareto-optimaaliset ratkaisut ratkaisemalla
NIMBUS®-menetelmän tuottamat aputehtävät. Erilaisia mallinnustyökaluja ja
yksitavoitteisen optimoinnin menetelmiä voidaan käyttää riippuen tarkastelta-
vasta prosessista ja sen erikoisominaisuuksista. Graafinen käyttöliittymä puoles-
taan auttaa suunnittelijaa syöttämään kompromissiratkaisuihin liittyvän parem-
muussuhdetiedon interaktiivisen ratkaisuprosessin aikana sekä mahdollistaa saa-
tujen Pareto-optimaalisten ratkaisujen tulkitsemisen ja vertailun erilaisten visu-
alisointien avulla. Paremmuussuhdetietoa käytetään ohjaamaan parhaan komp-
romissiratkaisun hakua tuottamalla ratkaisuja, jotka parhaiten seuraavat suun-
nittelijan toiveita.

Esittelen myös joitain alustavia ideoita, joilla suunnittelijaa voidaan tukea
päätöksentekoprosessin aikana. Tässä työssä tutkitaan eri kompromissiratkaisui-
hin liittyvän vaihtosuhdetiedon käyttöä päätöksenteon tukena. Vaihtosuhdetie-
to kertoo miten tavoitteiden arvot muuttuvat liikuttaessa Pareto-optimaalisten
ratkaisujen joukossa. Ideana on opastaa suunnittelijaa kohti parasta kompro-
missia näyttämällä hänelle vaihtosuhdetietoa interaktiivisen ratkaisuprosessin
aikana. Vaihtosuhdetieto voi auttaa suunnittelijaa hahmottamaan millaisia komp-
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romisseja voi olla mahdollista saavuttaa ja siten pyrkiä kohti sellaisia kompro-
misseja, joissa voidaan saavuttaa paljon vähillä uhrauksilla. Tämä tieto voi myös
vakuuttaa suunnittelijan siitä, että hän on löytänyt parhaan mahdollisen komp-
romissin.

Yllämainittujen ideoiden testaamiseksi käytännössä tässä tutkimuksessa on
ratkottu useita teollisen prosessisuunnittelun tehtäviä. Nämä suunnittelutehtävät
liittyvät mm. paperinvalmistus- ja sokeriteollisuuteen ja niissä kaikissa huomioi-
tiin enemmän kuin kaksi tärkeää tavoitetta. Aiemmin näitä tehtäviä on tarkasteltu
huomioimalla vain yksi tai osa tärkeistä tavoitteista, joten tässä työssä niitä tarkas-
teltiin kokonaan uudella tavalla. Nämä tehtävät ratkaistiin käyttämällä IND-
NIMBUS -prosessisuunnittelutyökalua sekä päätöksentekijöinä oikeita suunnit-
telijoita, joilla oli kokemusta jä näkemystä kyseisistä prosesseista. Saadut tulokset
olivat lupaavia ja suunnittelijat pitivät interaktiivista ratkaisuprosessia helposti
ymmärrettävänä ja helppokäyttöisenä. Tässä työssä pystyttiin näyttämään, että
interaktiivista monitavoiteoptimointia voidaan onnistuneesti soveltaa aidosti mo-
nitavoitteisiin kemian prosessisuunnittelutehtäviin ja työssä esitetty lähestymis-
tapa osoittautui tehokkaaksi myös käytännössä.
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