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Abstract: This thesis presents a service-oriented architecture prototype developed for route

optimization system. The architecture of the prototype is based on Entity-Boundary-

Interactor (EBI) pattern. The focus of this thesis is to evaluate the quality of the architecture

resulting from the combination of EBI and SOA patterns. The quality is evaluated with

respect to requirements of a route optimization system. The evaluation of the prototype

architecture is performed by using proven software architecture evaluation methods. The

architecture of the prototype fulfilled its objectives.
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Suomenkielinen tiivistelmä: Tässä tutkielmassa esitellään reitinoptimointijärjestelmää

varten toteutettu prototyyppi palvelukeskeisestä arkkitehtuurista. Arkkitehtuuri pohjautuu

Entity-Boundary-Interactor-malliin (EBI). Työssä tutkitaan, pystytäänkö EBI-mallia ja palve-

lukeskeisen arkkitehtuurin periaatteita noudattaen toteuttamaan projektin tavoitteet täyttävä

järjestelmä ja pystytäänkö syntynyttä prototyypin arkkitehtuuria soveltamaan reitinoptimoin-

tijärjestelmän muuntamisessa palvelukeskeiseksi kokonaisuudeksi. Prototyypin arvioinnissa

käytetään hyväksi todettuja ohjelmistoarkkitehtuurien arviointimenetelmiä. Prototyypin

arkkitehtuuri täytti sille asetetut tavoitteet.
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1 Introduction

I think that it’s extraordinarily important that we in computer science keep

fun in computing.

–Alan Perlis

Service-oriented architecture (SOA) is an architectural pattern that gives guidelines to design

a software in a way that existing services are set available for service consumers. Entity-

boundary-interactor (EBI) is an architectural pattern that separates the functionality of the

software from so called implementation details such as the user interface and the database.

This thesis examined software architectures, service-oriented architecture pattern and imple-

ments a prototype of route optimization services using design principles and the guidelines

of the SOA pattern and the Entity-Boundary-Interactor architectural pattern. The goal is to

evaluate the quality of the architecture resulting from the combination of EBI and SOA pat-

terns. The quality is evaluated with respect to requirements of a route optimization system.

1.1 Background

Vehicle routing problem (VRP) is a combinatorial optimization problem. The VRP is con-

cerned with the determination of the optimal routes used by a fleet of vehicles, based on one

or more depots, to serve a set of customers (Toth and Vigo 2002). Routing problems are

used, for example, in transportation companies to design efficient logistics routes. Due to

differences in the operations of these companies, they can have different kinds of VRPs that

needs to be solved.

Instead of focusing to a one kind of VRP, a project at the Department of Mathematical Infor-

mation Technology at the University of Jyväskylä has been developing a computation core

that can solve several different VRPs. The objective of the project is to develop a route plan-

ning service, which computes efficient routes for the fleet of vehicles. The customers can

access the service via a web-based interface and by the ERP systems. The project has a need

for an software architecture that can provide the functionality of the optimization system, as

services. The motivation behind the service-based approach is that the functionalities can be
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accessed without a heavy integration process.

One potential architecture for the system is the combination of service-oriented architecture

(SOA) pattern and entity-boundary-interactor (EBI) pattern. SOA provides constraints and

guidelines on how the services should be orchestrated whereas the EBI provides guidelines

and constraints on how the system should be splitted in to modules in order to keep it main-

tainable and testable.

1.2 Research Problem and Thesis Structure

An service-oriented implementation of vehicle routing problem solver software is introduced

in this thesis. This is done by the following principles of service-oriented architecture pat-

tern and applying an architectural pattern called the Entity-Boundary-Interactor as top level

architecture. The goal is to evaluate the quality of the architecture resulting from the combi-

nation of EBI and SOA patterns. The quality is evaluated with respect to requirements of a

route optimization system.

The original vehicle routing problem solver software is a quite large construct so most of its

functionalities are left off from the construct of this thesis. The prototype developed for this

thesis provides only the basic data manipulation funtionalities. These functionalities include

creating new data, reading and updating existing data and deleting data. One of the key

elements of the construct is that it provides a well designed API that can be made available

for ERP and it can be used via WWW interface.

In other words, a limited service-oriented implementation of existing vehicle routing prob-

lem solver software is introduced in this thesis. The evaluation of the construct is based on

existing software architecture evaluation methods. Beside the construct this thesis also pro-

vides an answer to whether or not the presented architectural pattern should be applied to the

all functionalities of the vehicle routing problem solver software.

The thesis is structured as follows. The basics of software development process and methods

for building a software product are introduced in Chapter 2. In Chapter 3, theory, concept and

the history of software architectures are presented. The focus is on the architectural patterns

2



and on the design patterns. Methods for the evaluation are also presented. The Entity-

Boundary-Interactor architectural pattern and the service-oriented architecture pattern are

presented in Chapter 4. In Chapter 5 the construct of this thesis is presented. The evaluation

of the construct is presented in Chapter 6. The conclusion is presented in Chapter 7.
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2 Software Development

Computer Science is the first engineering discipline in which the complexity

of the objects created is limited solely by the skill of the creator, and not by the

strength of raw materials.

–Brian Reid

In this chapter, the key aspects and concepts of the software development process and soft-

ware engineering are presented briefly. The definition of the software engineering and as-

pects of it are described in Section 2.1. The different phases and activities of software de-

velopment process are presented in Section 2.2. In Section 2.3, the key characteristics of

commonly used development models are described. An agile development practice called

acceptance test driven development is presented in Section 2.4. In Section 2.5, the con-

cept of design patterns is presented. Some useful design patterns are described in detail in

Section 2.6.

2.1 General

Software engineering is a discipline for professional and systematic software development

rather than individual programming (Sommerville 2010). According to Sommerville (Som-

merville 2010) professional software development is an activity where software is developed

for specific business purposes, for inclusion in other devices, or as software products. Profes-

sional software, intended for use by someone apart from its developer, is usually developed

by teams rather than individuals. It is maintained and changed throughout its life. The soft-

ware engineering is defined as follows (Sommerville 2010):

Software engineering is an engineering discipline that is concerned with all

aspects of software production.
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It includes aspects such as specification, development, validation, and evolution. The spec-

ification includes activities such as defining the software to be produced and recognizing

the constraints on its operations. The development is concerned of the designing and imple-

menting the software. The validation is concerned of making sure that the produced software

fulfills the requirements. The evolution is concerned of modifacation of the software in order

to satisfy the requirements in a changing environment.

2.2 Software Development Life-Cycle

A software development process or software development life-cycle is a concept of how to

develop a software product. The process of developing a software consists of phases such

as requirements analysis, design, implementation, validation, and evolution or maintainance

Requirement analysis (or specification) is one of the key phases in software development

life-cycle. The purpose of the requirement analysis is to identify the requirements and con-

straints for the software (Sommerville 2010). The requirement analysis can be challenging

because software development is a dynamic process, and can therefore cause changes to the

requirements while the development is still in progress (Nurmuliani, Zowghi, and Powell

2004). This phenomena is called requirement volatility (Curtis, Krasner, and Iscoe 1988).

Software design is a process that is usually made by using the results of requirement analy-

sis. It is often described as a problem-solving activity (Curtis, Krasner, and Iscoe 1988). The

purpose of the design is to describe the software to be implemented. It describes things such

as the data models and architectures used by the system (Sommerville 2010). Other things

involved in software design, are the design of the interfaces between system components and

in some cases, algorithms. The design process can include multiple iterations before the final

design is achieved.

Implementation is an activity that realizes requirements according to design (Sommerville

2010). The essential part of the implementation is programming. It also includes design

activity. Depending on the used process model, implementation and design may include

refinements of the specification and requirements.

Validation is an activity that verifies the product of implementation accoring to the accep-
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tance criterias. Program testing is the principal validation technique. Testing can involve

checking processes, such as inspections and reviews, at each stage of the software process

from user requirements definition to program development.

The software development process is often divided into two parts: the development and

the maintainance. The maintainance usually consists of making changes to the software

product, such as integrating new features or fixing bugs. As the world changes, so may

change the requirements of the software. This is why the software engineering should be

considered as an evolutionary process where software is continually changed over its lifetime

in response to changing requirements and customer needs (Sommerville 2010).

2.3 Development Models

Software development models are guidelines on how the software development process can

be done efficiently. There are different models such as waterfall model, spiral model. Nowa-

days agile development methods have become popular.

Waterfall model is a software development model that comes in many variations. Two com-

mon characteristics that describe it are that all planning is oriented towards a single delivery

date, and that all analysis and design are done in detail, before coding and testing (Gilb

1985). The process, so to speak, flows downward, like a cascading waterfall. This is illus-

trated in Figure 1. This simplified version has been criticied as an unrealistic (Gilb 1985).

In 1970, Royce described this model in his article article1 (Royce 1970) and pointed out its

flaws. In the same article, he proposed enhancements to the model such as requiring the

program design to come first, creating profound documentation, doing the software twice,

monitoring, planning and controlling tests, and involving the customer..

Spiral model is an iterative and prototype-based software development model. It was defined

in 1988 by Barry Boehm (Boehm 1986). A typical cycle can be divided into four phases:

1. Determine objectives, alternatives and constraints.

2. Evaluate alternatives, identify and resolve risks.

1. It should be noted that Royce did not use the term “waterfall” in his article.
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Figure 1. One vision of the Waterfall model.

3. Develop and verify next-level product.

4. Plan the phases.

The product of the cycle is an extended version of the product developed in the previous

cycle. One of the most important aspects in spiral model is the risks management. Identi-

fication of technical and managerial risks, and measures to reduce them helps to keep the

software development process under control. The spiral model is illustrated in Figure 2.

Agile development is a family of software development processes that share certain prin-

ciples. These principles include constant communication between the developers and other

stakeholders, flexibility and ability to react to changing requirements, delivering working

software frequently, choosing the right people for the job, high quality design and technical

excellence (Principles Behind the Agile Manifesto 2001; Martin 2003). The Agile Mani-

7



Figure 2. Spiral model (Boehm 1986).

festo, published in 2001, presented four essential values of agile development: individuals

and interaction, working software, customer collaboration and responding to change (Man-

ifesto for Agile Software Development 2001). There are several process models, for example

XP and scrum, that are that are considered to be agile.

2.4 Acceptance Test Driven Development

Acceptance test driven development (ATDD) (Hendrickson 2008; Rantanen 2012; Alleman

2008) is a development method where the customer and the development team together de-

fine the user stories and requirements. This phase is called specification workshop and it

is the most important phase in the ATDD. Its purpose is to get answers to questions like
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“why?”, “when?” and “who?” (Rantanen 2012). After that, the functionality is specified in

more detail. A set of acceptance tests are created as a product of this activity. An accep-

tance test describes when a particular functionality can be defined as done by specifying the

behavior and functionality that the system should fulfill (Alleman 2008).

Once the requirements are gathered and agreed on, the development team implements auto-

mated acceptance tests and starts implementing the functionalities. Whenever there occurs

a change in the feature implementation, all the tests are run in order to find out the current

status of the system. If new information is discovered during the process, new acceptance

tests are added according to the new information. Once all the tests have passed and the

required functionality is implemented, the results are demonstrated to stakeholders to make

sure that the right things were achieved (Hendrickson 2008; Rantanen 2012; Alleman 2008).

The ATDD fits well within the agile development methods. It can be done in iterations

that consists of four phases: discuss the requirements, create acceptance tests according

to requirements, implement functionality so it satisfies acceptance tests and deliver the re-

sults (Hendrickson 2008; Rantanen 2012; Alleman 2008). In order to harness full potential

of the ATDD, it requires the right people to participate. The participants should represent all

relevant roles of the project so that as many perspectives as possible are considered.

2.5 Design Patterns

Designing a software can be difficult, especially if the goal is a resusable and flexible design.

Design patterns are one tool to help the designer to choose the right design from many

alternatives.

Design patterns are proven design experiences and best practices for solving similar prob-

lems across domains (Nerur and Balijepally 2007). They make it easier to reuse success-

ful designs and architectures. Inspiration for using design patterns came from architec-

ture. Cristopher Alexader says following about the patterns used in architecture (Alexander,

Ishikawa, and Silverstein 1977):

Each pattern describes a problem which occurs over and over again in our
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environment, and then describes the core of the solution to that problem, in such

a way that you can use this solution a millions times over, without ever doing it

the same way twice.

The same applies to design patterns in software engineering.

In the book (Gamma et al. 1995) Gamma et al. describe structure of a design pattern in

software engineering. It consists of twelve sections including the pattern name, descrip-

tion of the problem, description of the solution and the description of the consequences and

trade-offs of using specified pattern. Design patterns are not classes in libraries nor are they

complete solutions for implementing software systems. Each design pattern has a particular

type of a problem that it is designed to be used for. Condition, when the pattern is useful, is

described in the problem section. The solution describes the collaboration, responsibilities

and the roles of the classes and interfaces that are used in resolving the problem. The conse-

quense presents the results and trede-offs of the design pattern. The solution is presented in

an abstract level, nothing concrete is described.

Categories

Creational Structural Behavioral

Abstract Factory Adapter Command

Builder Bridge Interpreter

Factory Method Composite Iterator

Prototype Decorator Mediator

Singleton Facade Observer

Proxy Visitor

Table 1. Common design patterns.

Gamma et al. categorize their design patterns in to three groups (Gamma et al. 1995): cre-

ational, structural and behavioral patterns. Each of these categories include a set of patterns

that are designed for certain type of problems. Creational design patterns are used in in-

statiation process, how the objects are created, composed and presented. Structural design

patters describe how objects and classes form a larger scale structures. Behavioral design

patterns are concerned of dynamic relationships between objects and classes: how the ob-
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jects communicate between each other, what are the responsebilities and how the control

flow is handled at run-time. Some common design patterns are categorized in Table 1.

2.6 Design Pattern Examples

This section briefly introduces design patterns that were not mentioned in Gamma’s book

but are relevant and useful in the context of this thesis.

Service locator is designed to reduce dependencies. This is achieved by creating a class that

works as a container for implementations of services for a certain tasks. This container is

called “service locator”. Figure 3 illustrates the relationship of the service locator and the

service classes. Instead of binding service implementation explicitly, the requested imple-

mentation is requested from the service locator at run-time (Fowler; Application and Design

Patterns - The Service Locator). How the service locator locates the right service, depends

on the implementation. The code example below illustrates how the service locator imple-

Figure 3. Service locator pattern.
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mentation is used. In the example the service locator invokes the service according to the

type information that is passed along the method call. Implementation details of the example

service locator can be found from Appendix B.1.

// Initialize the service locator

IServiceLocator locator = new ServiceLocator();

//Invoke the service

IServiceZ = locator.GetService<IServiceZ>();

Data Transfer Object (DTO) is a design pattern that can be used to reduce the number of

method calls (Fowler; Enterprise Solution Patterns Using Microsoft .NET). This is achieved

by creating DTOs that work as data storages. The data can be transferred inside a DTO

rather than making multiple method calls. This can reduce communication load between

different parties. DTO is a data container so it should not have any business logic inside it.

Figure 4. Data Transfer Object and Assembler pattern (Fowler).

DTO pattern is often used with assembler design pattern. Assembler pattern is a specialized

instance of the Mapper pattern (Enterprise Solution Patterns Using Microsoft .NET). Its

purpose is to create DTO from business objects and vice versa. DTO and assembler pattern

are illustrated in Figure 4
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Dependency injection is a design pattern that allows to move direct dependencies of con-

crete implementations. The key idea is that a class can be configured from the outside instead

of configuring it from the inside. In a way the object of dependency is injected into a class

Figure 5. Dependency injection pattern.

that is dependent on it. In order to do the injection, the requirements of the destination

must be known by the injector (or provider). This all can be done at run-time or compile-

time (Fowler). The pattern has three key elements: the consumer that has dependencies,

defined component dependencies with interface contracts, and the injector. The consumer

has a dependency on some component that is described usually by an interface. The injector

injects a concrete implementation that satisfies the contract interface into the consumer. This

is illustrated in Figure 5. An example of using the dependency injection can be found from

Appendix B.2.
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3 Software Architecture and Quality

Architecture is the art of drawing lines.

–Uncle Bob (Robert C. Martin)

Quality is never an accident; it is always the result of high intention, sincere

effort, intelligent direction and skillful execution; it represents the wise choice

of many alternatives.

–Dwight David Eisenhower

Software architecture is concerned of making design decissions in order to define a structure

and development guidelines for a piece of software so that it fulfills its requirements. Archi-

tecture has a great affect to the quality of software. It is usually the first thing that dictates

how the requirements are achieved. That is why it is crucial to design an architecture that fits

best for the purpose. Every software has an architecture whether it was deliberately designed

or not. The need for comprehensive architectural design process for a software system is de-

pendent on several things such as the size of the software system and the purpose of it. It can

be a waste of time to spend weeks or months to design an architecture for a minor software

system or for a system that is used only a couple of times.

Architectural patterns are proven architectural design principles under a certain type of con-

straints that offers guidelines for designing the architecture for the software. Early stage

architectural decissions are often the hardest to change if they prove to be poor. The right

kind of architecture can save money and time when software goes through changes over time.

It can also expand the lifetime of the software by making it easier to do controllerd changes

and updates to the software.

The definition, the background and evaluation methods of the software architectures are

presented in this chapter. Section 3.1 presents the definition and explains what software ar-

chitectures are and what they are not. Section 3.2 describes briefly the history of software

architectures. The concept of architectural pattern is presented in Section 3.3. In Section 3.4
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the aspects of software quality and quality attributes are presented. The benefits of the soft-

ware architecture evaluation are explained in Section 3.5. Different kind of methods for

software evaluation are introduced in Section 3.6. Different kinds of scenario based evalua-

tion methods are presented in Section 3.7.

3.1 General

The software architecture of a program or a computing system describes the essential ele-

ments of the system, interaction between those elements and relationships among them on

an abstract level (Bass, Clements, and Kazman 1998). Every program or a system has an

architecture whether it has been knowingly designed or not. In the book (Bass, Clements,

and Kazman 1998) a software architecture is defined as follows:

The software architecture of a program or computing system is the structure

or structures of the system, which comprise software elements, the externally

visible properties of those elements, and the relationships among them.

In an article (Garlan and Perry 1995) Garlan and Perry define a software architecture as

follows:

The structure of the components of a program or system, their interrelation-

ships, and principles and guidelines governing their design and evolution over

time.

The elements or components are the primary building blocks of a piece of software. In prac-

tice these elements can be modules, classes or any meaningful aggregations. Architecture

recognizes how these elements relate and interact with each other. In these elements essen-

tials are their visible or public interfaces (Bass, Clements, and Kazman 1998). Software ar-

chitecture does not describe the actual implementations behind these visible interfaces. This

abstraction derives from the idea that architectural elements interact with each other through

these interfaces. This is why it is not desired to add complex details in a architectural design.
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As the first definition says, the architecture can comprise of more than one architecture. Each

nontrivial structure or substructure can have its own architecture. The overall architectural

structure of a system can be composed from these separate designs.

Software architecture does not focus on the details of the algorithms or data structures.

Its concern is on global control structures; composition of design elements; protocols for

communication; physical distribution; synchronization, and data acces; which element is

responsible on what functionality; scaling and performance; and selecting among design

elements (Garlan and Perry 1995).

3.2 History

The software architecture is relatively young discipline. The first occurrance of the prase

software architecture is from software engineering techniques conference organized by

NATO in 1969. Before the late 1980s the meaning of software architecture was quite differ-

ent from what it is nowadays. At that time the term architecture referred mostly to system

architecture (Kruchten, Obbink, and Stafford 2006).

It was the begining of 1990s when software architecture started to emerge to its own distinct

discipline. The first significant article about software architectures was written by Winston

W. Royce and Walker Royce in 1991 (Royce and Royce 1991). At that same year Philippe

Kruchten wrote an article about combining an iterative development with architectural de-

sign (Kruchten 1991). In 1992 Dewayne Perry and Alexander Wolf published an seminar

article about the study of the software architectures (Perry and Wolf 1992). The purpose of

the article was to build the foundations for software architecture. The article introduced the

basis for architecture description languages (ADLs). The first book on software architecture

was published in 1994 (Witt, Baker, and Merritt 1994).

The late 1990s was significant in the field of the software architecture. Kazman et al.

published a method for analyzing software architectures (Kazman et al. 1994). In 1995

Philippe Kruchten published an article about different view models (4+1) in software ar-
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chitecture (Kruchten 1995). Many large private companies such as Siemens, Nokia and

Philips (Soni, Nord, and Hofmeister 1995; Buschmann et al. 1996; Hofmeister, Nord, and

Soni 2000; Jazayeri, Ran, and Linden 2000) started to pay attention to the software architec-

tures.

In the following years many notable things happened in the field of the software architectures.

In 1999 the first IFIP Conference on software architecture (WISCA1) (Donohue 1999) was

held in San Antonio, Texas, USA. Software architectures were really starting to get more

attention. Many books and articles concerning the best practices in the software architecture

started to emerge. The IEEE standard concerning software architectures was published in

2000 (IEEE 1471 2000).

Today software architecture is an essential part in the field of software engineering. There

is a large volume of literature about software architectures. Companies have dedicated em-

ployees specialized on architectures. Many technologies and frameworks have emerged that

provide an architectural basis for software. For example, many modern web frameworks,

such as Ruby on Rails, Grails and ASP.NET MVC, make architectural decisions for devel-

opers.

3.3 Architectural Pattern

An architectural pattern (or style) characterizes a family of systems that are related by shared

structural and semantic properties (Monroe et al. 1997). An architectural pattern is not an

architecture. A concrete software has an architecture that can be an instance of an archi-

tectural pattern. It also determines how components, connectors and configurations can

be used in instances of that pattern together with a set of design constraints. In this context

components are modules that contain computational logic while connectors are concerned

of communication and configurations are the collection of interacting components and con-

nectors (Abowd, Allen, and Garlan 1993). Bass et al. (Bass, Clements, and Kazman 1998)

defines an architectural pattern as follows:
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An architectural pattern is a description of elements and relation types to-

gether with a set of constraints on how they may be used.

Architectural patterns have a vocabulary for components and connectors (e.g. “pipe” and

“filter” in pipe and filters pattern or “client” and “server” in client-server pattern) and anal-

ysis of the pattern (Garlan and Shaw 1994). The purpose of these vocabularies is to give

insight on how the architectural pattern is organized and what are the responsibilites of each

component and how they should interact.

An architectural pattern is one way to communicate experiences on designing software ar-

chitectures in order to produce better designs. In other words, an architectural pattern pro-

motes design reuse. These styles give an intuition to system’s high-level structure rather

than reveal any concrete implementation details. Perhaps the most important thing that ar-

chitectural pattern provides are the quality attributes. These quality attributes give criteria for

software architects on what kind of architectural pattern should be chosen for some particular

case (Bass, Clements, and Kazman 1998).

3.4 Quality Attributes

The quality of the software is measured by the degree of how well user requirements are

met. The term quality can be defined as (IEEE P1471 2000) “the degree to which a system, a

component, or a process meets customer or user needs or expectations”. The quality consists

of quality attributes (QA). Quality attribute is a nonfunctional characteristic of a component

or a system (Dobrica and Niemela 2002). Defining and analysing these quality attributes can

be challenging because many of them can be obscure, such as safety and portability (Kazman

et al. 1994, 1996). According to (Dobrica and Niemela 2002) the number of the quality

attributes can vary in software evaluation literature. The ISO/IEC 9126-1 standard names

six categories of characteristics which are divided into subcharacteristics. The list is as

follows (ISO 2001):

• Efficiency: Efficiency consists of set of attributes indicate the level of performance of

the software and the amount of resources used. Efficiency can be sub-characterized

into time behaviour, resource utilization and efficiency compliance.
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• Functionality: Functionality refers to a set of functions that satisfy required needs. It

consists of suitability, accuracy, interoperability, security and functional compliance.

• Maintainability: Maintainability refers to a set of attributes that indicate the needed

effort in order to make changes. Essential things are analyzability, changeability, sta-

bility, testability and maintainability compliance.

• Portability: Portability is the ability of the software to be transferred from one plat-

form to another. Attributes that are related to it are adaptability, installability, co-

existence, replaceability and portability compliance.

• Reliability: Reliability refers to the ability of the software to perform under required

conditions for a required period of time. It has four following sub-characteristics:

maturity, fault tolerance, recoverability and reliability compliance.

• Usability: Usability concerns about the amount effort that is required in order to use

the software. It has five sub-characteristics: understandability, learnability, operabil-

ity, attractiveness and usability compliance.

When evaluating a software the evaluator should decide what kind of quality attributes are

relevant in that particular case. Not all of the listed attributes should be a part of the eval-

uation process. The set of the quality attributes should always be chosen according to case

specific objectives. Things that may affect on the set of evaluated quality attributes are the

architectural pattern, the environment where the software operates and functional objectives

of the software.

3.5 Evaluation

The architecture of the software system has always a set of constraints that has its benefits

and tradeoffs. By knowing what kind of effects the chosen architecture has on the system,

architects can make better design decisions. An architecture evaluation should be a standard

part of every architecture-based development methodology (Bass, Clements, and Kazman

1998).

The quality of the software is a property that can not be added in the last phases of the

development. By evaluating architecture early in a project, design decissions can be made in
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order to fulfill the quality requirements. Early evaluation is usually the most cost-effective.

The earlier the problems are discovered, the cheaper it is to fix them (Abowd et al. 1997).

Evaluations should be made multiple times during the software life-cycle.

The evaluation process can also increase understanding of the architecture of the software

system. Before the architecture is reviewed, reviewees are required to document it. This

documentation can then be used as top-level architectural description. The evaluation process

may raise questions that needs answer. Questions create conversations that offer explanations

for architectural choices that were made. Given answers may prove valuable during the life

cycle of the software (Abowd et al. 1997).

The architectural evaluation can also give a better understanding of software requirements.

By examining how well an architecture fulfills its requirements it awakens questions and

discussions about the requirements. Requirements may have conflicts with each other. By

uncovering the conflicts it is possible to make tradeoffs between the requirements by priori-

tization (Abowd et al. 1997).

As can be seen, the evaluation has a lot of benefits that can make a difference how the whole

software project turns out. The lack of evaluation may cause financial cost and, therefore,

be the reason for possible failure. In order to perform a meaningful evaluation for an archi-

tecture, there must be a set of preconditions that the architecture should fulfill. Bass et al.

defines six preconditions for evaluation (Bass, Clements, and Kazman 1998): clearly artic-

ulated goals and requirements for the architecture, controlled scope, cost-effectiveness, key

personel availability, compenent evaluation team and managed expectations.

In order to make decission if architecture is suitable or not, the recognition of the quality

attributes is required. The chosen architecture can enable high performance but suffer from

the lack of modifiability. Whether this is desired quality for an architecture depends on the

requirements.

The evaluation should be focused on a small set of high-priority goals. If the number of goals

is more than five, it may indicate that the expectations are unrealistic.

Expenses of the evaluation should not be greater than gained benefits. For a small project it
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is not meaningful to spend months for the evaluation nor is it wise to do the evaluation in

one day for a large scale architecture.

In order to perform a good quality evaluation, all relevant stakeholders should participate

to evaluation process. People that do the evaluation should also be motivated. If the peo-

ple do not consider it beneficial, the quality of the evaluation suffers. Evaluators should

also be fluent in architecture and architectural issues. Everyone should also have a mutual

understanding of the expectations and goals set for the architecture.

3.6 Evaluation Methods and Techniques

Architecture evaluation methods can be divided into two category: questioning techniques

and measuring techniques (Abowd et al. 1997; Dobrica and Niemela 2002). The key idea

of questioning technique is to produce qualitative questions that can reveal possible defects

in an architecture. In practice, a questioning technique can be a scenario, questionnaire, or

checklist. The following listing explains briefly what these techniques are (Abowd et al.

1997):

• Scenario: Scenario is a short description of some specific usage of software or some

modification that is to be made. The purpose of the scenario is to provide information

on how the architecture responds to it. That is to say, whether it should be modified

before it can fulfill the scenario. It is beneficial to create scenarios for each group of

stakeholders. A stakeholder can be an end user, a developer or a system administrator.

Scenarios are always system or software specific and they are developed as a part of

evaluation process.

• Questionnaire: A questionnaire is a list of questions that apply to all architectures.

Therefore, they are general and relatively open. These questions can be for example

“how the architecture is documented?” or “who designed the architecture?”

• Checklist: Checklist contains more detailed questions than a questionnaire. Check-

lists are composed by using the experience and knowledge drawn from previously

evaluated systems. Whereas questionnaires are relatively general, checklists are usu-

ally highly domain-specific.
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Several methods have been developed for questioning. These include SAAM, ATAM, CBAM,

ALMA and FAAM. All mentioned techniques are so called scenario-based software architec-

ture evaluation methods. An overview of each of these methods is described in (Hammer,

Ionita, and Obbink 2002).

Measuring techniques include quantitative measurements of the architecture. They can be

regarded as more mature than questioning techniques. This is because measuring techniques

provide answers rather than generate questions. These techniques include metrics, simula-

tions, prototypes and experiences (Abowd et al. 1997; Dobrica and Niemela 2002). Met-

rics measure some observable aspects of the software. These can be, for example, lines of

code or cyclomatic complexity. Some useful metrics measure cohesion and coupling. One

way to capture cohesion and coupling is to examine relationships and connections between

modules (or classes) and functions (or methods) (Briand, Morasca, and Basili 1993). It is

desirable that a system has low coupling and high cohesion. Cohesion can be defined as

follows (Briand, Morasca, and Basili 1993):

Cohesion is the extent to which a module only contains data declarations

and subprograms which are conceptually related to each other.

Cohesion can be extracted in many ways but one good example of how the cohesion can be

calculated is presented in (Briand, Morasca, and Basili 1993).

While the cohesion describes how well conceptually related functions are grouped together,

coupling captures their dispersion by looking dependencies between different modules

(Briand, Morasca, and Basili 1993).

Prototypes and simulations may help to figure out what kind of architecture should be cho-

sen. A prototype or candidate model for architecture consist of unimplemented function or

method stubs. Simulations can be performance models. These simulations and prototypes

may provide an answers to questioning techniques.

The mentioned evaluation techniques are categorized and summarized in Table 2. Generality

column implies to focus of the technique. In other words, can it be applied to all cases or

is it perhaps a domain specific. Level means the level of detail or how much we should

22



know about the architecture before that technique can be used for evaluate it. The phase says

when the technique should be applied during the software life cycle. The target tells what the

technique evaluates. Artifact means that the focus is on the architecture and its properties.

Artifact process means that the evaluation focus on the role played by the architectures in the

development process. More detailed descriptions about the meanings of the dimensions can

be found from (Abowd et al. 1997).

Method Generality Detail Phase Target

Questionnaire general coarse early artifact

process

Checklist domain-specific varies middle artifact

process

Scenarios system-specific medium middle artifact

Metrics general or fine middle artifact

domain-specific

Prototype,

Simulation, domain-specific varies early artifact

Experiment

Table 2. The Properties of The Evaluation Approaches (Abowd et al. 1997).

3.7 Scenario Based Evaluation Methods

In this section, three different scenario-based architectural evaluation methods are presented.

The methods are SAAM, ATAM, and CBAM.

3.7.1 SAAM

SAAM is a scenario-based software analysis method that forces designers to consider the

future of the software system rather than the present state. SAAM has five different steps:

describe candidate architecture; develop scenarious; evaluate each scenario; reveal sce-

nario interaction; and, weight scenarios and scenario interactions (Kazman et al. 1994,

1996). The dependencies between the steps are illustrated in Figure 6.
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Figure 6. Activities and dependencies in scenario-based analysis (Kazman et al. 1996).

A more detailed descriptions of each of the steps are presented in the following listing (Kaz-

man et al. 1994, 1996):

• Describe candidate architecture: Before the analysis can start, there must be a rep-

resentation of the current (candidate) architecture that describes what it means to be a

component or connector. It should indicate computation and data components and re-

lationships between them. Representation can be a static or dynamic and there can be

many representations. Dynamic representation can be a natural-language specification

of the overall behavior.

• Develop scenarios: Scenarios should include activities that system must support and

changes that system is expected to undergo. Those activities should be relevant to

different stakeholders.

• Evaluate each scenario: If the architecture can execute the task and activities of the

scenario, then the scenario is direct, otherwise it is indirect. The interest is on indirect

scenarios because they represent changes that the system is required to undergo in or-

der to execute that particular scenario. For each indirect scenario there should be a list

of the required changes, cost and time estimates. By the end of this step, there shoud

be a summary table of all direct and indirect scenarios. For each indirect scenario there

should be description of the impact the scenario has on the architecture.

• Reveal scenario interaction: If two or more indirect scenarios require changes to the

same component they are said to interact. A high degree of interaction may indicate

a poorly isolated functionality. These interactions point potential trouble spots of the

design. They also measure how the architecture supports an appropriate separation of
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concerns.

• Weight scenarios and scenario interactions: Each scenario and scenario interaction

should be weighted in terms of relative importance and use those results to determine

an overall ranking. This step involves all stakeholders in the system. The weighting

reflects the relative importance of the quality factors that scenario manifests.

3.7.2 ATAM

Architecture trade-off analysis method (ATAM) (Kazman, Klein, and Clements 2000) is a

scenario-based architecture evalaution method that is based on SAAM. The focus is on the

evaluation of the quality attributes. The method also explores the interactions, interdepen-

dencies of the quality attributes, and the tradeoffs between the quality attributes. It gives

answer to how well the software satisfies the predefined quality goals.

The ATAM evaluation sessions consists of four phases: presentation phase, investigation

phase, testing phase, and reporting phase. A more detailed descriptions of the phases are

presented in the following listing (Kazman, Klein, and Clements 2000):

• Presentation phase: This phase begins by describing all the participants involved in

the evaluation session. After that, the business goals and primary architectural quality

drivers are described. Lastly the software architect presents the architecture of the

software and describes how it addresses the business goals that were set.

• Investigation phase: In this phase the architectural approaches are presented. After

that, the requirements of the system are mapped to appropriate architectural property.

Lastly, the architectural approaches are analyzed and rated.

• Testing phase: This phase negins by creating a large group of scenarios and prioritiz-

ing them. After that, the prioritized scenarios are used as an input for reiterations of

architechture approach analysis step.

• Reporting phase: In this phase, the evaluation team summarizes and presents the

results of the three previous phases to the stakeholders.
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3.7.3 CBAM

Cost-benefit analysis method (CBAM) (Kazman, Asundi, and Klein 2001) is an architecture

evaluation method that brings together the architecting process and the economics of the

organization. CBAM adds costs as quality attributes and treats them equally with other

quality attributes. The method is build upon the ATAM. The CBAM evaluation sessions of

two phases: tread, and detailed examination. The first phase is necessary only if there are

many architectural strategies to be discussed. Only a few are selected to the second phase. If

there is only a few architectural strategies, the evaluation session starts right from the second

phase. Both phases consists of six steps that are described in the following (Kazman, Asundi,

and Klein 2001):

1. Choose scenario of concern an their associated architectural strategies: Choose

scenarios that concern most the stakeholders and address architectural stategies for

chosen scenarios.

2. Assess quality attribute benefits: Benefits of the elicited quality attributes are formed

by using the expertice of managers who best understand the business implications.

3. Quantify the benefits of the different architectural strategies: The architectural

stategies are elicited by using the expertice of software architects.

4. Quantify the architectural strategies costs and schedule implications: The cost

and schedule are elicited with business managers and architects.

5. Calculate desirability: The evaluation team counts the desirability level for each ar-

chitectural approach based on the ratio “benefit divided by the cost”. More detailed

formula can be found from (Kazman, Asundi, and Klein 2001).

6. Make decissions: The cost-benefitially best architectural strategies are chosen.
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4 EBI and SOA Patterns

Divide et impera – Divide and Conquer.

–Julius Caesar

The Entity-Boundary-Interactor (EBI) architectural pattern and the service-oriented archi-

tecture pattern (SOA) are presented in this chapter. The background of the EBI pattern is

presented in Section 4.1. In section 4.2 a general principles of the EBI pattern are presented.

The quality attributes of the EBI are presented in Section 4.3. The implementation details of

the EBI are presented in Section 4.4. In Section 4.5 the service-oriented architecture pattern

is defined and the principles of SOA are presented. Section 4.6 introduces the SOA related

quality attributes and what kind of architectural trade-offs comes with them. Section 4.7

presents implementation details of the SOA pattern.

4.1 Background

The clean architecture is a term used by Robert C. Martin in his talks and and writings con-

cerning software architectures (Martin, 2012, 2011a). In his blog post (Martin 2012) Martin

mentions four architectural patterns: hexagonal architecture (Cockburn), onion architec-

ture (Palermo), DCI (Coplien and Bjørnvig 2011), and BCE (or EBI) (Jacobson 1992). They

all share a common objective, which is the separation of concerns. Previously mentioned

architectures achieve this by dividing the software into layers. They all share five common

aspects, which are presented in the following listing (Martin 2012).

• Independent of frameworks. The architecture does not depend on any external libraries

or frameworks. Frameworks and libraries can be used as tools rather than inseparable

part of the architecture.

• Testable. The business rules can be tested without any external elements.

• Independent of UI. The UI can be changed without any affect to the architecture be-
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cause the UI not bound to it.

• Independent of Database. The databse can be changed without any affect to the archi-

tecture because the business rules are not bound to the database.

• Independent of any external agency.

The clean architecture concept is illustrated in Figure 7.

In this thesis, the term clean architecture refers to an architecture that follows the rule that

makes these architectures work: the dependency rule. This means that source code de-

pendencies can only point inwards. In Figure 7 it means that inner circles does not know

Figure 7. The Clean Architecture (Martin 2012).

anything about the outer circles. Nothing on the outer circle should have any impact to the

inner circles.

There are four different layers1 in Figure 7: entities, use cases, interface adapters, and

1. There is nothing that limits the number of the circles to four. The important thing is that the dependency

rule is not violated.
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frameworks and drivers. The most inner layer consist of entities. An entity encapsulates

enterprise-wide business rules. An enterprise-wide business rule is an application agnostic

rule. Put differently, a rule that is so general that it can be used in multiple applicatios without

any changes to it. In practice, it can be an object with methods. or it can be a set of data

structures and functions (Martin 2012).

The application business rules are encapsulated into use cases. The use case orchestrate the

flow of data to and from the entities. Enterprise wide business rules of the entities are used

to achieve the goals of the use case. Changes in this layer should not cause changes to the

entities. Changes should be expected only if use cases change (Martin 2012).

The interface adapters layer is a set of adapters that convert the input data of the application

into proper format for the use cases and interactors. The adapters also convert the output

data of the application into a format that is proper for external agencies, such as the database

or the web (Martin 2012).

The frameworks and drivers layer consists of external agencies. In other words, this layer

contains the code that is needed to attach the UI, the database or some web framework into

the application (Martin 2012).

The boundaries between the layers should be crossed in a way that the dependency rule is not

violated. This means that the inner layers are not allowed to to direct calls into upper layers.

That is to say, the source code dependencies should always points inward. At the lower right

of Figure 7 is an example how the boundaries are crossed. The work flow arrow shows how

the controller in the interface adapters layer communicates with the use case interactor of

the use cases layer. Then the use case interactor communicates with the presenter of the

interface adapters layer. It should be noted that all the arrows from the interface adapters

layer (dependencies) points towards the interactor in the use cases interactor. The use case

interactor has no dependencies with the interface adapters. This is achieved by using the

dependency inversion principle (DIP) (Martin 2012). The DIP states two things (Martin

2003):

1. High-level modules should not depend on low-level modules. Both should depend on

abstractions.
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2. Abstractions should not depend upon details. Details should depend upon abstrac-

tions.

In Figure 7 the DIP manifests as depencies on the interfaces rather than concrete classes.

The controller access the interactor via use case input port interface. It knows nothing about

the underlying implementation. The same pattern is found when the interactor needs to

communicate with the presenter. Instead of making direct call to the concrete presenter

class, the interactor calls some thing that implements the use case output port interface. The

dependency rule is not violated.

The data that crosses the boundaries should be simple data structures (Martin 2012). The

data can be in a struct or wrapped into DTO, or it can be arguments in function calls. The

important thing is that the entities are not passed across the boundaries as such. This would

violate the dependency rule. Outer circles should pass data in the form that is most convinient

for the inner circle.

4.2 Principles of EBI

Entity-Boundary-Interactor (EBI) pattern is inspired by Robert C. Martin’s speech ‘Keynote:

Architecture the lost years’ at Ruby Midwest conference on 2011 (Martin). The EBI is

based on the ideas of Ivar Jacobson that he presented in his book ‘Object-Oriented Software

Engineering: A Use Case Driven Approach’ (Jacobson 1992). In the EBI pattern, the archi-

tecture is build upon use cases. In this context a use case is a sequence of transactions that

the user performs in a dialog with the software system (Jacobson 1992). The software that

is build according to the EBI patterns consists of three basic elements: entities, boundaries,

and interactors. Interactors are objects that are invoked when the user uses the software. In

other words they implement use cases. This is called as use case driven design (Jacobson

1992). The whole system is controlled from what the user wish to do with the system. If

the functionality of the software system requires changes, that is, the use case changes, the

developers see directly which interactor needs to be changed.

The essential parts or building blocks of the EBI pattern are presented in the following list

and the top level architecture can be seen in the Figure 8.
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Figure 8. Entity-Boundary-Interactor Pattern.

• Entity: Entities represent business objects that have application independent business

rules. This means that no matter where they exist they always encapsulate the same

business rules. All the application agnostic business rules should be located in the en-

tities. Entities in the EBI pattern represents the entities layer described in Section 4.1.

• Interactor: Interactor is a object that implements a use case. They have application

specific business rules. Application specific business rules are rules that apply to some

specific application for instance a book store application. This means that these busi-

ness rules can not be a part of some framework or library that might be used in the

application. This means that the interactors do not live in any framework or library;

they are a essential part of the core functionality of the some specific application. If

we look at Figure 4.1, these interactors are located in the use cases layer.

• Boundary: Boundaries are interfaces. In the figure 8 there are three different bound-

aries. The request boundary is an access point to services that the interactor imple-

ments. Where as the reponse boundary is interactors way to send the possible results

of the request that was made. The third boundary in the figure 8 is called Entity gate-

way. It is an access point to the system that stores entities. It can, for example, be
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a database. In the context of the clean architectures, described in Section 4.1, these

boundaries represents the boundary between the interface adapters layer and the use

cases layer. These boundaries enable complience with the DIP.

• Delivery mechanism: Delivery mechanism is something that delivers request to the

application and takes reponse messages from the application. For instance, it can be a

web framework or it can be a desktop application or some testing framework like the

NUnit. Put differently, it is just a detail that has nothing to do with the functionality

of the application. In the context of the clean architectures, the delivery mechanism is

located on the most outer layer in Figure 7.

4.3 Quality Attributes of EBI

In his blog post ‘Screaming Architecture’ (Martin 2011b) Martin points out the reasons why

a good architecture is build around use cases and why the application should be decoupled

from frameworks and other external agencies. Decoupling the architecture from external

agencies enables architect to describe structures that support the use cases. This should be

architects first concern, not the frameworks that should be used. The EBI pattern enables

this by separating the details, such as UI and database from the application (Martin, 2011a).

This increases the flexibility of the software.

The top level architecture should reflect the intent of the application or as Martin says the

architecture should “scream” its intent. This manifests in the EBI pattern as a naming con-

vention. The interactor should be named according to the use case it implements (Martin).

For example, if the use case is called ‘List customers’ the interactor class that implements

this use case should be called ListCustomers or equivalent. The use case driven de-

sign makes the architecture more traceable in the situations where the architecture requires

changes.

By decoupling the application from external agencies, the architect can defer decissions such

as what framework or database should be used. In the EBI pattern, all dependencies point

inward, which means that the application has no external dependencies (Martin). This gives

flexibity to the architecture. It will also make the application easier to test. Use cases can
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be tested without the presence of the UI, web server or the database. The database can be

replaced with some lightweight module that mimics the database. The UI can be replaced

with some testing framework such as the NUnit. This will shortens the time required to

get the results of the unit tests. In other words, decoupling in the EBI pattern improves the

testability of the architecture.

4.4 Implementation of EBI

The implementation details concerning the EBI pattern are presented in this section. These

details include the architectural structure and messaging model.

As mentioned in Section 4.2, all the dependecies in the EBI pattern point inward. This

is presented in Figure 9. The figure shows how the interactors and entities can be hidden

behind the boundaries. The delivery mechanism uses request boundary that is implemented

Figure 9. Entity-Boundary-Interactor Module Thinking.

by the interactor. The respose boundary is implemented by the delivery mechanism. That

is to say, the delivery mechanism has dependencies on boundaries but nothing in the core

system depents on the delivery mechanism. This same idea applies to the entity gateway
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boundary. The interactor uses the entity gateway to access preserved data from some system

that implements the entity gateway boundary.

The whole system can be thought as a set of modules. The delivery mechanism can be a

module to the core application and the system that implements the entity gateway can be

a module. The application itself is completely decoupled from the implementations of the

request and gateway boundaries . Each one of these can exist, for example, on its own dy-

namically linked library file. This whole idea is illustraded by dashed boxes in the Figure 4.4.

The delivery mechanism is on the right, the application itself is on the top left and the entity

gateway implementer on the bottom left.

There are two kinds of messaging boundaries in the EBI pattern: request boundaries and

response boundaries. Request boundary is an interface that hides the actual implementation

of the interactor from the delivery mechanism. It operates as an access point on which the

Figure 10. Entity-Boundary-Interactor Request.

user can use to make service requests. The request message or model itself can be, for

example, a some kind of simple data structure. It should not contain any logic and its only

purpose is to store necessary data so that interactors can reason the meaning of the message.
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A dictionary that contains only key-value pairs is a good example of this type of structure.

The request action is illustrated in Figure 10.

Response boundary is an interface through which the interactor can interact with the delivery

mechanism. In other words, the interactor sends all the response messages through the re-

sponse boundary. The implementation of this boundary is responsibility of the implementor

of the delivery mechanism. Like the request model, the response model should be a sim-

Figure 11. Entity-Boundary-Interactor Response.

ple data structure that only contain the relevant data. The response action is illustrated in

Figure 11.
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4.5 Principles of SOA

Many of todays distributed systems are implemented using the service-oriented architecture

(SOA) approach. SOA has many definitions in the literature. Some definitions claim that it

has something to do with a particular technology such as web services. In reality SOA is an

architectural pattern, a set of principles, and it is not binded into some particular technology.

Erl et al. (Erl et al. 2012) define SOA as follows:

Service-oriented architecture is a technology architectural pattern for service-

oriented solutions with distinct characteristics in support of realizing service-

orientation and the strategic goals associated with service-oriented computing.

Another good definition for SOA is (Sprott and Wilkes 2004):

The policies, practices, frameworks that enable application functionality to

be provided and consumed as sets of services published at a granularity relevant

to the service consumer. Services can be invoked, published and discovered, and

are abstracted away from the implementation using a single, standards-based

form of interface.

The first definition defines that SOA is an architectural pattern for realizing service-oriented

systems. As a architectural pattern, it sets constraints and gives guidelines for reaching the

service-oriented architectural design (see Section 3.3).

In the latter definition, the focus is on the concept of services and on how the services are

made available. It refers to a fact that SOA is a guideline for designing a software that

provides services to a service consumers. SOA itself does not say how the services should

be implemented. It just gives guidelines how to offer services to a service consumers. Party

that provides the service is called a service provider. A consumer and a provider are roles.

Former invokes the service and latter provides (implements) it. Jointly they are referred to as

service participants. A service is some task done by a service provider in order to produce

desired result for a service consumer.

The latter definition says that services can be invoked, published and discovered through an

interface. This interface should also be segregated from the implementation. This refers to a
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Figure 12. A simplistic illustration of SOA.

design principle that an interface is in some sense a layer that separates the consumer from

the provider so that the consumer has no interest on what kind of provider implements the

service on the other side of that interface and vice versa. The consumer’s only concern is that

it gets the desired result from the service. This service interface is in a way a promise to the

consumer on which the provider, that implements the service, is bound. Figure 12 presents

a simple illustration of the SOA.

A service is a way to access one or more utilities produced by the service providers. The

service consumer can access these utilities by predefined interface that is described in the

service description. Brown et al. (Brown, Johnston, and Kelly 2002) define a service as

follows:

A service is generally implemented as a coarse-grained, discoverable soft-

ware entity that exists as a single instance and interacts with applications and

other services through a loosely coupled (often asychronous), message-based

communication model.
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O’Brien et al. (O’Brien, Merson, and Bass 2007) give the following definition for a service:

A service is a distributed component with the following characteristics: is

self-contained; has a published interface that abstracts the underlying logic; is

location transparent; can be implemented in different languages or platforms

and still interoperate; is discoverable and dynamically bound.

In the first definition parts “generally implemented as a coarse-grained” and “interacts with

applications and other services” refers to a principle that a service can be composed from

multiple services so that it offers one meaningful service in a perspective of the consumer.

SOA comes with a set of principles that are to be followed when implementing a software

system in an SOA pattern. What these principles are varies in the literature. Different kinds

of proposals of SOA principles can be found from following references (Brown, Johnston,

and Kelly 2002; Erl 2005; Balzer 2004; The Microsoft Windows Communication Foundation

team). Most of the proposals have same kind of principles and guidelines. The following

listing is constructed according to those principles that are found from most of the references.

• Service abstraction: Service should be abstracted from the implementation (service

provider), i.e., hides logic from consumers. This promotes reuse, growth, and interop-

erability.

• Service statelessness: All necessary information should be passed to the service when

it is invoked. This means that the service provider does not make any hidden assump-

tions that the consumer should be aware of.

• Service reusability: Service should be reusable in a way that other services can be

composed by using the functionalities of existing ones.

• Published service interfaces: The internal logic of the service should not be exposed.

Only the functionality should be published.

• Formal contracts: There should be clear specifications about the obligations for ser-

vice providers and consumers concerning the service.

In addition to former listing there are some constraints that can improve the SOA-based

software system if they are applied. First of these constraints is idempodent request. In the

context of computer science the term idempotent refers to an operation which can be done
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multiple times with same input and the result is always the same as in the first time. If the

service is idempodent it will increase the reliability of it because the same request can be

repeated in the case of failure without the fear that the service would produce unexpected

results.

Another constraint is technology neutrality. This means that services should be available

to consumers in spite of the platform of the consumer application. This restricts of the

use of a programming language specific APIs as a practice of making services available

for consumers. Service invokations should be based on standardized formats and vendor

independent technologies.

4.6 Quality Attributes of SOA

Before choosing the SOA approach for implementing a software systems, architect should

be aware of SOAs quality attributes and what kind of trade-offs are related to those. O’Brien

et al. list nine SOA quality attributes in their article (O’Brien, Merson, and Bass 2007).

The quality attributes are: interoperability, performance, security, reliability, availability,

modifiability, testability, usability, and scalability.

Interoperability is communication between different entities that share specific information

and use it according to an agreed operational semantics (Brownsword et al. 2004). It is

considered as the most prominent benefit of the SOA.

Performance has multiple meanings depending on the contex. Usually it refers to the re-

sponse time, throughput, or timeliness. Performance is a drawback of the SOA because of

its distributed nature. Service providers and service consumers are usually located on differ-

ent machines, which can cause latency in communication. On the other hand, SOA enables

location transparency, for example, services deployed in multiple locations that can improve

the total throughput and availability of a system.

Security is a thing that should always be taken under a cautious consideration when designing

a software, especially when dealing with systems that use web services.

Reliability is the ability of a system to keep operating over time without failure (Clements,
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Kazman, and Klein). Reliability of messaging between end points and the reliability of ser-

vices are essential in SOA. Usually the SOA platform is responsible for providing reliability

in messaging. The reliability of sevices refers to preserving data ingegrity in the context of

transaction management during failures.

Availability concerns both service providers and consumers. Ideally the service is always

available when customer tries to invoke it. If not, functional requirements can not be achie-

ved. It is in providers interest that the service they produce is always available for consumers.

In order to offer the service in the most reliable way, services should be designed as stateless.

Statelessness enables services to be replicated easily because there are no internal states to

maintain. The replicas do not need to know what another instance is doing.

Modifiability (Clements, Kazman, and Klein) is the ability to make changes to a system

quickly and cost-effectively. Loose-coupling is one of the key aspects of the SOA. This is

achieved by implementing services as self-contained components that can be accessed via

cohesive interfaces. This enables low costs when making changes to implementations and

therefore increases the modifiability of the whole system. Once the interfaces have been

decided it can be challenging to change them because once published they might be used by

many applications.

Testability is the degree to which a software artifact (i.e., a software system, software mod-

ule, requirements or design document) supports testing in a given test context (Wikipedia -

Software testability). Testing a SOA-based system can be challenging for multiple reasons.

Access to the source code and log files or outputs in general can be restricted if there are

external service providers. If services are discovered at run-time or different providers may

be used in some cases and platforms may vary. These kind of issues may cause extra effort

in order to make system testable.

Usability is a measure of the quality of a user’s experience in interacting with information or

service (O’Brien, Merson, and Bass 2007). In a distributed SOA-based system, remote calls

can take a relatively long time. The ability avoid these kind of delays can be challenging in

SOA-based systems.

Scalability refers to the ability of the system to function well in cases where it is changed
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in size or volume, for example, system has to serve larger amount of consumers without

any major performance degradation. There are multiple strategies to gain better scalability:

horizontal scaling (add load-balanced servers), vertical scaling (increace the capacity of a

server), stateless services or service scope.

4.7 Implementation of SOA

Services are essential building blocks of an SOA styled software system. This section intro-

duces the concept of web services as an implementation option of services.

Web services are often associated to SOA. Even though web services are not mandatory

in SOA they to enable some principles of SOA such as technology independent end point

(consumer application). The W3C defines a web service as follows

(Web Services Glossary):

A Web service is a software system designed to support interoperable machine-

to-machine interaction over a network. It has an interface described in a machine-

processable format (specifically WSDL). Other systems interact with the Web

service in a manner prescribed by its description using SOAP-messages, typi-

cally conveyed using HTTP with an XML serialization in conjunction with other

Web-related standards.

The problem with this definition is that it assumes SOAP-messages are used when interacting

with the web service. According to (Hao 2003) a web service can be thought as an SOA with

two following constraints:

1. Interfaces must be based on Internet protocols such as HTTP, FTP, and SMTP.

2. Except for binary data attachment, messages must be in XML.

This definition does not force SOAP to be the only way to interact with web services. Fol-

lowing subsections cover to possible ways to produce web services: REST and SOAP.
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REST is an architectural pattern for networked systems that is derived from several of the

network-based architectural patterns (Fielding 2000). It is not a standard specification or

technology. The term REST stands for Representational State Transfer. It was described by

Roy Fielding in his Ph.D. dissertation (Fielding 2000). One of the key concepts of REST is

a resource. Any information that can be named is a resource. Every resource has an URI

(Uniform resource identifier) that is a unique identification of it. A resource can have zero or

multiple representations. A representation is the current or intended state of a resource.

REST is potential architectural pattern for implementing an SOA-based software system.

REST has common constraints with an SOA and it also promotes many of the SOAs quality

attributes. When these constraints are applied as a whole, the emphasize scalability of com-

ponent interactions, generality of interfaces, independent deployment of components, and

intermediary components to reduce interaction latency, enforece security, and encapsulate

legacy systems (Fielding 2000).

REST promotes quality attributes such as reliability, modifiability and scalability. Reliabil-

ity is achieved by the stateless nature of REST. REST presume that the client provides all

necessary information for monitoring system in the request in order to monitoring system

to understand it. This makes it easier to recover from errors. REST server components can

quickly free resources because thare are no internal states to maintain and therefore improves

scalability (Fielding 2000)

Modifiability is achieved by the uniform interface constraint. The uniform interface decou-

ples server side implementations from clients. This allows implementation to be changed

without any need to make changes on client side (Fielding 2000).

Web services can be implemented by using REST. The HTTP protocol can be used as uni-

form interface for services. Its benefits are simplicity and platform independence. Let us

assume that there should be a REST interface for a web service that offers basic CRUD

functionality for client data. Different HTTP methods can be used for accessing and manip-

ulating the representations of the client data. This is ilustrated in Table 3.

In the examples, representations are identified with URLs. For example the client can create a

new representation of a customer by sending a HTTP PUT request to the server with specified
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Method usage

Method Action URL example

GET Retreive representation https://api.example.com/customers/5

POST Create a representation https://api.example.com/customers/

PUT Sets a state of a representation https://api.example.com/customers/5

DELETE Delete a representation https://api.example.com/customers/5

Table 3. Examples HTTP method usage in REST-based application.

URL and appropriate data. Later this representation can be retreived by sending a HTTP

GET request to the server with the URL that has all the necessary information in order for

customer service to derive the right representation. In the table above, URL has an id number

attached to it for identifying right representation.

SOAP is an acronym standing for Simple Object Accessing Protocol. It is is a lightweight

protocol intended for exchanging structured information in a decentralized, distributed en-

vironment (Gudgin et al. 2007). It was originally developed by Microsoft in March 1998

and later in co-operation of multiple organizations (Exclusive .NET Developer’s Journal

“Indigo” Interview with Microsoft’s Don Box). Its advantages are language and platform

independence. It is also simple and extensible. In 2003 it became a W3C recommendation.

SOAP message is based on XML and works like an envelope that carries its letters. It has

to contain following elements: an envelope that identifies the XML document as a SOAP

message; a header element, a body element and a fault element. A simple SOAP message is

illustrated in the following example (SOAP Tutorial - SOAP syntax):

<?xml version="1.0"?>

<soap:Envelope

xmlns:soap="http://www.w3.org/2001/12/soap−envelope"

soap:encodingStyle=

"http://www.w3.org/2001/12/soap−encoding">

<soap:Header>

...
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</soap:Header>

<soap:Body>

...

<soap:Fault>

...

</soap:Fault>

</soap:Body>

</soap:Envelope>

The transportation of SOAP messages is done by using existing protocols, such as HTTP and

SMTP. In the context of web services SOAP has a strong relation to a XML format called web

services description language (WSDL), developed by Microsoft and IBM in 2000. WSDL

describes web service’s interface. In practice a WSDL file describes available services for a

client, what the web service offers, what kind of message exchange should be practiced and

what kind of data is expected (Web Services Description Language (WSDL) Version 2.0 Part

1: Core Language; Curbera et al. 2002).
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5 Implementation

In most people’s vocabularies, design means veneer. It’s interior decorating.

It’s the fabric of the curtains of the sofa. But to me, nothing could be further

from the meaning of design. Design is the fundamental soul of a human-made

creation that ends up expressing itself in successive outer layers of the product

or service.

–Steve Jobs

In this chapter the construct of this thesis is presented. The objectives and requirements for

the construct are presented in Section 5.1. The development process and essential terminol-

ogy is introduced in Section 5.2. Section 5.3 gives a brief introduction on how the construct

operates. In section 5.4 the actual implementation is presented. Implementation issues are

presented in Section 5.5.

5.1 Objectives and Requirements

The objective of this thesis is to create a prototype software that is implemented by using the

EBI architecture pattern and following the principles of SOA pattern. The prototype should

give an insight whether this implementation model will work on real-life scenarios. For

the sake of simplicity, the prototype implementation should provide basic data manipulation

services such as creating new data records, reading data, updating data, and deleting data.

The data itself consist of entities such as vehicles, tasks and task events. These entities were

chosen because the optimization system uses similar entities.

In addition to the functional requirements, the construct has also non-functional require-

ments. Based on workshops by the members of the project group, three of the most important

non-functional requirements were elicited. The requirements were scalability, extensibility,

and testability. The following listing describes these requirements more specifically.

• Scalability: In this context, the scalability refers to the systems ability to serve multi-
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ple customers concurrently.

• Extensibility: The architecture of the system should enable developers to add new

functionalities to the system in a way that the backward compatibility is preserved.

In this context, the backward compatibility means that the API concerning the old

functionality should be left unmodified.

• Testability: The architecture of the system should enable automatic regression tests.

It should take twelve hours or less to run all the tests to ensure daily verification of the

system functionality.

5.2 Development Methods and Process

This section presents the essential terminology used in this chapter. The development process

is also introduced.

5.2.1 Terminology

This section gives a short definitions for key terms used in this chapter. The terms and

definitions for them are the following:

• Epic: An arbitrary collection of user stories used to group related functionality under

a common narrative.

• User Story: A simple way to express requirements. It is usually one or two sentences

long desctiption stating who does what and why. The user story represents the re-

quirement and acts as a promise of a future conversation between the customer and the

developer (Alleman 2008).

• Appectance Criteria (AC): A set of input/action output/response pairs which defines

how the system functions properly in a given usage situation.

It should noticed that the terms and definitions above are specific to the project that this thesis

relates. Other definitions can be found for these terms in literature or other terms might be

used to describe same things elsewhere.
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5.2.2 Development Cycle

The construct of this thesis was developed by using the ATDD process described in Sec-

tion 2.4. A typical development cycle consist of choosing the user story to work with, defin-

ing acceptance critera for it, creating unit test stubs, defining boundaries (interfaces) and

interactor stubs, writing unit tests according to acceptance criteria and implementing inter-

actors. First developers choose a user story from an epic and start writing acceptance criteria

for it. After the first draft, ACs are validated with the quality assurance team. If the ACs

are missing something relevant or something needs to be edited, this phase gets iterated. If

the ACs are accepted the second phase can begin. In the second phase, the developers create

Figure 13. Development process.

unit test stubs according to acceptance criteria. These stubs are not yet implemented. Only

the test method signatures are created. At this point all the unit test are in a failing state.
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The reason the stubs are created before the unit tests are written is because two or more de-

velopers might be working with the same boundaries or interactors at the same time. It is

important to agree names of the methods and classes in order to avoid creating two or more

methods or classes that do same things as the one developed by another developer.

Third phase consists of defining and creating the boundary interfaces and stubs of classes

(interactors) that will implement the boundaries. At this point boundaries might not be in

their final state. Changes may occur when the actual implementation starts.

After the boundaries and class stubs are created the fourth phase can start. This phase consist

of writing the unit tests according to the acceptance criteria. After that, tests should still be

in failing state.

The fifth phase is the actual implementation of user stories. This phase is iterated as long as

the necessary classes are implemented and all the unit tests are in passing state. When de-

velopers think that the user story is implemented, the person in charge of the quality checks

that the implementation fullfills the acceptance criteria. If not, developers will correct these

shortcomings. After the possible corrections, or if all the implementation fullfilled all ACs,

developers choose another user story and start the same process again. This process is illus-

trated in Figure 13.

5.3 Main Functionality

This section describes briefly how the construct works. The basic CRUD functionalities are

presented in the following subsections.

5.3.1 Creating and Updating Data

New data entities can be created by sending a request DTO to the interactor. Interactor then

checks that the data is valid. If the data in DTO contains an id value greater than zero, it

assumes that the request is actually an update request for an entity with that id. If the id does

not exist the interactors send an error response to the client. If the id is zero, the interactor

reasons that client want’s to use “create” functionality so it creates a new entity from the
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received data and sends an response to the client that contains an id for the newly created

entity.

5.3.2 Retreiving and Deleting Data

Data can be retreived by sending a request that contains a list of ids of the entities. If each

of the requested ids is found from the database, the application sends a list of those entities

to the client. But if there is at least one mismatch, none is send back. The client receives an

error message that indicates the cause of the failure.

Deletion of data works same way as retreiving it, by sending a list of ids to the interactor.

The response message is although different. In a case where everything goes as planned, that

is to say each id has its correspondense in the database, a simple notification response is sent

to the client that indicates a success of the requested operation.

5.4 User Stories and Components

This section presents the actual implementation of the construct. First the user stories are

briefly introduced. After that interactors, boundaries and entities created for this construct

are presented. Also the test user interface and test database are introduced in this section.

5.4.1 User Stories

The functionality requirements in this theses included one epic with eight user stories (US).

The theme of the epic was basic data manipulation. User stories are presented briefly in the

following listing.

1. As a service user, I want to a add set of vehicles. The system should be able to create

new vehicle entities based on the received set of VehicleDTOs. This also includes

valiadation of received DTO data. The system should notify the user with an error

message if the received data was not valid.
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2. As a service user, I want to remove a set of vehicles The system should be able to set

the state of the vehicle as inactive based on the received list of vehicle ids. The system

should notify the user with an error message if the received data was not valid.

3. As a service user, I want to set vehicle properties. The system should be able to alter

the data of existing vehicle entity according to the received VehicleDTO. The system

should validate the received DTO and notify the user if property values were not valid

or the vehicle did not exist.

4. As a service user, I want to set task properties. The system should be able to alter

the data of existing task entity according to the received TaskDTO. The system should

validate the received DTO and notify the user if property values were not valid or the

task did not exist.

5. As a service user, I want to add a set of tasks. The system should be able to create

new task entities based on the received set of TaskDTOs. This also includes valiadation

of the received DTO data. The system should notify the user with an error message if

the received data was not valid.

6. As a service user, I want to remove a set of tasks. The system should be able to

set the state of the task as inactive based on the received list of task ids. The system

should notify the user with an error message if the received data was not valid.

7. As a service user, I want to unassign a set of tasks. The system should be able

to unassign a set of tasks of the vehicle according to received list of task ids of the

tasks that are assigned to the vehicle. The system should also check that the tasks are

assigned to the vehicle before they can be unassigned. If the list contains an id of a

task that is not assigned to the vehicle, an error message should be sent to the user.

8. As a service user, I want to set task event sequence for the vehicle. The system

should be able to add a sequence of task events to the vehicle according to the received

list of task sequence ids. The system should make sure that the sequence is valid. If it

is not, an error message should be sent to the user.
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5.4.2 Interactors and Boundaries

The following listing presents interactors with request and response boundaries that are re-

lated to that specific interactor. The number after the name of the interactor in the following

listing indicates the number of the user story presented in Section 5.4.1 The asterisk symbol

indicates that the interactor can relate into multiple user stories.

• AddTaskSequenceInteractor (8). This interactor implements IAddTasksTo

VehicleRequest and is responsible for adding valid task event sequences for a

vehicle. If vehicle has a sequence, it can be replaced by a new one or it can be edited

by inserting another sequence to it. The interactor uses IAddTasksToVehicle

Response as a response channel.

• AddTasksInteractor (4, 5). The interactor is responsible for adding tasks and task

events into the database. It implements IAddTasksRequest interface and uses

IAddTasksResponse for sending responses back to the user. Initially there were

a separate interactor for adding task events into the database. It turned out that one in-

teractor is enough because tasks and task events can not exist without each other. This

is why tasks and task events are added at the same time. This also reflects to the DTO

classes. The TaskDto class is composite class that contains two TaskEventDto

objects.

• AddVehiclesInteractor (1, 3). The interactor is responsible for adding a vehicle or

multiple vehicles into database. It implements IAddVehiclesRequest interface

and uses IAddVehiclesResponse for sending responses back to the user.

• DeleteVehiclesInteractor (2). The interactor implements

IDeleteVehiclesRequest interface and is responsible for removing vehicle en-

tities from te database. The interactor uses IDeleteVehiclesResponse as a

response channel.

• GetTaskEventsInteractor (*). The interactor is used in multiple use cases. It is espe-

cially used in unit tests where it is important to retreive saved task events to be sure that

they were saved correctly. This interactor implements IGetTaskEventsRequest

and uses IGetTaskEventsResponse interface to send response messages.

• GetTasksInteractor (*). As above, this interactor is used in multiple use cases. It can
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be used to retreive saved task entities from the database. This interactor implements

IGetTasksRequest and uses IGetTasksResponse interface to send response

messages.

• GetVehiclesInteractor (*). The interactor implements IGetVehiclesRequest

and uses IGetVehiclesResponse interface to send response messages. Its pur-

pose is to retreive saved vehicle entities from the database. In unit tests this interactor

is used to test that sent vehicle entites are saved correctly.

• RemoveTaskSequenceInteractor (6, 7). The interactor is responsible for removing a

task event sequence or a part of it from a vehicle. It implements IRemoveTask

SequenceRequest interface and uses IRemoveTaskSequenceRequest to

send response messages. As the numbers indicate this interactor implements two dif-

ferent user stories. During the delopment process it was noticed that the interactor of

the user story number 6 can be integrated into this interactor.

5.4.3 Entities, Data Transfer Objects and Data Objects

In the following listing entities, data transfer objects (DTO) and data objects are presented.

In general DTOs are used when making request and sending responses. Data objects are

used when using store interfaces, for example, retreiving or saving data into database.

• Entities. There are three kind of entity classes in this construct; Vehicle, Task and

TaskEvent. The Vehicle entity represents a vehicle that can have different kind

of tasks. Task and TaskEvent entities can not exist without each other. Each Task

is is composed from two TaskEvent entities; pick and delivery entities. When Task

entities are assigned to a certain Vehicle the TaskEvent entities form so called

task event sequence. A task event sequence is a set of TaskEvent entities that have

an order. This sequence specifies what the Vehicle should do and in what order.

• Data transfer objects and data objects. Four different kind of data transfer objects

exists in this construct; VehicleDto, TaskDto, TaskEventDto and Status-

Dto. The TaskDto consists of two TaskEventDto objects. Task events are never

sent without the tasks that they are part of. The StatusDto is always sent from

core the application to the UI. It can be sent as a separate message or as a part of
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VehicleDto and TaskDto.

• Data objects are data transfer objects that are used in the communication between the

database and the software. Data objects use different kind of naming convention than

the data transfer objects described in the previous paragraph. Instead of the “Dto”

postfix, they use “Data” postfix. There are three kind of data objects in this construct;

VehicleData, TaskData and TaskEventData.

It should be noticed that even though it seems that each of the entity classes have correspond-

ing data transfer object and data object, it is not required. Entity classes can be changed over

time or even removed. Changes in the entity classes do not have any affect on DTOs or

data classes because entities are only visible to the core application. In other words, the

entities are in a way decoupled from data transfer objects and data objects. The DTOs and

data classes are visible to everyone so when these classes are once made they should always

remain the same to enhance backwards compatibility.

5.4.4 User Interface and InMemoryDb

The user interface (UI) in the construct was implemented with NUnit test framework. A

simple UI implemented all the response boundaries. Its only purpose is to emulate a real UI

in the test cases.

In order to test full functionality of the construct, there must be a plug-in that implements the

so called store interfaces. Store interfaces are a way to retreive and save data. In this thesis

the plug-in that implements interfaces mentioned before is called InMemoryDb. It keeps

data in simple data structures, hence the name “In Memory”. This implementation is used in

the test cases.
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5.5 Issues

This section presents the major issues and problems encoutered during the development pro-

cess. The chosen solutions and reasons behind the choices made are explained.

5.5.1 Updating UI

One of the issues encountered was how to keep user interface (UI) up-to-date when creating

new entities. The construct allows to create multiple entities with one request. The problem

occurs when the UI should get ids for created entities. The biggest question is how to map

ids to entities on UI. Three different options were considered: first, the UI receives ids from

return value of request method, second, the UI receives ids in some kind of data structure

with response DTO, and third, the UI receives ids and all other data related to newly created

entities.

One of the core principles of the EBI pattern is that there are different boundaries for request

and response messages. This means that after the request is made the UI starts to listen

the response channel. If the ids are send as a return value of request method the UI should

also listen possible return values from the request channel. This is confusing and it also

violates the design guidelines of the EBI pattern (see Chapter 4). This is why this option was

discarded.

If the ids are retreived by response message, the design follows EBI principles. There is still

a problem to be solved: how to map retreived ids with the entities in the UI. One solution is

to send the saved entities back to UI with ids. This allows the UI to discard the old entities

and retreive all the necessary data from service. This is in some sense a “refresh method” as

the old entities in the UI are erased and replaced every time. The drawback of this method

is that the amount of response data grows significantly. The increased amont of transferred

data was the reason why this option was discarded.

As said in the paragraph above, the problem with retreiving only ids, instead of all data

related to entities, is that there must exist some kind of rules how to map these new ids

with entities in the UI. One way is to expect that the UI keeps its entities in a data structure

that maintains some order between the entities. Now the response message can include a
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data structure that contains ids in the same order that the request message. The UI can now

assume that the id in the first cell of retreived data structure is for the entity that lies in the

first cell of the corresponding data structure of the UI. One of the benefits of this approach

is that reponse messages include less data than in the method discussed in the paragraph

above. The obvious drawback of this method is that it requires more complex logic than

the “refresh method”. This method was chosen because the benefits of the minimization of

transferred data was considered to be greater than the drawback of extra complexity in the

implementation logic.

5.5.2 Initialization of Interactors

One of the issues is how to initialize interactors without creating extra dependencies. All the

interactors of this construct use store and response boundaries. Store boundaries are used by

interactors to save and retreive entities from the database. Response boundaries are a way

to send responses back to the UI. In the first version of the construct, the implementations

for these boundaries were done explicitly in the constructor of the interactor. This approach

worked fine but it was complex. Another problem in the described solution is that the im-

plementing classes are defined statically. It would be better if the implementing classes for

boundaries or interfaces could be selected dynamically at run-time, for example, with a given

dependency interface, or by configuration file. The implementation could be chosen accord-

ing the the purpose of the task in hand. For instance, it can be pragmatic to use different

implementations for testing and the production code.

One technique to decouple the boundaries from the implementing classes is called inversion

of control (IoC). More about the inversion of control can be read from (Fowler). There are

several ways to implement IoC such as factory pattern, service locator pattern (see Sec-

tion 2.6) and dependency injection (DI) (see Section 2.6). In this case, the dependency

injection approach was chosen. The main reason for this was that there was available a

lightweight dependency injection container called the Unity Container or just Unity (Unity

Container 2012). With the Unity the boundary instantiation can be done at run time by

defining implementing classes for boundaries in App.config file. The following code

illustrates the instantiation without a dependency injection container.
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// ..

private readonly IVehicleStore vehicleStore;

private readonly IAddVehiclesResponse response;

public AddVehiclesInteractor(IVehicleStore vehicleStore,

IAddVehiclesResponse res)

{

vehicleStore = vehicleStore;

response = res;

}

// ...

With a dependency injection container, the above example can be written as follows.

// ..

private readonly IVehicleStore vehicleStore;

private readonly IAddVehiclesResponse response;

public AddVehiclesInteractor(IAddVehiclesResponse res)

{

var container = new UnityContainer();

container.LoadConfiguration();

vehicleStore = container.Resolve<IVehicleStore>();

response = res;

}

// ...

Observe that there are less parameters in the method signature because the App.config file

defines which implementations should be binded into IVehicleStore boundary. Now

the implementing class can be changed by changing only the App.config file. The imple-
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menting class is changed in all the places where the Unity is used. This makes the application

more maintainable as the implementation of the IVehicleStore is resolved at run-time.

5.5.3 Messaging Model

One of the issues was to decide what kind of request and response models should be used in

messaging. Method calls from a client application to a core application can be a performance

bottleneck if the number of calls increases dramatically. That is why in the construct of this

thesis the number of calls from delivery mechanism side (see Chapter 4) to core application

are minimized by using so called dump data structures as messages.

In the first version of the construct the dump data structure was a .NET List object that

contained Dictionary objects with strings as keys and values. The problem with this

solution was that it required a lot of parsing and type casting in the interactors. The code was

also quite contained large amounts of boilerplate code and hard to maintain.

Better solution was to use the Data Transfer Object (DTO) (see Section 2.6) design pattern.

The purpose of the DTO pattern is to reduce the number of method calls by transfering more

data on one call. This is achieved by creating a Data transfer object that holds the data.

The construct of this thesis uses several different DTOs such as VehicleDto, TaskDto,

TaskEventDto and StatusDto.

The data transfer objects are created by using the Assembler design pattern. The assembler

is an object that creates data transfer objects from business objects from entity objects and

vice versa. This separates paring logic from interactors and makes code more readable.

The drawback of using the Assembler pattern is that if an entity or DTO needs changes the

changes must also be done to the Assembler as well. The implemented DTO and Assembler

pattern is illustrated in Figure 14.
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Figure 14. The implemented Data Transfer Object and Assembler pattern.

5.5.4 Relations in DTOs

As mentioned in Section 5.5.3, the number of method calls can be kept low by using the DTO

pattern. In some cases the data transfer object can be fairly large and complex even though it

does not contain business logic. This issue occurred in the first version of this construct. A

Vehicle entity can have none or multiple Task entities. The Task entity always contains

two TaskEvent entities; pick up and delivery task events. This relation is illustrated in

Figure 15.

Figure 15. Relations Between Entities.
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This kind of relation means that the DTO complex. This observation is based on empirical

prototyping. The Assembler of the first version of the construct used System.

Data.DataSet object to build the DTO. The implementation was able to preserve the

same relation between the entities as shown in Figure 15. Even though it did did preserve the

the relations between the DTOs, it was considered to be too complex to be easily maintained.

The idea of keeping the relation between entities was abandoned in the final version of the

construct. In the final version, the relation can be retreived by the UI by making multiple

method calls to several different interactors. The Vehicle entity contains an array of Task

Figure 16. Retreive vehicles and tasks related to the vehicle.

entity ids. By calling the GetVehiclesInteractor via IGetVehiclesRequest

boundary, the UI gets ids of the tasks related to vehicle retreived. With these ids the UI can

make another call to GetTasksInteractor via IGetTasksRequest boundary. The

retrieved TaskDto objects contain two TaskEventDto objects. Thus instead of making

one method call, two is now needed. This process is presented in Figure 16.

The benefits of this approach is that the DTOs are simpler and therefore the object building

logic in the Assembler is simpler. This is also lighter because if the user of the UI wants

simply to view a list of vehicles, it does not necessarily require information about the tasks

and task events. List of related task ids suffices. If the user wants to navigate to task view

the UI makes another method call to retreive task and task event data.
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6 Evaluation

True genius resides in the capacity for evaluation of uncertain, hazardous,

and conflicting information.

–Winston Churchill

This chapter evaluates the implemented prototype architecture described in Chapter 5. Eval-

uation is done from three viewpoints: purity of EBI pattern in the construct, how well the

SOA principles were followed, and how well the implementation fulfills the project specific

requirements.

6.1 Selected Evaluation Method

As mentioned in Chapter 1, the goal of this thesis is to create a prototype software that is

implemented by using the EBI architecture pattern and following the principles of the SOA

pattern. As mentioned earlier, the developed system is a prototype. Therefore the system

is in the middle of the software life-cycle. According to Table 2 that leaves three possible

evaluation methodst: checklist, scenarios and metrics. It should be noted that some early

phase evaluation was made before this particular construct was under development. The

early phase evaluation was a prototype of the construct of this thesis. As a result, it gave

more insight for developers on how to implement the real prototype using the EBI pattern.

Again referring to the fact that the construct is a prototype indicates that it is used as a

reference when making decission on which kind of architectural approach should be chosen

when implementing the system. One of the architectural goals was to build an architecture

that requires minimum maintainance efforts and responds well to possible changes such as

adding new services. Checklist method must be excluded because there is no pre-existing

domain-specific checklist for evaluation.

Metrics offer a good way to measure cohesion and coupling levels of the architecture as

describend in Section 3.6. Properly used it might reveal unwanted dependencies between the
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architectural components and even point places of high complexity. Those could indicate

potential challenges concerning the maintainance and expansion efforts. The problem with

the metrics in this case is that results indicate the current state of the architecture. It does

not necessarily tell what happens if a new service is added to the system, how much effort

that might cause or is it even possible to do. It is difficult to measure these kind of quality

attributes because there are no clear universal formulas to count values for attributes like

flexibility or maintainability.

Scenarios offer a method to evaluate how the architecture responds to possible changes in

the future. They are also better in reviewing ill-defined quality attributes such as those men-

tioned. Scenarios put these attributes in more specific circumstances by capturing system

use context (Kazman et al. 1996). Based on presented arguments the evaluation in this thesis

is done by using scenarios.

The precise evaluation method of choice is called scenario-based architecture analysis me-

thod (SAAM). It was introduced by Kazman et al. (Kazman et al. 1994) in 1993. It has been

proved to be useful in the evaluation of the quality attributes such as modifiability, portability

etc. It has been argued that architecture trade-off analysis method (ATAM) (Kazman, Klein,

and Clements 2000) is improved version of SAAM because it captures attributes, such as

performance and reliability in more detail (Hammer, Ionita, and Obbink 2002). Even though

SAAM has some weaknesses such as it does not give clear quality metrics, it is a quite simple

method and it does not require as much detailed technical knowledge as ATAM. Therefore it

is suitable in this particular case. A more detailed analysis of the strenghts, weaknesses, and

other attributes of different scenario-based evaluation methods can be found from (Hammer,

Ionita, and Obbink 2002).
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6.2 Evaluation With SAAM

The evaluation of the architecture of the developed system prototype is presented in this sec-

tion. The evaluation was done by using the software architecture analysis method (SAAM).

6.2.1 Candidate Architecture

The architectural description was made in five iterations. The first version included all classes

and interfaces that the prototype has. It was too complicated to be used as a representation

of an architecture. In the second version the InMemoryDb and UiMock was left out because

they are not part of the core application. Third iteration combined all interfaces related to

vehicles as two interfaces: IVehicleRequest and IVehicleResponse. The same thing was

made for task sequences, tasks and task events. As a result of the fourth iteration, the DTOs

and the data entities were combined into groups: DTO and DataEntities. In the fifth iteration

StatusDto, StatusMessage and StatusCode were left out because they are considered trivial

in respect to systems functionality.

The fifth and the last iteration combined all interactors related to vehicles as VehiclesCRUD

and all interactors related to tasks, task events or task sequences as TasksCRUD. The fi-

nal version is illustrated in Figure 17. This static and relatively simple architectural repre-

sentation captures relationships between the components as the Section 3.7.1 suggests (see

Appendix A).

6.2.2 Scenarios

Scenarios used in this thesis were defined by the project group. The group consisted of both

business and technology oriented people. Almost 30 different scenarios were elicited. Seven

of the most important scenarios were chosen for the final evaluation. Those seven scenarios

were groupped in to two groups: phase one and phase two. The ones in the phase one are

scenarios that were used in the evaluation of the concrete construct developed. The scenarios

of the phase two were used in the evaluation of the potential architecture, not the prototype

architecture developed in this thesis.
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Figure 17. Architectural representation of the prototype using a simple dependency notation.

Scenarios: phase one

• Extend the Vehicle class. The Vehicle class is extended by adding the height property

into the class.

• Install the system to Linux. By default, the system runs on Windows but it may have

to be installed to Linux.

• Integrate an ERP system into the system. ERP system is integrated into the system so

that it can use the API of the system.

• Add optimization functionality into the system. Optimization functionality is added
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into the system so that it is available for consumers to use.

Scenarios: phase two

• The amount of the map data grows significantly in a short period of time. The amount

of the map data that is to be stored into the database, grows significantly in a short

period of time.

• Separate the optimization core from the overall system. The optimization core is sep-

arated from the overall system as a stand-alone module, which provides optimization

services.

• Separate the map module from the overall system. The map module is separated from

the overall system as a stand-alone module, which provides road data services.

6.2.3 Evaluation of the Scenarios

The evaluation of the scenarios revealed four indirect, two direct, and one scenario that

requires further investigation. The direct ones included following scenarios: integrate ERP

system into the system, and the significant growth of map data in a short period of time.

The integration of an ERP system does not require any changes to the architecture. The

ERP system can use the provided API directly if it is implemented with .NET. If the ERP

is not implemented with .NET, the API can be used by creating a new component between

the ERP and the system that works as an interface adapter. According to the principles of

the SOA pattern, services should be made available in spite of the platform of the consumer

application (see Section 4.5). One way to achieve technology neutrality in this case, is to use

an open source web services framework called Service stack (ServiceStack 2012).

Two of the indirect scenarios are from phase one and two of them are from phase two. The

extension of the Vehicle class causes changes to related DTO classes and to Assebler

class. The addition of the Optimize interactor requires request and response boundaries

so they must be created.
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RESULTS OF SCENARIO EVALUATION

Scenario Direct/ Required Changes

Indirect

Extend the Vehicle class Indirect Modify Vehicle, VehicleDto,

VehicleData and Assembler classes.

Install the system to Linux Direct/ May require removal of the

(Indirect?) dependencies with the Unity.

Integrate ERP system into Direct -

the system

Add optimization functio- Indirect Create the request and the response

nality into the system boundaries for the Optimize interactor.

The amount of the map data Direct -

grows significantly in a short

period of time

Separate the optimization Indirect Modification of the Optimize interactor

core from the system and creation of boundaries for the

interaction between the separated

optimization core and the system.

Separate the map module Indirect Modification of the Optimize interactor

from the system and creation of boundaries for the

interaction between the separated

map module and the system.

Table 4. Results of the scenario evaluation.
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The separation of the optimization core from the system requires modifications to the Opti-

mize interactor. The application-specific computation logic must be removed from it to

the separate optimization module. After the changes, the Optimize interactor works as

a message passer between the application and the optimization module. The optimization

module requires its own boundaries. The separation of the map module from the system

requires similar changes as the separation of the optimization core. Figure 18 represents the

architecture before and after the separation of the modules.

The developed architecture prototype was analysed with MoMA (Xamarin Inc.) in order to

find out if it can be used with Mono. An open source, cross-platform, implementation of C#

and the CLR that is binary compatible with Microsoft.NET (Xamarin Inc.). Put differently,

it enables C# programs to be run in Linux environment (Xamarin Inc.). The analysation

Figure 18. The architecture before and after the separation of the services.

revealed potential compatibility issues with the Unity framework. The results are presented

in Appendix C. It should be noted that the issues should be verified in order to find out if they

are relevant. As it is said in (Xamarin Inc.): “While MoMA can help show potential issues,
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there are many complex factors that cannot be covered by a simple tool. MoMA may fail to

point out areas that will cause problems, and may point out areas which will not actually be

an issue.” Therefore these issues require further research such as trying to run the system on

Mono. The results of the evaluation are summarized in Table 4.

6.2.4 Scenario Interactions

Table 5 show the number of changes required in each class. The total number of changes

was quite low which indicates a good architectural design. Changes in the VehicleDto

and into the VehicleData classes were expected. The only change those classes require

is the addition of the same properties that are added to the Vehicle class. The deploy-

ment into Linux environment may cause some minor changes to the interactors because the

dependencies with the Unity framework must be removed. This also means that the Unity

must be replaced with other dependency injection framework. The use of dependency injec-

tion framework inside the interactor also indicates a design error because interactors should

not have any dependencies to any third party libraries or frameworks as mentioned in Sec-

tion 4.2. Therefore, the direct use of dependency injection frameworks should be removed

from interactors. The injection should be done in a some kind of interactor initializer class.

The number of changes required in the Optimize interactor was also expected. In the

EBI pattern, the interactors are bound to the boundaries. Therefore if a new interactor is

added to the application, it requires at least two boundaries to be added. One for the request

messages and another one for the response messages. This is counted as a single change.

Three changes come from the phase two scenarios: separate the optimization core from

the system and separate the map module from the system. Two of them are caused by the

boundaries. The Optimize interactor requires boundaries in order to communicate with

separeted module. The fourth change is caused by the changes in the application specific

logic of the interactor. Instead of optimizing its job is to operate as a message passer between

the application and the separated modules.

The number of required changes to the Assembler class an to the Vehicle class was

unexpected. The job of the Assembler class is to convert DTOs and data classes to entities
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SCENARIO INTERACTIONS

Class/Module Number of Changes

Optimize interactor 4

Vehicle 3

VehicleDto, 1 each

VehicleData, Assembler

All the interactors (11 total) 1 each possibly

Table 5. Scenario interactions.

and vice versa. Therefore, the expected number of changes is two instead of one. The

changes expected to the Vehicle class were the addition of properties and minor changes

to the validation logic. Still, the number of changes is three. This indicates an design error.

The third required change is result from the ParseVehicle method of the Vehicle

class. The method takes a VehicleData object as an argument. The Vehicle class is an

entity and therefore it should know nothing about the VehicleData class. This violates

the principles of EBI and clean architectures as described in Chapter 4. The design error

illustrated in Figure 19.

Figure 19. Architectural design error.

Red arrows on the left-hand side of the figure presents dependencies that should not exist.

The right-hand side show how the dependencies should be.
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6.2.5 Weights of Scenarios and Interactions

The required amount of time and work to make changes to the architecture is low. The

extension of the Vehicle class scenario requires that the properties to be added to the

Vehicle are added to VehicleData and to VehicleDTO as well. The changes required

to the validation logic depends on the nature of the properties. The dependency between

the Vehicle and the VehicleData can be removed by moving the ParseVehicle

method to the Assembler class. These changes can be made in a matter of days.

The amount of time and work required to the separation of the optimization core and the

map module depends on how fast the developers are able to remove dependencies between

the modules. This is the most troublesome part of the two scenarios. After the separation of

the modules, the boundaries must be defined and implemented by the interactors. This can

be done in a couple of days.

The possible removal and substitution of the Unity framework requires research in order to

find a proper framework as a replacement. Depending on the framework, the work required

should be a week at maximum.

6.3 Evaluation of Service-Orientation

One of the architectural goals of the prototype architecture of this thesis was to follow the

principles of SOA. The principles of SOA were presented in Section 4.5. The principles of

service abstaction and published service interfaces were achieved by hiding the interactors

and entities behind the boundaries.

All the interactors are stateless. They are also idempotent (see Section 4.5) except the inter-

actors that are responsible of creating new data representations. This means that the principle

of statelessness fulfills.

The principle of formal contracts is not fulfilled in the prototype architecture. No contracts

were defined in the scope of this thesis.

It should also be noticed that the use of the services provided by the prototype is bound to
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the .NET Framework. In order to make services available in a technology neutral way, the

prototype requires an extra layer over the boundaries. One potential option is the Service

stack (ServiceStack 2012). The Service stack was tested with the prototype and it proved to

be a workable technology. The Service stack integration is not in the scope of this thesis.

6.4 Results and Observations

The prototype architecture fulfills most of the requirements that were set. The modular

structure supports the service-oriented design. The modular structure also supports the scal-

ability and the extensibility requirements described in Section 5.1. Multiple customers can

be served by replicating services. The concrete implementation for this does not exist yet and

therefore requires more research. Addition of the service to the application has no impact on

the existing boundaries (or API). As said in Chapter 4, no changes to the boundaries or to

the interactors should be expected unless the use cases change.

The modular structure of the EBI pattern and the fact that the application is decoupled from

external agencies such as the UI, the database and web server supports testability. The func-

tionality of the prototype can be tested any of the previously mentioned parts. This makes

testing faster. It is also easy to automate the tests.

One of the disadvantages of the EBI is that the extensions of the functionality requires quite

a lot of work. The extension of functionality in a form of adding a new interactor requires

three things. Firstly, creation of the interactor class. Secondly, creation of the boundaries.

And thirdly, possible creation of DTO classes. Without a carefull design, the amount of

source code can grow drasticly.

The DTOs used in the prototype require rethinking. This is because the changes to entities

caused changes to the DTOs. One possible solution is that the properties in DTOs could

be stored into a hash map or equivalent data structure as key-value pairs. If new attribute

is added to the entity, the corresponding (if there is any) DTO class would not require any

structural changes because the new attribute can be stored into the same structure as key-

value pair. The use of previously mentioned data structure as an attribute storage increases

the flexibility and backward compatibility of the system. This is because if the data structure
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of the DTO contains old an new attributes, the DTO can be redirected to the interactor that

knows how to handle new attributes. If the DTO contains only old attributes, the interactor

that was originally created to handle that kind of messages can take the message.

In principle, the combination of EBI and SOA patterns has potential conflicts such as the

EBI promotes testability, whereas the SOA makes testing difficult. The developed prototype

showed that a good testability can be achieved by combining EBI and SOA patterns. Another

potential conflict rises from the design principles. In the EBI pattern, the data is always in

format format most convenient to the inner circle. That is to say, the outer circles must adapt

to the inner circles. In the SOA, services are designed in a way that they are in the most

meaningful form to consumers. In the developed prototype, the EBI patterns dominates

which means that client applications must adapt to the prototype.

EBI and SOA patterns have several common characteristics such as: statelessness, service

interfaces, and service abstraction. In SOA pattern, the statelessness is one of the essential

design principles as it is in the EBI pattern. In the prototype, the statelessness manifests as

a use of DTOs. Interactors receive all the necessary data from the DTOs. Therefore, it is

not necessary to maintain any state information between the service calls. In addition, both

patterns separate the implementation from interfaces. The consumer is only aware of the

interface (or boundary) it uses, not the actual implementation of the service.

The architecture of the prototype followed most of the design principles of EBI and SOA pat-

terns. The combination of these two architectural patterns proved to be functional, though,

some design errors were found. All the entity classes have a direct dependency with cor-

responding data classes. This violates the design principle of lower layer should not know

anything about the upper layers (see Chapter 4). The possible compatibility issues with the

Mono requires further research. Another design error was detected in interactor initialization

as interactors had a dependency on the Unity framework.
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7 Conclusion and Further Research

The construct of this thesis is an prototype application with basic data manipulation func-

tionality related to the a vehicle routing application. The prototype application is designed

according to the EBI pattern and guidelines of SOA pattern. The purpose of the prototype

was to test if an service-oriented application can be builded by using the EBI pattern so that

the requirements are achieved.

Entity-Boundary-Interactor (EBI) is an architectural pattern that decouples the application

from the external agencies such as the user interface and the database. The design decissions

concerning the UI and the database can be therefore deferred. One of the most important

principles of the EBI pattern is the dependency inversion principle (DIP). It says that low

and high level modules should depend on abstactions rather than details.

Service-oriented architecture (SOA) is a architectural pattern that gives guidelines and sets

constraints about how to design an application in the form of services. A service is a way

to access one or more utilities produced by the service providers. The service consumer can

access these utilities by predefined and published interface.

The prototype was developed by using the acceptance test driven development (ATDD) pro-

cess. The developed prototype fulfilled most of the requirements. The architecture proved to

be flexible, extensible and testable. The architecture was evaluated using the simple architec-

ture evaluation method (SAAM). Some design errors were discovered during the evaluation

concerning the design principles of EBI pattern. These design errors can be fixed with minor

changes to the architecture.

In order to get the maximum potential from the combination of EBI and SOA, a further re-

search is required. SOA is essentially a architectural pattern for implementing distributed

systems. Therefore, research must be made on how the EBI functions in distributed environ-

ment. The modular structure of the EBI pattern implies that it should work on distributed

environment. The possible compatibility issues with the Mono requires further research.
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The services of the prototype can be accessed by using the API provided. Because the proto-

type is developed using the .NET framework, the API is not technology independent. In or-

der to make the API thechnology neutral, potential technologies for enabling the technology

neutrality should be examined. One of the most promising technology is the ServiceStack.

This thesis presented two architectural patterns that were used in the development of the

prototype application: EBI and SOA. The combination of those architectural patterns proved

to be functional, though some design flaws were detected. In general, SOA and ABI patterns

can be concluded to work well together.
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B Design Pattern Implementation Examples

B.1 Service Locator Pattern

public interface IServiceLocator { T GetService<T>(); }

public interface IServiceX { /∗ implementation ∗/ }

public interface IServiceY { /∗ implementation ∗/ }

public interface IServiceZ { /∗ implementation ∗/ }

class ServiceX : IServiceX { /∗ implementation ∗/ }

class ServiceY : IServiceY { /∗ implementation ∗/ }

class ServiceZ : IServiceZ { /∗ implementation ∗/ }

class ServiceLocator : IServiceLocator

{

private readonly IDictionary<object, object> services;

public ServiceLocator()

{

services = new Dictionary<object, object>();

this.services.Add( typeof( IServiceX ),

new ServiceX() );

this.services.Add( typeof( IServiceY ),

new ServiceY() );

this.services.Add( typeof( IServiceZ ),

new ServiceZ() );

}

public T GetService<T>()

{

try
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{

return (T)services[typeof( T )];

}

catch (KeyNotFoundException)

{

throw new ApplicationException(

"The requested service is not registered"

);

}

}

}

B.2 Dependency Injection Pattern

An example implementation of the dependency injection pattern using the Unity.

The container section in the XML file registers RelationalDb as an implementation

for IDatabase. The ExampleApplication class is a consumer that has dependency

on IDatabase. The UnityContainer injects an concrete implementation into the

ExampleApplication.

public interface IDatabase

{

IList<object> GetListOfEntities(string entity);

object GetEntityById(int id);

bool AddEntity(object entity);

}

public class RelationalDb : IDatabase

{

public IList<object> GetListOfEntities(string entity)

{ /∗ implementation ∗/ }
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public object GetEntityById(int id)

{ /∗ implementation ∗/ }

public bool AddEntity(object entity)

{ /∗ implementation ∗/ }

// ...

}

public class ExampleApplication

{

private readonly IDatabase db;

public ExampleApplication()

{

IUnityContainer container =

new UnityContainer();

// reads the xml file and

// loads IDatabase implementation

container.LoadConfiguration();

// injects the implementation

this.db = container.Resolve<IDatabase>();

}

// ...

}

// an example xml file for Unity

<?xml version="1.0" encoding="utf−8" ?>

<configuration>

<configSections>

<section name="unity"

type="Microsoft.Practices.Unity.Configuration.
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UnityConfigurationSection,

Microsoft.Practices.Unity.Configuration"/>

</configSections>

<unity xmlns=

"http://schemas.microsoft.com/practices/2010/unity">

<container>

<register type="IDatabase, ExampleApplication"

mapTo="RelationalDb, ExampleApplication" />

</container>

</unity>

</configuration>
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C MoMA Scan Results

Mono migration analyzer (MoMA) is a program for scanning .NET applications. It checks if

the application uses anything not supported by Mono. While MoMA can help show potential

issues, there are many complex factors that cannot be covered by a simple tool. MoMA may

fail to point out areas that will cause problems, and may point out areas which will not

actually be an issue (Xamarin Inc.).

D Issue Descriptions

There are 4 types of issues that MoMA will detect and report (Xamarin Inc.). The issues are

described in the following listing (Xamarin Inc.).

• Missing Methods: This is the most severe type of issue. These methods are methods

that are not implemented in Mono is any way, not even as stubs. If you try to compile

your application that uses these methods with Mono, you will get an error like:

myfile.cs(22,16): error CS0117: ’xxxxxxxxxxxxxxxxx’ does not contain a definition

for ’xxxxxxxxxxxxxxx’

If you compile your application with MS’s compiler, your application will run on

Mono until it tries to use the missing method. It will then exit the whole application

with an error like:

System.MissingMethodException: Method not found: xxxxxxxxxxxxxxxxxxx

• MonoTodo: Methods marked with “MonoTodo” may or may not cause problems for

your application. Sometimes a method may be marked with this to remind a devel-

oper that some small part is not implemented or to clean it up later. Other times, the

method may not be implemented at all and simply will not perform any function. This

is generally done to make an application compile and run, even if it missing some

functionality.

The detail report may list a specific reason why the method is marked with

“MonoTodo”. Going forward, it has been requested that any developer who uses
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“MonoTodo” provide a reason that can be used for this report. However, numerous

pre-existing tags do not have this reason.

• NotImplementedException: These can be tricky to determine if they are a problem or

not. In many cases the methods are not implemented at all, and simply throw a NotIm-

plementedException as soon as they are called. In other cases, the method may only

throw the exception under certain circumstances, while most calls work as expected.

We would be very interested in any feedback about these issues. If certain methods

provide a lot of false positives, we need to come up with a solution to discount them.

• P/Invokes: P/Invokes (platform invokes) are used to call functions that are writ-

ten in unmanaged languages, often times provided by the platform itself (user32.dll,

shell32.dll). However, these can also be calls into your own unmanaged libraries.

Mono can handle these calls when the unmanaged library is available for the platform

you are using, however many times the whole purpose of using Mono is to run on

many platforms.
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D.1 Results

The results of the MoMA scan are represented in Figure 20. Scan was ran against the Mono

2.8 (4.0 profile).

Figure 20. MoMA run against the Mono 2.8 (4.0 profile)
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D.2 Microsoft.Practices.Unity.dll
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D.3 Microsoft.Practices.Unity.Interception.dll
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