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If only there were a dogma to believe in.
Everything is contradictory, everything tangential;
there are no certainties anywhere. Everything can
be interpreted one way and then again interpreted
in the opposite sense. The whole of world history
can be explained as development and progress and
can also be seen as nothing but decadence and
meaninglessness. Isn't there any truth? Is there no
real and valid doctrine?

-Hermann Hesse: The Glass Bead Game
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This research concerns the object and nature of a priori knowledge. A priori
knowledge means knowledge that is justified independently of experience. It is
the purpose of the present work to reposition this notion in pragmatic terms.

The work consists of two arguments. The first is a dialectic argument
whose aim is to demonstrate the viability of the notion of a priori knowledge. It
is set against the anti-apriorist argument of Nelson Goodman, Morton White
and W.V.O. Quine. Goodman, White and Quine argued against the viability of
the notion of analyticity, and consequently of apriority. In the first section of
this work, it is shown that while the Goodman-White-Quine argument is
sound, analyticity and apriority remain viable philosophical concepts.

The second argument is a progressive argument that explicates the object
and nature of a priori knowledge in a pragmatic framework. In the second
section of this work, the object and nature of a priori knowledge are studied
and elucidated drawing heavily from the philosophy of the American
pragmatist C.I. Lewis. Lewis' notion of a priori knowledge is explicated and
terminological and conceptual clarification and development is introduced
where needed.

It is argued that a priori knowledge concerns our conceptual principles.
The object of a priori knowledge are the concepts we employ to make sense of
experience. It is, furthermore, argued that the selection of conceptual principles
is guided by pragmatic criteria, such as comprehensiveness, simplicity and
expediency. Therefore, the nature of a priori knowledge is ultimately
pragmatic.

Keywords: epistemology, semantics, a priori knowledge, pragmatism, c.i.
lewis, w.v.o. quine, morton white, nelson goodman
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PREFACE

I remember sitting under a tree in kindergarten when I was six years old,
wondering how the world works. This question eventually propelled me into a
life of inquiry. Two decades later, it was evident that I could not make progress
without formal education. Whenever I came up with a novel idea, it would
soon turn out it had already been thought of by somebody else. It made the joy
of discovery no less delightful. But it made the discoveries quite unusable for
much more than personal entertainment.

In the first months of undergraduate studies, I realized that turning in a
master’s thesis on “How the World Works” would not resonate well with my
superiors. So I narrowed down to find a more suitably focused question.
Finally, I submitted my master’s thesis on Wittgenstein's Tractatus. I was in
particular enchanted by the ladder of Tractatus §6.54: the idea that
understanding somehow transcends language. Wittgenstein, however,
discouraged my metaphysical endeavors: what we cannot speak about we must
pass over in silence. This was a tremendous setback, considering an inquiry into
how the world works.

When looking for a topic for my doctoral dissertation, it occurred to me to
look into the philosophy of physics. Perhaps the way the world works is not to
be found in the ruminations of Wittgenstein, but rather in the rumble of the
Large Hadron Collider. This, however, turned soon to be a dead end. Physics,
while a fantastic and enormously interesting discipline in its own right, suffers
from the lack of a proper ontology. As David Mermin famously quipped, the
ontology of the Copenhagen interpretation of quantum mechanics is: “Shut up,
and calculate!”

I then turned to epistemology. I realized that before I could even hope to
grapple with how the world works, I should first have an idea as to how I can
know how the world works. I started with radical constructivism, which I soon
found too radical for my purposes. Encouraged by my supervisor Sami
Pihlstrom, I then studied Hilary Putnam, who led me in turn to William James.
In reading James I realized I had finally found a soil in which my inquiry might
flourish. The thing is: maybe these questions cannot be answered for once and
for all. But maybe it suffices if I can produce an interesting point of view or two
to some of them. This realization loaded me with optimism. It left me, however,
with another kind of a problem: where to go next? Armed with Jamesian
methodological pluralism I felt like the proverbial child in the candy store: there
were just so many enchanting ways to go about the inquiry.

Finally, my supervisor tipped me to read a relatively unknown little paper
written by a prominent Harvard scholar in the early 1920's. And so, the penny
dropped. In reading Clarence Irving Lewis' "A Pragmatic Conception of the A
Priori," I came to realize that those ten pages expressed concisely what had been
haunting at the edge of my consciousness for a very long time. After devouring
the rest of Lewis' epistemological works, I came to the conclusion that Lewis
had saved me at least ten years of active research. Furthermore, he also gave me
a delightfully intriguing avenue of inquiry to pursue for my dissertation: the
nature of a priori knowledge. I admit the question of a priori knowledge is only



minutely smaller in scope than the question of how the world works. But it is,
as a great deal of philosophical tradition shows, as good a place to start as any.

It is my intention to bring to light in the present work some issues that
concern our commitment to beliefs that are so basic that we will not call them to
doubt, no matter what. We all have our dogmas, we all have our fundamental
beliefs that we will hold on to, no matter what. And that is as it should be;
without a bedrock, our entire world of experience would be a non-conceptual
mess in constant fluctuation where we could not even begin to make the sense
of how things stand.

If there is one thing I hope to establish with this study, it is that regardless
of our faith in our dogmas, regardless of our certainty in our worldview, it is
still but one among countless many. Even if our own conceptual scheme was
the most viable in terms of our needs and pursuits, that might not be the case
for the next person. There is no limit to how many perspectives to the world can
be taken. There simply are better and worse ways to see it, respectively to the
seers. The question is, ultimately, pragmatic.
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1 INTRODUCTION

In June 2006, Sir John Ball, the president of the International Mathematical
Union, travelled to St. Petersburg to discuss awarding the Fields medal, the
world’s most prestigious prize in mathematics. The Fields committee had
decided to award the medal to Grigory Perelman, a Russian mathematical
genius. Perelman had in 2002 presented a proof of the notorious Poincaré
conjecture - one of the allegedly most difficult mathematical problems in the
world.

After ten hours of intense negotiation with the eccentric mathematician,
Sir John had to give up. The genius would not accept the prize. Perelman
justified his decision as follows: “[the prize] was completely irrelevant for me.
Everybody understood that if the proof is correct then no other recognition is
needed.” (Nasar & Gruber 2006, p. 3.) The proof itself was all that mattered to
Perelman. Matters of worldly recognition or wealth were utterly trivial to the
genius who had dedicated his life to mathematics.

Perelman’s prodigious feat involved introducing a tremendously
complicated mathematical proof to craft a commonly accepted theorem from
what had been conjectured by Henri Poincaré a century earlier. What is
interesting is that Perelman’s proof, like mathematical proofs in general,
required no empirical evidence to support it. The proof required no empirical
testing, nor did it require testimonials from Perelman’s peers to support it. It
simply sufficed that he did the math right. The proof of the Poincaré conjecture
crafted by Grigori Perelman is knowable a priori. Knowledge concerning the
validity of the proof is independent of experience.

The question of whether there is such knowledge that is independent of
experience is the critical watershed in contemporary epistemology. There have
been compelling accounts presented both for and against the existence of this
particular type of knowledge. Those advocating the existence of a priori
knowledge often characterize the truths of mathematics and logic as prime
examples of a priori knowledge: we can know 2+2=4 without empirically
bringing two pairs together. There are also a large class of generic statements
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that it seems we can know the truth of without needing to empirically
corroborate them. “Jack is a bachelor” is a statement that is obviously in the
need of empirical corroboration. We need to know which Jack is referred to,
and whether or not he is married. The statement “all bachelors are unmarried,”
however, requires no empirical corroboration. Regardless of whether we know
Jack, or any bachelor for that matter, we know straight away that “all bachelors
are unmarried” is true, no matter what.

Despite such relatively obvious cases, the possibility of a priori knowledge
has been contested, especially since the onslaught of scientific and mathematical
revolutions of the early 19" century shook the philosophical discussion. In the
present-day a priori discourse, lines are divided on two fronts. First, the notion
of the viability of the notion of a priori knowledge is debated between the
apriorists and the anti-apriorists. Second, the debate among the apriorists is also
fierce. What common ground, if any, can be established in the plethora of the
presently available accounts of a priori knowledge is a topic that warrants its
own study. Because of problems involved both in the classical and
contemporary positions, the discussion may benefit from repositioning. This is
the purpose of the present study.

In the present treatise, the nature and object of a priori knowledge are
studied in a pragmatic framework. This may seem somewhat controversial: a
priori knowledge has not been a concept heartily embraced by the leading
pragmatists. Quite the opposite: such prominent pragmatist thinkers as Charles
Sanders Peirce, William James and John Dewey openly criticized the idea of
there being any such unchanging principles that could be known independently
of experience. The pragmatist temperament is generally pluralistic, empiricistic
and naturalistic, and therefore averse of the idea of apriority. The pragmatist
allows a great variety of worldviews, without exacting a single God’s Eye View
on how things stand.

There is, however, at least one prominent apriorist in the pragmatist
pantheon. In 1923 the Harvard scholar Clarence Irving Lewis published a paper
called “A Pragmatic Conception of the A Priori.” In this paper, Lewis turned
the entire notion of a priori knowledge on its ear, thus reintroducing the
concept into pragmatist discourse. According to Lewis, empirical knowledge
involves three elements: what is given in experience, the concepts we employ in
interpreting what is given, and the actual act of interpretation where we apply
the concepts to the given. A priori knowledge, in turn, concerns exclusively the
concepts we employ in making sense of experience.

The novelty in Lewis' approach is to argue that the choice of concepts and
their application is ultimately volitional, all the way to the most fundamental
conceptual commitments such as the commitment to a particular logic.
Consequently, the nature of the commitment to a given set of concepts is
arguably pragmatic: it depends on such criteria as comprehensiveness,
simplicity and expediency. Since the commitment to a set of concepts is
pragmatic, and since a priori knowledge targets exclusively concepts, the nature
of a priori knowledge is ultimately pragmatic.

The method of the present study is systematic. Two central questions are
addressed: the question of whether there is a priori knowledge, and the
question of what is the nature and object of a priori knowledge.
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Correspondingly, two arguments are forwarded to answer the central
questions. The first is a dialectic argument concerning the viability of the notion
of apriority. The second is a progressive argument concerning the nature and
object of a priori knowledge.

The first argument addresses one of the most prominent and convincing
anti-apriorist accounts presented in the 20™ century: the argument against the
tenability of analyticity presented by Nelson Goodman, Morton White and
W.V.O. Quine around the 1950’s. This part consists of a dialectic argument
through which I seek to establish that despite the credibility of this anti-
apriorist account, the notion of a priori knowledge remains a viable and needed
conception.

In the second argument I seek to establish Lewis’ philosophy as the
grounds for a convincing account of a priori knowledge. Lewis” epistemology
and semantics are explicated for relevant parts, and his notion of a priori
knowledge and its object is studied and developed. Finally, the most pressing
problems that arise will be addressed, and suggestions for further study will be
pointed out. Drawing from Lewis, I will defend three theses. First, that there is
a priori knowledge. Second, that the object of a priori knowledge is the
conceptual scheme. And third, that the nature of a priori knowledge is
pragmatic.

While positions from the history of philosophy are introduced to motivate
the present research, the present work is not intended as philosophical exegesis.
The method employed here is that of forwarding theses by drawing from
historical sources, by clarifying and unifying terminology used therein, and by
setting historical arguments in dialectical opposition against one another to
generate new insight. The most thorough discussion of existent philosophical
positions concerns the anti-analytic argument of Goodman, White and Quine,
and the epistemology and semantics of C.I. Lewis. These positions are
introduced as grounds for further philosophical development. It should also be
noted that I will proceed to present and argue these positions in a
chronologically reversed order. The reason to this is that the argument by
Goodman, White and Quine is customarily regarded as a deadly blow to the
notion of a priori knowledge. Therefore, a solution to this argument is needed
before any positive thesis can be forwarded in favor of the nature and object of
a priori knowledge.

The contribution of this study to the present a priori discourse is two-fold.
First, by showing that Lewis” position can be construed as compatible with the
argument by Goodman, White and Quine, I have sought to establish the
pragmatic conception of a priori knowledge - a position that has been widely
disregarded by the prominent contemporary apriorists - as a viable contender
in the contemporary discourse concerning the nature of a priori knowledge.
Second, I have developed and unified Lewis' position significantly by clarifying
his terminology and adjusting it so that it is more compatible with the
conceptual divisions employed in the present-day discourse. By these two
contributions I have worked to demonstrate that the pragmatic conception
offers indeed a very promising avenue of inquiry concerning the nature of a
priori knowledge.
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1.1 The History of A Priori Knowledge

Insofar as it is known, the idea of knowledge that is independent of experience
was first presented in Plato’s dialogue Meno (Plato 1997). The dialogue is well
known for Socrates” demonstration of anamnesis: that learning is actually a type
of recollection. Socrates claimed that we possess innate knowledge that can be
rendered explicit by teaching, such as the truths of geometry. Aristotle’s idea of
first principles from which infallible deductive inference can be drawn is also a
notion familiar to a priori knowledge (Aristotle 1952). The first recorded use of
the term ‘a priori’ is by the 14th century logician Albert of Saxony
(Encyclopaedia Britannica 1994, p. 1). Originally, the terms ‘a priori’ and ‘a
posteriori’ referred to inference from cause to effect, and from effect to cause,
respectively.

The first systematic account of a priori knowledge can be attributed to
René Descartes." His notion of clear and distinct ideas that we can reach by the
natural light of reason is the first systematically developed notion of what can
be known a priori. The introduction of the term ‘a priori” to epistemological
discourse is usually attributed to Gottfried Leibniz (Gémez-Torrente 2006, p. 5).
The concept became a part of common epistemological vocabulary by the latest
in Immanuel Kant’s Critique of Pure Reason (1781). Descartes, Leibniz and Kant
are the central philosophers to whose thinking the vast majority of the
contemporary a priori discussion owes. Common positions on a priori
knowledge may be divided according to their historical roots into the following
three categories.

A priori knowledge can be distinguished by:

1) some psychological criterion such as the “natural light of reason”;

2) some particular mode of proof, or logical relation to experience in
general; or

3) that experience itself is already limited or determined by a priori
knowable categories of the mind.

Let us call these psychologist, or Cartesian; onto-logicist, or Leibnizian; and
transcendentalist, or Kantian views, respectively.

The Cartesian position is based on the notion that a priori justification is
received from the rational faculty of human beings. The Leibnizian position
assumes that a priori knowledge targets propositions expressible in statements
that are both analytic and necessary. Consequently a priori knowledge is
thought to reflect the logical and ontological structure of the world. The Kantian

! Normally the historical treatement of a priori knowledge in the contemporary literature

starts with Kant (see e.g. Casullo 2003). Very similar distinctions can, however be found
also in Descartes and Leibniz. I have chosen to focus on these historical positions here to
elucidate the development of the contemporary notion of a priori knowledge. The
division to a priori and a posteriori knowledge has its roots in even earlier distinctions
such as those of Plato and Aristotle mentioned above. Owing to the slightly tangential
nature of the historical study of the lineage of the division I have, however, chosen to
omit it here and to focus in this section on the more immediately relevant
historical positions.
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position gives up the coextensivity of analyticity and apriority. For Kant, the
distinguishing criterion of a priori knowledge is that the judgment known a
priori is necessary and universal. In what follows, these positions will be
studied more closely.

1.1.1 The Cartesian A Priori

In Meditations I1I, Descartes writes as follows:

When I say here that ‘I am taught by nature’ to think so, I mean only that I am
prompted to believe this by some spontaneous inclination, not that it is shown to me
to be true by some natural light. The two things are very different: for whatever is
shown to me by the natural light [...] can in no way be doubtful, because there can be
no other faculty that I could trust as much as this light [...]. (Descartes 2008, p. 28.)

What we come to believe by our senses can always be doubted. But what is
shown by the natural light of reason is indubitable and certain. The
psychologistic, Cartesian, view presupposes that there are truths that compel us
to such an extent that doubting them is impossible, such as the conclusion of the
famous cogito argument. In doubting his own existence Descartes came to
conclude that there must be somebody doing the doubting. Therefore doubt
itself proves the existence of the doubter.

Descartes” philosophy was revolutionary in its time. It set out to thwart
the dogmatic Aristotelian-Scholastic philosophy that dominated the field up to
his time. He called attention to the fact that there are scarce few things we can
know for certain. Our senses are certainly not an infallible source of knowledge.
And even our minds could be manipulated by an evil demon. However, argued
Descartes, we can still establish some such indubitable principles as the
existence of the self arising from there being somebody to doubt said existence.

The assumption of infallible psychologistic first principles attracts,
however, a very compelling counter-argument. This is the argument from the
history of science. Some truths certainly seem indisputable even after
considerable scrutiny. However, it is perfectly possible that the mental capacity
of human beings would be so put together as to make some patent falsities
appear as beyond all doubt.” In Descartes’ time, it seemed impossible that
anybody could ever call the seemingly indubitable postulates of Euclidean
geometry into doubt, not to speak of the basic laws of logic.

In the early 19" century, the situation, however, changed radically. The
surfacing of hyperbolic geometries, such as those developed by Bolyai,
Lobachevsky and Riemann, demonstrated that the notion of the universality of
the Euclidean axioms was, in fact, questionable. In hyperbolic geometry, the
parallel postulate, that dictates that two parallel lines never cross, does not
hold. Since the development of quantum mechanics, it has even been suggested
that traditional two-valued logic should be discarded in favor of a quantum

A similar sentiment is expressed by Leibniz (1989b, p. 26): “Nor do I see that the people
of our day have abused any less the principle that they have laid down, that whatever I
clearly and distinctly perceive about a thing is true or is assertable of the thing in question. For,
often, what is obscure and confused seems clear and distinct to people careless in
judgment.”
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logic that takes into account the logical anomalies that arise from the
Copenhagen interpretation of quantum mechanics.’

While a great deal of things seem true to us even after prolonged
investigation, things” seeming to be so does not guarantee their in fact being so
- no matter how many centuries of investigation we have to back our intuitions
up with. There is always the possibility of error, no matter how long we have
held on to the truth of some belief, no matter how intricate proofs we may have
conjured up. This is the case as much for a priori knowledge as it is for a
posteriori, or empirical, knowledge.

Psychological grounds for justification, even the best of them, are therefore
always fallible. In order to maintain the degree of certainty or infallibility
attributed to a priori knowledge, more solid grounds for the source of a priori
justification must be found. Perhaps the certainty of a priori knowledge does
not arise from the natural light of reason, but from the impossibility of some
things’ being otherwise than they are. If it could be demonstrated that certain
states of affairs were necessary, and furthermore that knowledge targeting them
would arise from the analysis of the meanings of the statements expressing
them, the notion of a priori knowledge could perhaps be salvaged. This leads us
to the Leibnizian position.

1.1.2 The Leibnizian A Priori

Leibniz writes about a priori knowledge as follows:

The possibility of a thing is known a priori when we resolve a notion into its
requisites, that is, into other notions known to be possible, and we know that there is
nothing incompatible among them. (Leibniz 1989b, p. 26.)

Central to the Leibnizian, or onto-logicist, account of a priori knowledge is the
idea that a priori knowledge arises from the analysis of a notion into its
component parts. Also the division of truths into two categories is at the heart
of Leibniz’s conception of a priori knowledge. Truths of reason are truths that
can be arrived at purely by analyzing a notion into its component parts. Truths
of fact can only be arrived at by experience.* A priori knowledge concerns the

3 The Copenhagen interpretation is the dominant interpretation of early quantum

mechanics proposed by, among others, Niels Bohr and Werner Heisenberg in the 1920s.
According to the Copenhagen interpretation, a quantum system is described as a wave
function, which results in such logical anomalies as an electron’s being able to reside in
multiple locations at one time. It has been argued that this effect annuls the distributive
law, or even the law of the excluded middle. An apt example of the elimination of the
excluded middle is the famous “Schrodinger’s cat” thought experiment. Erwin
Schrodinger postulated that if a cat was put in a closed box with a device that would kill
the cat under certain quantum conditions, the anomalies of quantum mechanics would in
fact cause the cat to be simultaneously alive and dead before it was observed. See
Schrodinger (1983). For more details, see e.g. Faye (2008). The Copenhagen interpretation
has launched fierce debates both concerning the validity of quantum mechanics as well as
the validity of classical logic. A famous argument in favor of the fundamentality of
quantum logic has been forwarded by Hilary Putnam (1968).

In contemporary discourse it is customary to speak of analytic and synthetic truths,
correspondingly. The position that only analytic truths can be known a priori was later
adopted by e.g. the logical positivists. See in particular Ayer (1946).
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truths of reason: we arrive at truths of reason by analysis, because analysis
reveals the necessary primary truths out of which the proposition expressing
the truth of reason is itself composed:

Truths of reasoning are necessary and their opposite is impossible: truths of fact are
contingent and their opposite is possible. When a truth is necessary, its reason can be
found by analysis, resolving it into more simple ideas and truths, until we come to
those which are primary. (Leibniz 2008, §33).

Once we resolve a truth of reason into those simple ideas and truths it is
composed of, we specify the primary components of it that are in themselves
necessary. By analyzing a notion into its component parts, insofar as the
composite parts yield a truth that holds necessarily, the notion can be known a
priori. More specifically, truths of reason are founded on necessary
presuppositions; what are customarily thought of as axioms:

In general, every true proposition which is not identical or true in itself can be
proved a priori with the help of axioms or propositions that are true in themselves
and with the help of definitions or ideas. (Leibniz 1989a, p. 226.)

Necessary presuppositions, together with valid inference, yield true conclusions
under all circumstances. The necessary presuppositions involved in a particular
truth of reason can be resolved by analysis. Analyticity and necessity are,
therefore, the central criteria in distinguishing a priori knowledge from a
posteriori knowledge in the onto-logicist position.

There is, however, a critical ambiguity involved in the notion of the
necessity of presuppositions. C.I. Lewis (1929, pp. 200-201) notes that logical
priority does not entail necessity. A logically prior statement is a sufficient
condition for the statement entailed by it - but it is by no means a necessary
condition. The latter statement might be arrived at by other means as well.

Logical entailment alone does not, therefore, suffice to establish necessity.
Necessity requires logical equivalence. Only such presuppositions that are
equivalent to what they entail hold necessarily. This would, however, trivialize
the notion of presupposition. If we were to take “A presupposes B” to mean “B
implies A,” we would end up with such a profusion of presuppositions that the
utility of the notion would be lost. The necessary conditions of a fact are its
logical consequences, not presuppositions from which the fact can be inferred.
(Ibid., p. 203.)

More recently, the concept of postulate has replaced the idea of the self-
evident axiom.” This has arisen in part from the surfacing of non-Euclidean
geometries. Since various sets of postulates may give rise to logically consistent
deductive systems, we cannot maintain that any particular of these competing
sets would somehow be more self-evident than another. This leads to the
conclusion that no metaphysical first principles can be defended on the grounds
of their logical indispensability or priority. The choice of valid axioms or
postulates depends on the choice of logic, not on the ontological structure of the
world.

° See e.g. Schiller (1902).
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While every good logic is such that its axioms are undeniable without
contradiction, it is because in making deductions within the logic we shall keep
to those axioms. Logic itself cannot show its axioms to be true or false,
necessary or contradictory. The axioms we assume hold because we cannot
begin to make an inference before we make some such assumptions. And after
we have so assumed, there is nothing that could possibly overthrow these
axioms.

While the Cartesian position assumed the infallibility of the rational
facility, the Leibnizian position assumes the universal applicability of a single
logic. There have since been shown to be several consistent logics that have
distanced themselves from the logic employed and developed by Leibniz. For
example, while the law of the excluded middle seems like a very compelling
principle to us, there are consistent three-valued logics, such as the ones
developed by Charles Sanders Peirce (1909) and Jan Lukasiewicz (1970), that do
not incorporate such a principle.

The Leibnizian view is, therefore, arguably reduced into a variant of the
Cartesian view: while logical necessity seems at first hand to carry more weight
than the natural light of reason, it appears that logical necessity can only be
determined with respect to the presuppositions in the logical framework in
which these truths appear. The framework itself is completely dependent on
these presuppositions, which in turn - at the end of the day - are accepted on
the grounds of their seeming to be necessary for a given set of inferences.

It appears then that there are no guarantees of there being some such
metaphysical first principles that a logical framework could be built upon that
the Leibnizian position requires. It could, however, be argued that logic, and
subsequently a priori knowledge, targets not the ontological constitution of the
world, but the conditions of experience. The role of logic could be construed not
as formal ontology, i.e. concerning the structure of the real, but as formal
epistemology, i.e. concerning the structure of our knowledge of the real. This
brings us to the Kantian position.

1.1.3 The Kantian A Priori

The Kantian, transcendentalist view distances itself from the assumption of
necessary metaphysical first principles, and rather presupposes that it is
experience that is limited by some a priori categoriality. Necessity concerns then
the conditions of experience, not the ontological structure of the world.
According to Kant,

if a proposition is thought along with its necessity, it is an a priori judgment; if it is,
moreover, also not derived from any proposition except one that in turn is valid as a
necessary proposition, then it is absolutely a priori. [...] Thus, if a judgment is
thought in strict universality, i.e., in such a way that no exception at all is allowed to
be possible, then it is not derived from experience, but is rather valid absolutely a
priori. [...] Necessity and strict universality are therefore secure indications of an a
priori cognition, and also belong together inseparably. (Kant 1998, pp. B3-B4.)

Kant's position may be characterized as a category theory that shifts the
emphasis from metaphysical categories, such as Aristotle’s, to epistemological
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categories. As concerns the a priori, the pivotal argument of the Kantian
position is that there are necessarily some preconditions to the way the world is
experienced, and that these preconditions can be known a priori. Necessity is,
therefore, the unifying criterion for Kant’s a priori. Unlike Leibniz, he however
forgoes the requirement of analyticity. In fact, the central question addressed in
Kant's Critiqgue of Pure Reason is that of how are synthetic a priori judgments
possible.

Kant holds that a priori cognitions are absolutely independent of all
experience (ibid., pp. B2-B3). It should be noted that Kant acknowledges that a
priori cognitions have a shared origin with experience: “although our cognition
commences with experience, yet it does not on that account all arise from
experience” (ibid., p. B1).

Central to Kant’s philosophy is the notion that experience consists always
of two components: the material of experience and what we bring to experience
in order to organize and categorize it. A judgment is knowable a priori only if
the knowledge of its truth arises from the observation of our own categorizing
activity. The transcendentalist notion of a priori concerns, therefore, the
categories of experience and the pure forms of intuition - space and time.
Categories and the pure forms of intuition constitute the transcendental: the
conditions, or limits, of what can be experienced.

Kant introduced the division to analytic and synthetic statements. Like
Leibniz, Kant holds that the truth of analytic statements can be known by the
analysis of their component parts. However, he maintains that there are also
synthetic a priori truths. For example, judgments concerning the categories and
the pure forms of intuition are, according to Kant, synthetic and a priori.

By shifting the focus of a priori knowledge from the rational facility of
human beings and the metaphysical structure of the world to the necessary
preconditions of experience, Kant steered clear of the problems specified above
in the context of the psychologicstic and onto-logicistic positions on a priori
knowledge. Kant’s position, however, invites a new avenue of criticism. Kant
assumes the necessity and indispensability of his twelve categories and two
forms of intuition. The criticism of the transcendentalist position targets
precisely the alleged necessity of these preconditions.

Kant’s categorial system soon received followers that demonstrated that
other kinds of epistemological categoriality can be argued for. Peirce, for
example, reduced Kant’s twelve categories to three (Peirce 1931, p. 148 ff.).° This
gives rise to the argument that various different categorial systems may be
employed to interpret experience.” Therefore, it may be argued that there are no
necessary preconditions to experience any more than there are necessary logical
presuppositions. We may utilize a great variety of different kinds of categorial
systems to make sense of experience.

Other categorial systems, both metaphysical and epistemological, have been developed
by e.g. Edmund Husserl (2001), Wilfrid Sellars (1974), Ingvar Johansson (1989) and
Roderick Chisholm (1996).

Later, this notion of the relativity of categorial interpretation was developed into the idea
of the conceptual scheme or framework, employed by e.g. C.I. Lewis (1929), Rudolf
Carnap (1956b) and W.V.O. Quine (1951). Quine’s and Lewis’ positions are studied in
detail below.
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It should be noted that it is very hard to criticize the notion that there are
some necessary preconditions to experience. This is where the strength of Kant's
position lies. The notions introduced by Peirce and others do, however, raise
the question as to whether the twelve categories enumerated by Kant can be
defended as the specific necessary preconditions of experience.

The apriority of the pure forms of intuition proves slightly more difficult
to criticize. Namely, it does indeed seem prima facie that all experience relies a
priori on the forms of space and time, and that space and time cannot be
derived from experience. Apriority of space and time as necessary conditions
for experience is, however, also criticizable.

The following thought experiment may be used to tentatively call the
necessity of the pure forms of intuition to doubt. Let us imagine an alien from a
distant star system, such as Alpha Centauri. The Alpha-Centaurian does not
perceive in terms of space and time as separate qualities, but in terms of
Minkowski space-time: the three spatial dimensions and the temporal
dimension are considered on an equal footing. This creature would perceive
simply in terms of four equivalent dimensions: it would not make the
qualitative differentiation between the three spatial dimensions and the
temporal dimension. Modern physics supports also positions where more than
three spatial dimensions are postulated. One can then expand the idea to any n-
dimensional coordinate system where time figures in only as a single individual
coordinate. Therefore, the differentiation of time and space as separate forms of
intuition can at least be called to doubt.

The notion that a priori knowledge targets the preconditions of experience
is a sound one. In observing the preconditions of experience, we do not need to
turn to experience itself. Therefore, knowledge concerning the preconditions of
experience can be considered a priori knowledge. However, the notion that
these conditions would be necessary, unchanging and infallible is dubitable. It
seems that we can indeed come up with a great variety of different ways of
interpreting experience, where Kant’s account, while impressive in itself,
figures only as one out of many viable ones.

In fact, it is the alleged necessity and infallibility of a priori knowledge
that causes many of the problems found in all the classical positions. The
Cartesian position assumed that there are some such indubitable principles that
we can know to be true a priori on the grounds of their compelling nature. It
can be called to doubt because human beings have been time and again shown
to entertain false beliefs centuries on end. The Leibnizian notion assumed that
we can know some presuppositions a priori owing to the consistency of
deductions carried out on grounds of them. Attributing necessity to such
presuppositions or axioms is, however, difficult to defend because various
mutually exclusive sets of presuppositions may yield equally consistent
inference.

Finally, while the Kantian position offers compelling grounds for
apriority, it too is questionable because it assumes that the a priori knowable
preconditions of experience are fixed for once and for all. As was demonstrated
above, alternate ways of classifying experience can be argued for. Some
categorial commitments, it appears, are required in order for there to be
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experience at all. But it seems that we are not confined to a particular set of
them.

All three classical accounts have thus problems. They have subsequently
invited a great deal of more contemporary a priori literature. Let us next cast a
quick glance at the various prominent accounts in the contemporary discussion.

1.2 The Contemporary Discussion

In the contemporary discussion, a plethora of attempts to solve the problems
associated with the a priori have been presented. The field is riddled with an
abundance of mutually incompatible approaches and attempts at making sense
of the nature of a priori knowledge.®

Following Casullo (2003), the contemporary positions may be divided into
two main categories. The conditions of a priori knowledge can be identified on
either epistemic grounds, or non-epistemic grounds. Epistemic conditions of a
priori knowledge fall into two categories: justification and defeasibility.
Justification conditions fall, furthermore, into the categories of source and
strength. The source of a priori justification concerns some such epistemic
sources as rational insight: a statement is known a priori when the source of its
justification is non-experiential. The strength of justification concerns the degree
of justification lent to a priori knowledge. Also defeasibility conditions can be
divided into strong and weak categories. In the former category, all defeaters of
knowledge are included, in the latter only some. In both cases, a priori
justification is such justification that cannot be defeated by the specified
defeaters.

Non-epistemic conditions concern the truth conditions of statements
known a priori. Non-epistemic conditions can be divided into the categories of
necessity and analyticity. In the first case, a statement known a priori is
considered necessary. That is to say, what can be known a priori must hold
under every imaginable circumstance, or it must be true in all possible worlds.
In the latter case, the statements that express a priori knowledge are considered
analytic. That is to say, a priori knowledge arises from the analysis of such
statements whose truth can be determined solely by coming to understand the
meanings of the components of the statement.

Nonepistemic a priori knowledge is defended, among others, by A.]. Ayer
and Roderick Chisholm. Ayer (1946, p. 71 ff.) holds that a priori knowledge is
necessary and analytic. Drawing from the pool of logical positivism, Ayer (ibid.,

8 For a more comprehensive round-up of the contemporary discussion on a priori

knowledge, see e.g. Moser (1987), Boghossian & Peacocke (2000), Casullo (1999) and
Casullo (2003). See also the entries on a priori knowledge in the Oxford Handbook of
Epistemology (Casullo 2002), the Oxford Handbook of Contemporary Philosophy (Peacocke
2005) and the Stanford Encyclopedia of Philosophy (Russell 2007). The selection of apriorists
studied below is by no means exhaustive. The positions described here are some of the
most commonly acknowledged positions on a priori knowledge. In addition to the
positions mentioned below and those included in the above compilations, see also e.g.
Hintikka (1973, 1974), Stenius (1989), Azzouni (1992), Rey (1998), Devitt (1998) and
McGinn (1999).
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p- 16) maintains that an a priori proposition must be a tautology in the sense
that it is “true solely in virtue of the meaning of its constituent symbols, and
cannot therefore be either confirmed or refuted by any fact of experience.”
Chisholm (1989, p. 26 ff.) claims a priori knowledge is restricted to axioms and
their consequences. An axiom must be necessarily true and certain for everyone
who accepts it. Ayer and Chisholm commit arguably to a variant of the onto-
logicist position.

The defenders of nonepistemic analyses also include Anthony Quinton
(1967, p. 108), who maintains that ‘a priori’ means either ‘non-empirical’ or
following Kant, ‘necessary’. R.G. Swinburne (1987, p. 186), in turn, maintains
that a priori knowledge furthermore demands the awareness of the modal
status of the statement known. In other words, an a priori knowable statement
must be both necessary, and known to be necessary.

Philip Kitcher (1984, p. 24) evokes the notion of ultra-reliability: “a priori
warrants are ultra-reliable; they never lead us astray.” As an interesting aside,
Kitcher (1980, pp. 5-6) has also addressed the problem evoked by Kant (1998, p.
B1l) concerning the fact that while a priori knowledge does not arise from
experience, it must begin with experience. Kitcher presents an interesting
formulation that given a priori knowledge is accessible to a person only in the
case she has lived a sufficient life to acquire the concepts required by that
knowledge.

The strong commitment to necessity by Quinton, Swinburne and Kitcher
invites the criticism presented against the onto-logicist and transcendentalist
positions: what are the criteria on the grounds of which necessity may be
specified, if there is no single exclusive logical or categorial framework we must
commit to?

Necessity is also included as a criterion in some epistemic analyses.
Panyaot Butchvarov (1970, pp. 76) evokes the notion that a priori knowledge is
recognizable by the unthinkability of mistake. In other words, if a mistake in a
given belief is unthinkable, then no revision of that belief is possible. It should,
however, be noted that this raises the question that unthinkability of mistake
may arise, in fact, from at least two sources: the mistake’s being actually
unthinkable, and from the thinker’s inability to think it. In addition to being a
potentially sufficient criterion for a priori knowledge, unthinkability may also
be caused by the lack of imagination on part of the thinker.

A very prominent epistemic analysis of a priori knowledge is presented by
Laurence BonJour. He holds that “a proposition is justified a priori when and
only when the believer is able, either directly or via some series of individually
evident steps, to intuitively ‘see’ or apprehend that its truth is an invariant
feature of all possible worlds” (Bonjour 1985, p. 192). Also Alvin Plantinga
(1993, pp. 105-106) evokes the notion of seeing. Plantinga holds that seeing that
a proposition is a priori true consists in finding oneself convinced that the
proposition is true and understanding it could not have been false.

The “seeing’ evoked by BonJour and Plantinga encounters, however, some
problems that were addressed above in the context of the classical
psychologistic position on a priori knowledge. Namely, even the most pressing
seemings may turn out eventually to be false. BonJour, however, takes this into
account and defends a fallible psychologistic criterion for a priori knowledge. In
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this way, he avoids the most pressing criticism against a psychologistic a priori
position. Fallible a priori knowledge will be addressed in greater detail below.

Another typical epistemic analysis of a priori knowledge is given by
George Bealer. He evokes the notion of intuition as the epistemic source of a
priori knowledge. Bealer (1998) presents a thorough analysis of the notion of
intuition. He claims that intuitions are used as evidence in standard justificatory
practices. Therefore, they should be accepted as justification for a priori
knowledge as well. Bealer also supports the fallibility of a priori knowledge
(Bealer 1998, p. 202).

There are some prominent positions that distance themselves considerably
from the classical accounts. Saul Kripke (1980, p. 54 ff.) presents an interesting
aside to the mainstream a priori discussion. He argues that there are also
contingent a priori knowable truths, such as that the standard meter bar in Paris
is one meter long. In another possible world it could be that that particular
piece of platinum-iridium alloy could be of a different length.” He also argues in
favor of necessary a posteriori knowable truths, such as water’s being
necessarily H20O. Because water’s being H2O is a material truth, it cannot be
known a priori, yet because of the definition of ‘water” it must hold in every
possible world and be therefore necessary.

Hilary Putnam (1978) has presented strong criticism against the assumed
infallibility of a priori knowledge. He has, however, maintained that there is
some use for the notion. Putnam argues that there is at least one a priori
knowable truth: the minimal principle of consistency. He argues that it cannot
be the case that every statement is simultaneously true and false. If that were
the case, no theories could be formed about anything: everything would entail
everything.

Finally, there is the idea of fallibilistic a priori knowledge. Compelling
cases have been presented in favor of the fallible nature of all knowledge. Most
prominent fallibilists are arguably Charles Sanders Peirce (1932, CP 2.75), John
Dewey (1930) and Karl Popper (2002). As was tentatively shown above, the
classical positions encounter problems owing to their assumed infallibility.
Therefore, some contemporary apriorists have, some more grudgingly than
others, embraced the notion of fallibility of a priori knowledge. The most
notable fallibilist apriorists are Laurence BonJour and George Bealer."”
According to BonJour, the justification of a priori knowledge involves an
intuitive apprehension of necessity. This apprehension itself is, however, not
infallible. BonJour elucidates the notion of the fallibility of a priori knowledge
as follows:

In opposition to the view of most philosophers in the rationalist tradition, I see no
reason to regard such apprehensions as being in any useful sense infallible or certain;
on the contrary, it is quite clear that mistakes can and do occur. (Bonjour 1985, p.
208).

It has also been argued that the Paris meter’s being one meter long does not even
constitute knowledge. See e.g. Wittgenstein (2001). Also, the redefinition of the meter as a
fraction of a light second in 1983 can be argued to invalidate Kripke’s example.

10 Other fallibilist apriorists include Bob Hale (1987, p. 123 ff.) and Donna Summerfield
(1991).
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This opens up promising avenues of inquiry as regards the criticism leveled
against the psychologistic a priori. If a priori knowledge is considered fallible,
the argument from the history of science, for example, loses its edge. However,
new problems arise in introducing fallibility as a dimension in a classical
account on a priori. It certainly invites the question as to whether the notion of a
priori knowledge can survive at all in a fallibilistic framework. Perhaps we can
at best only hold that knowledge is justified more or less a priori? This question
is addressed in detail in the section 2.3 of the present work.

Assuming necessity and infallibility of a priori knowledge invites a great
variety of problems. Assuming fallibility, on the other hand, risks losing the
viability of the concept. In order to steer clear between these two extremes, the
discussion may benefit from repositioning. That is the purpose of the present
work.

1.3 The Questions

The term ‘a priori” has been used in philosophical discourse in a wide variety of
ways. As was noted above, it originally referred to inference from causes to
effects. Subsequently, it has been used variably as a predicate of knowledge,
justification, judgment, cognition, truth, statements, forms of intuition,
categories and concepts. It has also been employed as an indeterminate noun,
‘the a priori,” in referring to independence from experience. In contemporary
discourse it is commonly restricted to its use as an epistemological predicate. In
the present work it is, therefore, maintained that ‘a priori’ applies primarily to
knowledge and justification.

A priori knowledge is knowledge that is independent of experience. It is
constituted of a true belief that is justified nonexperientially. In order to know p
a priori, I must entertain the belief that p, p must be true and the justification for
p must be independent of experience."

The nature of justification is central to the determination of a priori
knowledge. Justification may arise from at least four sources out of whom only
one qualifies as a priori justification. Justification may be based on sensory
perception. For example, if I see that Jack is on the road, I am justified in
believing the proposition p, “Jack is on the road.” Justification may also be
based on testimony. If a trustworthy friend tells me that Jack is on the road, I

n It should be noted that the traditional idea of knowledge as justified true belief has met

with considerable problems in the recent years. Edmund Gettier (1963) famously
demonstrated that while it may be argued that justified true belief is a necessary criterion
for knowledge, it is not a sufficient one: a true proposition may be believed on grounds of
faulty justification. The question of the Gettier problem is a heated topic of debate in
epistemology, and will not be addressed in greater detail here. Also the notion of truth
becomes complex in a pragmatic framework. In a correspondence theory, truth means the
correspondence of a proposition or a sentence with a fact: "p" is true iff p. In a pragmatic
framework, however, "p" is true if it makes sense to believe that p. In other words, "p" is
true, if believing that p works for our purposes. (See e.g. James (1907, p. 589)). Despite
such problems as described above that generally riddle epistemology, the classical notion
of knowledge is, for the sake of argumentative clarity, employed as the starting point of
the present work.
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am justified in believing p. Justification may also be based on introspection. If p
is “I am happy,” I may justify the belief in p by coming to realize by
introspection that I am happy. And finally, justification may be based on
intuition, inference or other such faculty that is independent of experience.
Only such justification qualifies as a priori justification."

On the grounds of these determinations, we can now draw the following
generic definition of a priori knowledge:

(AP) A priori knowledge is knowledge whose justification is
nonexperiential.

The two central questions concerning a priori knowledge are the following;:

1) Is there a priori knowledge?
2) If yes, then what is the nature and object of a priori knowledge?

The first question arises from the rub of the infallibilism and fallibilism
specified above. If the necessity and infallibilism of a priori knowledge cannot
be maintained, does the entire notion collapse? The second question concerns
determining what it means for knowledge to be independent of experience, and
what it is that such knowledge concerns.

It is the purpose of the present work to establish a firm affirmative answer
to the first question and to elucidate the second. The first question is studied in
the context of one of the most prominent anti-apriorist attacks of the 20™
century: that of Nelson Goodman, Morton White and Willard van Orman
Quine. The second question is studied in the pragmatist framework, drawing
most notably from the semantics and epistemology of C.I. Lewis. It is the
purpose of the present work to defend the existence of a priori knowledge and
to establish an account of the nature and object of a priori knowledge that steers
clear of the problems specified above.

2 There are other potential justifiers such as memory. If I remember Jack’s having been on

the road, I am justified in believing “Jack was on the road.” Memory is, however, a
difficult issue in the context of a priori knowledge. Trivially, memory is, of course,
required for such a priori justifiers as inference in the sense that one must be able to recall
the rules of inference, the axioms being used, the constants relevant to the inference and
so forth. However, memory is not required as a justifier in the sense above: the
proposition being justified is not being justified on the grounds of a memory of its truth.



2 ON THE VIABILITY OF THE CONCEPT OF THE A
PRIORI

The possibility of a priori knowledge has been contested by many philosophers
since the 19" century. In this first section, an argument against the viability of a
priori knowledge as a philosophical concept is investigated. The purpose of this
chapter is to establish that a priori knowledge is indeed a viable and much
needed philosophical concept.

The first systematic argument against a priori knowledge was presented
by John Stuart Mill in his A System of Logic (1868). Mill argued that such alleged
objects of a priori knowledge as the truths of mathematics were in fact simply
inductive generalizations. Mill’s position did not yet garner a wide support. In
the 1950’s, however, a very compelling position against analyticity, and as a
corollary, a priori knowledge, surfaced that caused entire schools of analytic
philosophy to relinquish the a priori and the analytic. This position is that of
Nelson Goodman’s, Morton White’s and Willard van Orman Quine’s presented
in three influential papers in 1949, 1950 and 1951.

It is not the intention here to contest the Goodman-White-Quine
argument, henceforth referred to as GWQ. Greater minds have set out to that
task, yet the debate still stands unresolved. Rather, a conception of apriority
and analyticity will be presented that will accommodate for GWQ. Thus, the
contribution of GWQ to the a priori discussion will not be considered to be that
of renouncement, but rather that of repositioning.

In what follows, GWQ will be studied in detail. A selection of explicit
critiques of the argument will follow its exposition. These critical notions will
yield tools to reposition the question of analyticity so as to retain an use for the
notion. Subsequently, the direct relevance of GWQ to a priori knowledge will
be explicated. Finally, a GWQ-compatible explication of both analyticity and
apriority will be given.

The main thesis of the following section is that while such exactitude as is
demanded by GWQ of analyticity and apriority is not possible, it does not
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render the concepts useless. It shall be contended that they are both highly
useful and very viable concepts usable, with sufficient adjustments, in
philosophical investigation.

21 The Goodman-White-Quine Argument

An analytic statement is such as whose truth can be determined on the grounds
of the meanings of its constituents.”” From Kant till the 1950’s, the analytic-
synthetic distinction was standard issue in analytic philosophy. In the 1940’s, a
heated correspondence ensued at Harvard between Nelson Goodman, Morton
White and Willard van Orman Quine, concerning the tenability of the
distinction."

The findings of the correspondence were preliminarily examined in
Goodman’s “On Likeness of Meaning” (1949). The central argument was
summarized in White’s “The Analytic and the Synthetic: An Untenable
Dualism” (1950). Finally, the argument was expanded to full bloom in Quine’s
seminal “Two Dogmas of Empiricism” (1951), lauded by some as one of the
most influential papers in analytic philosophy of the 20" century.” The position
advocated by the trio was that owing to vagueness of meaning in natural
language, analyticity was an untenable concept. GWQ has set the stage for
much of philosophical debate in the latter half of the 20™ century. In the
following, the focus will be on the three papers in which the attack on
analyticity was initiated.

211 Goodman on Synonymy

Goodman’s “On Likeness of Meaning” is centered on the problems involved
with synonymy. In particular, Goodman is concerned with how we can
determine that two names or predicates of natural language have the same
meaning. Goodman first recaps and demolishes various classical notions of

B Classically, an analytic statement was also considered to be one where the subject

contains covertly the predicate attributed to it. See e.g. Kant (1998, p. A6/B10, 1993, p.
14).

This correspondence has been published as an appendix to White’s autobiography
(White 1999, pp. 337-357). The correspondence began with White’s concerns about the
paradox of analysis as presented by C.H. Langford. Langford (1952, p. 323) formulated
the issue as follows: “Let us call what is to be analyzed the analysandum, and let us call
that which does the analyzing the analysans. The analysis then states an appropriate
relation of equivalence between the analysandum and the analysans. And the paradox of
analysis is to the effect that, if the verbal expression representing the analysandum has
the same meaning as the verbal expression representing the analysans, the analysis states
a bare identity and is trivial; but if the two verbal expressions do not have the same
meaning, the analysis is incorrect.” In order for an analysis to be informative, it must rely
on the replacement of synonyms with synonyms. But in order for two terms to be
synonymous, they must mean exactly the same. Therefore, their synonymity cannot be
informative. White expressed his concerns in the paper “On the Church-Frege Solution to
the Paradox of Analysis” (White 1948). The correspondence that ensued ultimately
culminated in the three highly influential papers studied in this chapter.

5 See e.g. Godfrey-Smith (2003, p. 31) & Murphey (2005, p. 328).
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synonymy. He then surveys extensively the viability of coextensivity as a
criterion for synonymy. Finally, he ends up augmenting the traditional notion
of coextensivity, thus arriving at a satisfactory criterion for synonymy, but one
that implies that no clear-cut synonymy can be established, but only a gradated
synonymy, a likeness of meaning.

Out of the classical notions, Goodman first addresses the Platonic notion
of synonymy. According to the Platonist, synonymy concerns two predicates
reflecting the same idea. Without offering any detailed grounds for his
disbelief, Goodman expresses doubts as to whether we can know that two
terms do in fact stand for the same idea. He thus cursorily rules out the Platonic
account as unsatisfactory (Goodman 1949, p. 1).

He notes that the idea of two synonymous predicates” expressing the same
mental idea or concept is more practical. It is, however, exactly the evoking of
mental imagery that makes the notion troublesome. Some concepts obviously
evoke ideas, but others do not. Even nonsense syllables may evoke images, yet
apparently be void of meaning (ibid.). Goodman then moves to concept theory,
where the idea of mental images is replaced by concepts. In terms of concept
theory, synonymy means that two terms evoke the same concept. The concept
theory, however, allows inconsistent concepts, such as square circles. And were
we to want to rule out inconsistent concepts, we would have to resort to such
meaning-relationships that we are attempting to explain. They cannot, in other
words, be used to define them. (Ibid., p. 2.) The concept theory does not offer
proper criteria for defining genuine, self-consistent concepts.

Goodman next faces the possibility theory. He questions whether the
possibility of something’s satisfying one term but not the other can be
established (ibid., p. 2). Goodman asks whether we can determine whether two
predicates apply to the same possibles by asking whether their disjunction is
self-consistent. He notes that as long as the two predicates are different, their
compound is logically self-consistent, and no other means for determining its
self-consistency exist (ibid.). Thus, possibility theory offers no help in
determining whether two predicates have the same meaning or not.

Platonism, mental coincidence, the concept theory and the possibility
theory having apparently failed, Goodman turns next to investigate
coextensionality as the criterion for synonymy. First off, Goodman disregards
the argument against coextensionality that extensions vary with time: according
to him, the extension of a predicate consists of everything past, present and
future, to which the term applies: “neither the making or the eating of cakes
changes the extension of the term ‘cake’ (ibid., p. 3).

Goodman points out that equating the meaning of a term with its
extension leads to circularity: in order to know whether the term applies to an
object, we must know its meaning, and in order to know its meaning, we must
know its extension. But if we know the extension of the term, we must know
whether it applies to the object. In Goodman’s opinion, this apparent circularity
does not undermine the thesis of coextensionality as the criterion for synonymy.
We can decide that two predicates have the same extension without knowing
exactly all the things they apply to (ibid.). Having come this far, Goodman
settles for coextensivity as the criterion for synonymy.
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There are, however, problems concerning coextensionality as a criterion
for synonymity. Coextensionality fails, for example, in the case fictitious
entities. Both ‘centaur” and “unicorn” have the same extension, namely null, but
obviously differ in meaning. The problem is that two terms differing in
meaning may be coextensive. That terms meaning the same are coextensive is,
of course, evident, and for the present purposes trivial.

The relationship between extension and meaning is a difficult one, as has
been observed ever since Frege’s introduction of the sense-reference
distinction.® Difference of extension “does not draw distinctions as fine as those
drawn by difference of meaning” (Goodman 1949, p. 4). This was traditionally
handled by introducing meaning-entities, senses, that lie between terms and
extensions. Goodman, however, feels dissatisfied with such “ghostly entities”
as senses."”

To craft an entirely extension-based approach void of such notions,
Goodman introduces the notion of secondary extensions. Since two coextensive
terms do not necessarily mean the same, the discrepancy in meaning is
accountable in terms of differences in extensions of other terms related to the
two synonymous terms. The discrepancies in meaning can be explained by the
variance in extension when certain kinds of predicates are applied to a term.
The primary extension is that of the term’s itself, the secondary extension is that
of any of the compounds including it.

Goodman explains this point by elaborating on the difference of meaning
of ‘centaur’ and “unicorn’. Such ideas as ‘thoughts’, ‘concepts” and ‘meanings’
are discarded. Goodman notes that since there are no centaurs and no unicorns,
all centaurs are unicorns and vice versa; and all uncles and feet of centaurs are
uncles and feet of unicorns and vice versa. This far coextensionality works: we
can substitute salva veritate “‘centaur’ for “unicorn’ in any sentence containing the
predicates mentioned.

However, once we predicate something such as “picture of” over ‘centaur’
or ‘unicorn’, we run aground insofar as substitutability salva veritate is
concerned. For surely there are pictures of centaurs and pictures of unicorns,
and they certainly are not the same things. Thus, we cannot substitute “picture
of centaur’ for “picture of unicorn’ salva veritate - the two compound terms are
obviously not coextensive. There is furthermore the problem that if a
compound term were to have an extension other than null, it would imply that
its components should have such an extension as well. In other words, “picture
of unicorn’ seems to imply the existence of unicorns, just as does ‘uncle of
unicorn’. The latter case is, however, unproblematic, since the extension of
“uncle of unicorn’ is just as empty as the extension of “unicorn’ itself. As what
comes to ‘picture of unicorn’, the said condition does not hold. In order to avoid
this unfortunate consequence, Goodman proposes to form non-composite terms
out of the composite terms. In other words, pictures of unicorns and centaurs

1 See Frege (1892).

7 The dissatisfaction with abstract entities such as senses and intensions arose from
Goodman’s strong commitment to nominalism. For a lucid account of Goodman’s and
Quine’s nominalistic views, see Goodman & Quine (1947). See also Goodman (1986) and
Quine’s reply (Quine 1986). This commitment to nominalism is also a cornerstone of the
Goodman-White-Quine correspondence.
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are treated as ‘unicorn-pictures” and ‘centaur-pictures’. (Goodman 1949, pp. 4-
5.)

Instead of unicorn-pictures standing in some relation to unicorns, and
centaur-pictures to centaurs, a unicorn-picture and a centaur-picture are simply
individual objects, just like desks and chairs. And while ‘centaur’ applies to no
thing, ‘centaur-picture’ applies to quite a many things. Likewise, ‘unicorn-
picture” applies to many things, these things being, for the most part, something
other than ‘centaur-picture’. “Unicorn-picture’ and ‘centaur-picture” are, then,
not coextensive. While two terms may be coextensive, adding certain predicates
to them may give them differing extensions.

For every two coextensive words that differ in meaning some
corresponding compounds incorporating them differ in extensions. Thus the
difference in meaning among coextensive terms is explained as difference with
respect to the extensions of other (compound) terms. On these grounds, we can
draw the distinction between primary and secondary extensions. The primary
extension is that of the term’s itself, the secondary extension is that of any of its
compounds. Thus, synonymy can be formulated as follows: “two terms have
the same meaning if and only if they have the same primary and secondary
extensions” (ibid., p. 5). According to Goodman, this determination resolves the
issue evoked by Frege concerning the coextensivity and meaning-discrepancy
of ‘Morning Star’ and ‘Evening Star’. Since the secondary extensions of
‘Morning Star” and ‘Evening Star” differ, they differ in meaning, too.

Of course there are a great deal of terms to whom such predicates as
“picture of” does not apply, for example terms denoting sounds or smells. There
is, however, a straightforward way to overcome this objection. Since actual
word-inscriptions are genuine physical objects inasmuch as anything else, also
such predicates as ‘description of’, ‘symbol of’, “diagram of’, and so forth are
among the legitimate components in forming compounds eligible for secondary
extension. And with such predicates denoting the actual symbol used, no two
words signified with different symbols can mean the same. Thus an all-out
coincidence of extensions can only exist across words symbolized by the exact
same symbol. (Ibid., p. 6.) This kind of repetitive synonymy is obviously trivial
in the context of the present discussion.

In this light synonymy in its classical sense cannot survive. No two words
can have exactly the same meaning. There are no two terms that can be
substituted for each other salva veritate in every possible sentence. And given
the differences in secondary extension yielded by the predicate ‘description of’,
this is the case even at the exclusion of such intensional contexts as ‘necessary’,
‘possible’, ‘attribute of, or ‘thought of. Goodman concludes: “we shall do
better never to say that two predicates have the same meaning but rather that
they have a greater or lesser degree, or one or another kind, of likeness of
meaning” (ibid., p. 7).

In natural language, synonymy simply means a very close degree of
likeness of meaning. There is variation as to how close a likeness is required of
terms for synonymy; often correspondence of primary extensions suffice. But an
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all-out identity between any given two terms cannot be established. There is no
synonymy. There is only likeness of meaning."
Goodman'’s position can now be summed up as follows:

(G) Because no two predicates have exactly the same meaning, synonymy
can only be established as likeness of meaning.

While Goodman has been focusing here mostly on synonymy, he too
understands the relevance of his findings for analyticity. Goodman ends “On
Likeness of Meaning” with a glance at the argument White will subsequently
build upon. He notes that since analyticity relies on the notion of clear-cut
synonymity, namely the substitution of the logical truth “all A are A” for the
statement “all A are B,” and since no such synonymity as ‘B’ means exactly the
same as ‘A’ can be established, no non-repetitive statement can be analytic. The
most we can say is that a statement is more or less analytic. This argument is
pursued further by White.

2.1.2 White on Analyticity

The purpose of White’s 1950 paper is to render explicit the Harvard anti-
analyticity argument. In the paper, White first observes the consequences
Goodman’s position on synonymy has for analyticity. Then he deals with and
discards various positions on analyticity that at closer scrutiny turn out defunct.
White concludes with discarding the analytic-synthetic distinction, calling for a
gradualistic notion to replace it.”

As is the case with Goodman, and later Quine, White does not concern
himself with the analyticity of logical truths - these he takes to be analytical in a
somewhat trivial sense. The most critical issue at hand is essential predication -
that is to say, the extracting of logical truths from natural language statements
(White 1950, p. 318). White maintains that the distinction between essential and
accidental predication has been drawn obscurely (ibid., p. 319). White’s
argument relies on the Goodmanian notion of synonymy. Were essential
predication possible, one should be able to determine, as was pointed out by
Goodman at the end of his paper, that two words mean exactly the same.
According to Goodman, this is never the case.

The core of White’s argument runs as follows:

The demonstration that “All men are rational animals” is analytic depends on
showing that it is the result of putting a synonym for its synonym in a logical truth.
In this situation we find ourselves asking whether a statement in a natural language
or what Moore calls ordinary language - a language which has not been formalized

A similar notion concerning truth, truthlikeness, has been evoked by Ilkka Niiniluoto
(1987). According to Niiniluoto, propositions should not be divided strictly into true and
false ones, but rather on a finer scale according to their closeness to the truth.

White returns to the topic in great extent in Toward Reunion in Philosophy (White 1956). In
the book, White addresses the topic of apriority and analyticity by re-evoking arguments
both presented by himself and Quine. White’s papers on analyticity discussed here are
also included in the collection From a Philosophical Point of View (White 2005) with some
additional later papers on the topic.
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by a logician - is analytic. We find ourselves asking whether two expressions in a
natural language are synonymous. (White 1950, p. 321.)

Like Goodman, White maintains that there is always some variance as to the
meaning of different terms; no two terms mean exactly the same in natural
language. White exemplifies this position by showing that while analyticity can
be defined in formal languages - languages “dreamed up by a logician” - by
stipulation, this cannot be done for natural languages. In a formal language, one
can make an arbitrary division of statements into analytic and synthetic ones.
Formal languages, by their very nature, follow such exact rules. Natural
languages, in turn, “have no rule-books and the question of whether a given
statement is analytic in them is much more difficult” (White 1950, p. 321).

Knowing and using a language requires no explicit knowledge of its rules
of syntax or grammar; language is learned in use. As White (1950, p. 323) notes,
“those who use natural language do not make conventions and rules of
definition by making a linguistic contract at the dawn of history.” Furthermore,
on the grounds of Goodman’'s argument, meaning is gradated in natural
language. For this reason, segregating statements into analytic and synthetic
ones becomes difficult, if not impossible. According to White, many who seem
to understand the notion of analyticity, fail to provide a clear definition of it,
and hence in reality do not understand it (ibid., p. 319).

White then sets out to show the weaknesses in existent attempts at
defining analyticity. He first goes after C.I. Lewis’ intensional position on
analyticity. In An Analysis of Knowledge and Valuation (1946), Lewis expounded
his epistemological theory, which made great use of the analytic-synthetic
distinction.” According to White, Lewis’ take on analyticity relies on such hazy
notions as ‘criterion in the mind’ and ‘experiments in imagination.” Lewis
follows Kant in assuming that one of the criteria for analyticity is that an
experiment in imagination cannot allow one consistently to find the
contradiction of an analytic proposition thinkable. But, questions White, “how
shall we interpret this ‘cannot’? How shall we understand ‘thinkable’?” (White
1950, p. 323). Because of such psychologistic notions, White finds the conception
of intensionality, on which Lewis’ position is based, inacceptable.

Having dealt with the intensional notion of analyticity, White then
considers two anti-intensional views of analyticity: statements whose denials
are self-contradictory and statements based on the necessary rational
acceptance of analyticity. White questions the criteria for how one is to
determine whether something is in fact self-contradictory or not, such as in the
case of the sentence “it is not the case that all men are rational animals.” He
points out, that this determination relies deep down on some kind of a
sensation - but what is this “horror in the presence of the opposites of analytic
statements” (ibid., p. 325) supposed to feel like? And who is qualified in
determining the self-contradictoriness of a sentence based on this feeling?
Again, the definition of analyticity seems to encounter the brick wall of hazy
psychologism. White concludes by echoing Goodman:

if analytic statements are going to be distinguished from synthetic true statements on
the basis of the degree of discomfort that is produced by denying them, the

x Lewis’ epistemology is addressed in greater detail below, in chapters 3.2-3.3.
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distinction will not be a sharp one and the current rigid separation of analytic and
synthetic will have been surrendered. (White 1950, p. 325.)

If the criterion for analyticity is a sense of discomfort, it depends almost entirely
upon whosoever happens to be the person experiencing that discomfort. Since
there will no doubt be a variable range of discomforts spread across different
people, no clear-cut dichotomy can be struck here.

As what comes to rational acceptability, White uses as an example the
hypothetical syntheticity of the sentence “all men are featherless bipeds,” by
contrast to the hypothetically analytic “all men are rational animals.” He
presents an example of an imaginary anthropologist interrogating some natives
as to whether one could determine the degree of analyticity of these two
sentences. No distinct criteria for such determination are, according to White,
forthcoming. Again, the only difference between the two is a matter of degree:
“Not being a rational animal is simply a better sign of the absence of manhood
than is the property of not being a featherless biped” (ibid., p. 327).

Finally, White considers the relativization of synonymy: that “X is
synonymous with Y in situation S,” thus stripping any absolute notion of
meaning from synonymy. White contests this notion too, because it too is
subject to questioning “how we establish synonymy even in a given
situation” (ibid., p. 329). On the grounds of what has been said about synonymy
and meaning, there will be discrepancies as to how words are interpreted even
within a given context. Thus, context-reflexivity is scarcely of avail in
determining meaning.

Finally, White notes that while he holds that no sufficient criterion for
analyticity has been presented, that does not mean that one could not be
presented in the future. He argues, however, that were a criterion of analyticity
forthcoming, it would likely render the distinction between analytic and
synthetic a matter of degree. Thus, he holds that the classical strict analytic-
synthetic distinction is untenable. (Ibid., p. 330.)

A summary of White’s position can now be given as follows:

(W) Since no definite dichotomous criteria for analyticity can be
established, the distinction between the analytic and the synthetic, if
establishable at all, can only be one of degree.

After having observed several attempts at differentiating analytic statements
from synthetic ones, and having discovered the lack of definite criteria for such
activity, White has arrived at the conclusion that the analytic-synthetic cut is,
indeed, an untenable dualism.

2.1.3 Quine and the Two Dogmas of Empiricism

Goodman’s and White’s papers set the stage for Quine’s impressive 1951 paper
“Two Dogmas of Empiricism.” The two dogmas attacked in Quine’s paper are
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analyticity and reductionism.” Quine’s paper is divided into six sections. The
first four concern analyticity, and the last two target reductionism. The core of
Quine’s argument against analyticity relies foremost on the notion of circularity
of defining it. According to Quine, ‘analytic’ is a term that belongs to a circular
family of ill-defined terms, such as ‘synonymy” and ‘necessity” out of which all
are definable only in terms of each other.” In the last two sections of the paper
Quine also introduces his notion of meaning holism. According to Quine,
individual statements become meaningful only in conjunction with an entire
scheme of statements. Thus no statement can be attributed an independent
meaning. Therefore, reductionism is false.

Quine begins his attack on analyticity by exploring the use of the notion in
various historical contexts. He focuses in particular on the Leibnizian definition
of analytic statements as such whose denials are self-contradictory. He points
out that self-contradictoriness and analyticity are “two sides of a single dubious
coin” (Quine 1980, p. 20): they are defined through each other. Also the
similarly Kantian notion of conceptual containment gets a suspicious eye from
Quine: it is limited to statements of the subject-predicate form, and the notion of
containment is left at a metaphorical level (ibid., p. 21). Much like the later
Fregean senses, Kant’s notion of containment is something that is mostly just
assumed, rather than properly delimited and defined.

Quine then turns to the Fregean position. He studies the separation of
meaning from naming, referring to both Frege and Russell. He recourses to the
perennial problem presented by Frege in his “Sense and Reference” (1892):
“Terms can name the same thing but differ in meaning” (Quine 1980, p. 21). The
terms ‘Evening Star’ and ‘Morning Star’ both have the same reference, or
Bedeutung, but a different meaning, or Sinn, as was demonstrated by Frege. To
paraphrase, co-extensive terms can differ in intension. Quine then observes
some general properties of intensionality and extensionality, leading into the
famous rephrasing of Aristotelian essential predication: “Meaning is what
essence becomes when it is divorced from the object of reference and wedded to
the word” (ibid., p. 22). Quine, like White, observes two cases of analytic
statements: logically true statements and statements which can be turned into
logical truths by substitution of synonyms (ibid., pp. 22-23). Following
Goodman and White, Quine focuses on the latter problem: determining
synonymy.

Quine addresses next Carnap’s notion of state-descriptions, i.e. the notion
of exhaustive assignment of truth values to the atomic statements of the
language.” This notion is based on the assumption that all statements are in this

2 With ‘reductionism’, Quine means here in particular the verification theory of meaning,

that is to say, the idea that the meaning of a statement is the method of confirming or
disconfirming it.

Commenting on his work four decades later, Quine sums up the anti-analytic argument
presented in the first four sections of the paper as follows: “Repudiation of the first
dogma, analyticity, is insistence on empirical criteria for semantic concepts: for
synonymy, meaning. Language is learned and taught by observing and correcting verbal
behavior in observable circumstances. There is nothing in linguistic meaning that is not
thus determined.” (Quine 1991, p. 272.) This argument is reminiscent of Mill’s position on
the a priori.

Carnap’s idea of the state description, elaborated in Meaning and Necessity (1947) is
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fashion compositional. Quine points out that the criterion of analyticity in terms
of state-descriptions “serves only for languages devoid of extra-logical
synonym pairs” (Quine 1980, p. 23).

As soon as synonymy is introduced - as is the case with natural language
- state descriptions cannot account for analyticity. While analyticity may be
defended for an established state description, the problem is effectively with
translating natural language statements to such unequivocal statements of
which the state descriptions can be composed. The issue is the same as with
logical truth. Analyticity for logical truths is not problematic, but establishing
the correspondence of given logical truths with given expressions is. Even with
the rigidity of state-descriptions and the ensuing logical atomism, establishing
analyticity for natural language is dependent on the notion of synonymy - a
notion, which, on the grounds of what was argued by Goodman and White
cannot be sustained. State-descriptions can thus only account for logical truth -
for the determination of truth for logical statements - but not analyticity.*

Quine next turns to truth by definition. The issue at hand concerns
determining how terms are defined in the first place. In general, definitions rely
on an antecedent notion of synonymy. Definition is a matter of establishing that
term ‘A’ means the same thing as term ‘B’. As was pointed out by White, we do
not have rule-books to which to turn to determine whether ‘A’ indeed stands
for ‘B’. At first glance, a dictionary might seem to be of avail here, but
unfortunately it soon becomes apparent that this is not the case. We cannot turn
to a dictionary to establish synonymy, since the dictionary itself already relies
on the established use of synonyms. The dictionary is based on notions of
synonymy that already exist: “The lexicographer is an empirical scientist,
whose business is the recording of antecedent facts” (Quine 1980, p. 24).

Definitions rely on an antecedent notion of synonymy - and not only for
philologists, but for philosophers and scientists alike. Synonymy itself has its
grounds in usage: “Definitions reporting selected instances of synonymy come
then as reports of usage” (ibid., p. 25). In a later essay, Quine notes that
definition is episodic: “Mostly in natural science we are not even favored with
definitions, much less bound by them. New terms are just introduced by partial
descriptions: electrons, neutrinos, quarks.” (Quine 1991, p. 271.)

Quine then brings up the notion of explication - supplementing or
refining the meaning of the term being defined. The trouble here is that “two
alternative definientia may be equally appropriate for the purposes of a given
task of explication and yet not be synonymous with each other; for they may
serve interchangeably within the favored contexts but diverge
elsewhere” (Quine 1980, p. 25). Thus, the explicative definition “owes its
explicative function, as seen, to pre-existing synonymies” (ibid.). There is no
way to establish which of the alternative appropriate definientia we should
adopt, apart from the one which is adopted by common practice.

reminiscent of the Leibnizian idea of possible worlds, as well as Wittgenstein’s Tractarian
idea of possible states of affairs. A state description, in effect, enumerates the positive and
negative states of all possible configurations of existent things. In effect, it then expresses
in its entirety one possible condition of the world. (Carnap 1956a, p. 9.)

Quine explores Carnap’s position on logical truth in greater detail in the paper “Carnap
and Logical Truth” (Quine 1966a).
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There is a further, extreme version of definition, where a new term is
defined as synonymous to some others for the purpose of abbreviation. This
stipulative definition is, however, the only case of transparent synonymy in
definition, notes Quine, exclaiming: “would that all species of synonymy were
as intelligible” (ibid., p. 26). Other forms of definition suffer, however, from
some degree of indeterminacy. Thus, definition does not release us from the
indeterminacy of synonymy: “In formal and informal work alike, thus, we find
that definition - except in the extreme case of the explicitly conventional
introduction of new notations - hinges on prior relations of synonymy.” (ibid.,
p- 27). Definitions can then serve as shorthand, but apart from that, they simply
reflect adopted use of language.

That said about definition, interchangeability salva veritate is the next
conception in Quine’s sights. This originally Leibnizian idea does offer some
relief as concerns the vagueness of meaning: “synonyms so conceived need not
even be free from vagueness, as long as the vaguenesses match” (ibid.). There
are, however, troubles involved in defining what can be changed with what.
For example, idiomatic phrases incorporating a given word, such as ‘bachelor’s
buttons” and ‘bachelor of arts” may cause trouble in exchanging an occurrence
of a word, such as ‘bachelor’. “Unmarried man of arts’ hardly retains the
idiomatic meaning of “bachelor of arts’. The solution is to treat some phrases as
individual words, and reject any interchangeability within words. This is
reminiscent of Goodman’s move to treat pictures of unicorns as unicorn-
pictures. If we accept such a stipulation, interchangeability encounters,
however, the problem indicated by Goodman: no two terms are
interchangeable in every possible statement. Interchangeability is no more free
from the problems riddling synonymy as are the antecedent notions discussed.

Some progress can, however, be made with interchangeability. It implies
cognitive, or intensional, synonymy, which opens up a new avenue of inquiry.
Intensional synonymy can be established by introducing the intensional adverb
‘necessarily’: Quine expounds this point by establishing synonymy by using
such a statement as “necessarily all and only bachelors are unmarried men.”
Since it is established that unmarried men are necessarily bachelors, this
definition holds throughout every possible imaginable situation.

The progress made here is, alas, illusory. This leads to an account where
analyticity and necessity are defined circularly: an adequate definition of
analyticity requires necessity, but necessity in turn becomes dependent on the
notion of analyticity. Quine finds that a language this rich is unacceptable,
leading into an argument “not flatly circular, but something like it” (ibid., p.
30).

In a strictly extensional language, interchangeability offers no assurance of
cognitive synonymy. As was observed extensively in Goodman’'s paper, two
terms’ being coextensive guarantees no identity of meaning. Coextensivity may
as well be accidental. Quine sides here with Goodman: extensional agreement is
the nearest approximation to synonymy. And coextensivity does no better job at
establishing analyticity. Quine concludes that it may be better to discard
cognitive synonymy, at least for the time being. It can, perhaps, be reintroduced
in terms of analyticity - once we understand analyticity itself.



37

So much for synonymy. But the search for analyticity continues. In the
fourth segment of “Two Dogmas,” Quine addresses semantical rules. Appeal to
meanings, definition and synonymy have so far let us down in grasping what
analyticity is. Carnap’s idea of semantical rules may be of use here, since the
difficulty in separating analytic statements from synthetic ones in ordinary
language is arguably due to the vagueness of ordinary language. Semantical
rules may enable us to establish clear distinctions regardless of that vagueness.

According to Carnap (1956a), semantical rules establish which statements
are analytic in a given language L. They provide us with convention-based
criteria using which we can judge whether a given statement falls into the
category of analytic statements or not. The problem is that by saying what
statements are analytic for a language L, we simply determine ‘analytic-for-L’,
not ‘analytic’, or “analytic for” (Quine 1980, p. 33). Thus, “instead of appealing to
an unexplained word ‘analytic’, we are now appealing to an unexplained
phrase ‘semantical rule’.” (ibid., p. 34). Semantical rules seem then not to shed
any light as to what is analyticity, but rather get thrown into the same circular
family of concepts already populated by necessity, synonymy and analyticity.

While it may prima facie seem that semantical rules at least suffice insofar
as artificial languages are concerned, it soon turns out they do not go even that
far: “Semantical rules determining the analytic statements of an artificial
language are of interest only in so far as we already understand the notion of
analyticity; they are of no help in gaining this understanding” (ibid., p. 36).
Semantical rules enable us to stipulate analyticity in an artificial language, but
not define analyticity itself. With semantical rules we can single out analytic
statements - but in so doing we are no closer to an actual definition of
analyticity itself.

Having dealt with a massive amount of various approaches to define
analyticity, finding them all falling short of a satisfactory definition, Quine
finally concludes, “for all its a priori reasonableness, a boundary between
analytic and synthetic statements simply has not been drawn. That there is such
a distinction to be drawn at all is an unempirical dogma of empiricists, a
metaphysical article of faith.” (Ibid., p. 37.) It appears that analyticity, like
metaphysics, as it was held by a number of philosophers some decades earlier,
is a figment of philosophical imagination, one for whose existence we have no
proper justification whatsoever. Nominating some statements as analytic and
some as synthetic is, according to Quine, quite arbitrary. As what comes to the
analytic-synthetic distinction, it is “nonsense, and the root of much nonsense, to
speak of a linguistic component and a factual component in the truth of any
individual statement” (ibid., p. 42).

Quine’s attack on the first dogma of empiricism can now be summarized
thus:

(Q1) Since synonymy cannot be established, no criterion for analyticity
based on synonymy can be considered viable. All attempts at defining
analyticity, necessity and synonymy are circular.

To further cement his position, Quine turns to scrutinize the role of experience
in establishing the truth of statements. Perhaps it could still be established that
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some statements were indeed free of the requirement of experiential
corroboration, and that their truth could be established simply by
contemplation. If such a cut were to be established, the analytic-synthetic
distinction could then be reintroduced to reflect it.

It soon becomes apparent that this avenue of inquiry is just as much a
dead end as the previous ones. To make his case, Quine turns his sights on
reductionism. He begins dismantling this second dogma of empiricism by
questioning the verification theory of meaning, which he phrases as follows:
“the meaning of a statement is the method of empirically confirming or
infirming it” (ibid., p. 37).

Particularly problematic is the positivistic idea of radical reductionism -
the idea that every meaningful statement can be translated into statements
about immediate experience. Quine criticizes the term-by-term critique
imposed by this doctrine, and proposes that the significant meaningful unit
should be the full statement, not the individual term. This amendment leads
Quine to Carnap’s Der Logische Aufbau der Welt (1928)* where Carnap attempted
the construction of just such sense-datum language to which significant
discourse could be translated statement by statement.

Quine remarks that Carnap’s inclusion of notations of logic, and
effectively the whole of mathematics, into his language would find some
empiricists “boggle at such prodigality” (Quine 1980, p. 39). While Carnap did
admit the unfinished nature of his work, Quine notes that it was not only
sketchiness in the theory, but the basic principles of it, that led to its
inconsistencies (ibid., p. 40). It was, indeed, the very idea of our being able to
secure meaning to individual statements that collapsed Carnap’s Aufbau in
Quine’s opinion.

To drive this point home, Quine then sets the grounds for one of the most
influential discussions in 20" century analytic philosophy by an exposition of
his meaning holism. We cannot, Quine maintains, establish meaning for
statements individually, one by one. Rather, “our statements about the external
world face the tribunal of sense experience not individually but only as a
corporate body” (ibid., p. 41).

No statement’s truth can be determined in isolation. Establishing the truth
of any given statement always depends on a number of auxiliary assumptions.
At the face of recalcitrant experience, a statement’s truth could be maintained
by declaring one of the assumptions false. Thus, if we were to experience
something that was at odds with what we believe to be true, we could either
accept the falsehood of the statement immediately at odds with the recalcitrant
experience - or we could just as much keep to maintaining the truth of that
statement and relinquish our commitment to the truth of some less immediate
statements. For example, in experiencing something that was at odds with our
conception of natural laws, such as witnessing a flying man, we might either
relinquish the truth of the statement “men do not fly,” or we could simply keep
on thinking that men do not fly, and maintain the judgment that we are
hallucinating, witnessing a magic trick, or some such thing. There is no
privileged relationship between a particular statement and a particular

» For an English translation, see Carnap (1967).
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experience. The relations are established holistically, for the entire corpus of
knowledge.

In the last segment of the paper, Quine expands this holistic approach. In
an often-quoted paragraph, he offers the following eloquent elaboration:

The totality of our so-called knowledge or beliefs, from the most casual matters of
geography and history to the profoundest laws of atomic physics or even of pure
mathematics and logic, is a man-made fabric which impinges on experience only
along the edges. Or, to change the figure, total science is like a field of force whose
boundary conditions are experience. (Quine 1980, p. 42.)

In the light of this view, it is misleading to speak of an individual statement’s
having empirical content. All the various statements accepted in a language
come to hold part and parcel. “[A]ny statement can be held true come what
may, if we make drastic enough adjustments elsewhere in the system” (Quine
1980, p. 43). It is, therefore, the case that no statement is immune to revision.”
Any statement can be easily rebuked by appealing to mistakes, illusions and the
like. Such infallible truths that would hold come what may, cannot be
maintained.

Quine deals with the gradualism introduced by Goodman and White in
terms of conceptual schemes. Graduality is elaborated as the distance from the
empirical “edge” of a conceptual scheme. The difference between various
posited objects in science or other conceptual schemes is simply a matter of
degree. Thus, “in point of epistemological footing the physical objects and the
[Homeric] gods differ only in degree and not in kind” (ibid., p. 44). They both
function as cultural posits.” “The myth of physical objects is epistemologically
superior to most in that it has proved more efficacious than other myths as a
device for working a manageable structure into the flux of experience” (ibid., p.
44). The choice of some posits over others rests, then, on pragmatic criteria:
physical objects (but also theoretical entities such as electrons) work better in
our pursuits than Homeric gods, and as such they are preferable.

Epistemologically the theoretical entities of science are “myths on the
same footing with physical objects and gods, neither better nor worse except for
differences in the degree to which they expedite our dealings with sense
experiences” (ibid., p. 45). Thus Quine has, in relinquishing the analytic-
synthetic distinction in favor of a more gradualistic approach, introduced a new
kind of conceptual relativism. For Quine, the gradualism does not apply only to
the difference in analytic and synthetic propositions, but to any proposition
whatsoever. “In repudiating such a boundary,” says Quine, he espouses “a
more thorough pragmatism. Each man is given a scientific heritage plus a
continuing barrage of sensory stimulation; and the considerations which guide
him in warping his scientific heritage to fit his continuing sensory promptings
are, where rational, pragmatic” (ibid., p. 46).

Quine’s holistic thesis can now be summarized as follows:

% Later, Quine expressed regrets for having adopted such a strong holism; the key issue,

according to him was rather the varying degrees of proximity to observation. See e.g.
Quine (1991, p. 268).
7 This notion was already explored in “On What There Is” (Quine 1948).
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(Q2) No statement’s meaning can be determined in isolation, because its
truth is dependent not only on experience, but also on the truth of
auxiliary statements.

The project that grew through the 1940’s in the correspondence between
Goodman, White and Quine, had thus reached its conclusion. The argument
that had grown through the writings of the trio culminated in Quine’s quite
complete repudiation of the analytic-synthetic distinction.

214 Summary
To recapitulate, the Goodman-White-Quine argument runs thus:

(G) Because no two predicates have exactly the same meaning, synonymy
can only be established as likeness of meaning.

(W) Since no definite dichotomous criteria for analyticity can be
established, the distinction between the analytic and the synthetic, if
establishable at all, can only be one of degree.

(Q1) Since synonymy cannot be established, no criterion for analyticity
based on synonymy can be considered viable. All attempts at defining
analyticity, necessity and synonymy are circular.

(Q2) No statement’s meaning can be determined in isolation, because its
truth is dependent not only on experience, but also on the truth of
auxiliary statements.

(GWQ) Analyticity cannot be established owing to the gradated and
holistic nature of meaning.

Meaning is vague: no two terms mean exactly the same. Therefore, determining
the truth of a statement solely on the grounds of its meaning is not possible. The
truth of statements in natural language can only be determined holistically. No
statement is immune to revision, and no statement’s truth can be established
independently of the entire conceptual scheme. There are statements that are
closer to the empirical edge of the conceptual scheme, which are more
vulnerable to modification by recalcitrant experience; but even the most
profound truths embraced in a scheme can be revised. Therefore no division of
individual statements into analytic and synthetic ones can be supported.

There remains, however, the compelling fact that some statements still
seem to hold come what may: all bachelors are unmarried, no matter what.
While GWQ is a thorough and compelling argument against analyticity, it fails
to provide an account of the kinds of statements that have given rise to the
introduction of such terminology in the first place. Some statements hold come
what may. Since GWQ does not provide us with sufficient criteria to explain
them, I shall next turn to the criticism of GWQ to see whether some use for
analyticity may still be salvaged from the roughing up given to it by Goodman,
White and Quine.
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2.2 Post-GWQ Analyticity

GWQ illuminates some central issues concerning meaning and natural
language. It does not, however, stand free of problems. The critical issue
concerning GWQ is the brute fact of the existence of seemingly analytic
statements. There are statements whose truth can apparently be determined by
simply analyzing their contents. And there is something profoundly different
about such statements, in comparison to statements that require empirical
confirmation. Some obvious qualitative difference sets “all bachelors are
unmarried” apart from “Fred is unmarried,” even if we, for the time being, fail
to identify the exact nature of that difference.”

There is an enormous number of accounts against GWQ, most of which
cannot be accounted for here.” Since the present endeavor concerns an account
of analyticity that takes GWQ seriously, I will not comment on GWQ
commentaries that rely solely on pre-GWQ conceptions, such as sentence-
proposition dualism, against which Quine’s holistic argument can be
considered to be a strong argument.” It can be said that regardless of their
credibility, such accounts argue aside GWQ, simply recapitulating such notions
that are untenable in the context of GWQ. Such an argument becomes, then,
effectively an undialectic row over no common ground.”

» A tentative solution was offered by Quine in Roots of Reference (1974). Quine’s idea was

that the sense of analyticity was based on the learning of language. For a native speaker, a
statement is analytic in case she learns the truth of it by learning the use of words
contained in it. This, however, seems to be a concession to the conventionalist position
attacked in “Two Dogmas”: the idea that analyticity depends on the prevailing linguistic
conventions. Quine did, in fact, later give up this position: “The crude criterion in Roots
of Reference, based on word learning, is no help; we don’t in general know how we
learned a word, nor what truths were learned in the process.” (Quine 1991, p. 271).

To name a few in addition to the papers referred to in this chapter: on Goodman, see e.g.
Root (1977) and Eberle (1978); on White see e.g. Hempel (1951); on White and Quine, see
e.g. Herburt (1959); on Quine see e.g. Bennett (1959), Bird (1961), Bohnert (1986) and
Boghossian (1996). Goodman’s position on analyticity is also addressed in the book on
Goodman by Cohnitz and Rossberg (2006, pp. 66-74), and Quine’s in Koskinen’s book on
Quine’s Naturalism (Koskinen 2004, pp. 104-111). For a moderate position that is
somewhat GWQ-friendly, yet considers the argument too extreme, see Putnam (1962)
and a re-positioning of the problem in Putnam (1983). The focus of the present work does
not allow further pursuit of the vast corpus of commentaries on GWQ.

While for example Sullivan (2008) produces an elaborate anti-GWQ argument, it relies
almost entirely on such notions as the sentence-proposition distinction which are by
definition excluded by GWQ. Since the distinction has such a prominent historical basis,
it is no wonder that it has been used to ground anti-GWQ arguments. Here Quine’s
meaning holism is, however, taken for what its worth, and the commentaries studied
below will rather attempt to accommodate for it than revert to pre-GWQ conventions.
The customary antagonist to GWQ, and in particular Quine's paper, has often been
thought to be Carnap - in particular so, because he is one of the few philosophers Quine
explicitly mentions in his paper. In addition to the many counter-attacks to GWQ, also
Carnap did respond to it. Carnap's position, however, suffers from the same problem as
those of the other criticists drawing directly from the analytic tradition, namely that it
relies on concepts that are not viable in terms of GWQ. In Carnap's reply to Quine's “Two
Dogmas,” he argues by re-iterating notions Quine explicitly criticized, such as limiting
the discourse to artificial languages (Carnap 1952, p. 66) and resorting to semantic rules

29

30

31



42

In order to generate a healthier dialectic, I will focus in the following on
critical accounts against GWQ which actually address GWQ on its own
grounds. Setting these criticisms against GWQ will enable us to see a path
through GWQ that salvages a great deal of the notion of analyticity, and yet
conserves the key insight offered by GWQ: the gradual and holistic nature of
meaning in natural language.

In what follows, three cases in favor of analyticity are presented: those of
Grice and Strawson, Stenius, and Kaufman. Out of the following accounts, the
first is one of the most influential papers against GWQ, pointing out in
particular some methodologically critical notions regarding GWQ. The two
latter accounts, while somewhat less commonly known, introduce two post-
GWQ approaches to analyticity which in conjunction lay the bedrock for a very
pragmatic approach to analyticity. The avenue of inquiry thus opened will be
then pursued further in chapter 2.3.

2.2.1 Grice and Strawson Strike Back

The seminal counter-strike against GWQ* was the paper “In Defense of a
Dogma” (1956), by Paul Grice and Peter Strawson. Grice’s and Strawson’s
critique is based on three notions:

1) The demands GWQ lays on analyticity are too hard insofar as
practically any philosophical concept is concerned.

2) Since Quine’s argument against analyticity relies, at the end of the day,
on the notion of the circularity of its definition, a way to break out of
the circle would suffice to resurrect the notion.

3) The existence of statements that cannot be determined clearly to be
either analytic or synthetic does not exclude the existence of statements
that are clearly one or the other.

According to Grice and Strawson, a scarce few philosophical concepts could
survive the demands placed on analyticity by GWQ. They also hold that while
Quine’s argument for the circularity of analyticity, necessity and synonymity is
a very convincing one, were a way to break out of the circularity offered, the
notion of analyticity could be salvaged. Grice and Strawson also present such a
way. The last item concerns Quine’s meaning holism. Grice and Strawson hold
that while there may be many limiting cases for which analyticity cannot be
determined, the fact that there are also cases for which it can vindicates the
viability of the notion.

Grice and Strawson first explore the notion that the generic requirements
of specificity GWQ places on a philosophical concept are too tight. They point

(ibid., p. 67; cf. above, p. 37 ff.). It is worth noting that the position Carnap ends up
embracing is reminiscent of Lewis' position elaborated below in the sense that also for
Carnap, analytic truths involve an element of choice (ibid., p. 68). On comparing Carnap's
and Lewis' positions, see chapter 3.4.1 below.

2 I will keep referring to the argument as GWQ, even though the subsequent commentaries
barring Kaufman target specifically Quine’s “Two Dogmas of Empiricism.” It is my
contention that the three papers are so closely intertwined that even if the target of
criticism was Quine, the actual argument targeted is that of all three philosophers.
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out that while a vaguely determined concept may indeed warrant criticism, this
does not automatically entail that the concept should be discarded altogether
(Grice & Strawson 1956, p. 141). This is not the case even if the criticism had as
strong grounds as Grice and Strawson admit GWQ has. The more reasonable
alternative to jettisoning a concept, that, as is the case with analyticity, has a
long proven track-record as a useful philosophical concept, is to refine it. For
those who still consider the concept criticized useful, the critique may, in fact,
function as a “prelude to clarification” (ibid.). And as GWQ shows, there is
certainly room for such clarification.

Analyticity is a concept that had arguably not been properly defined.
Certainly at the time of the writing of Goodman’s, White’s and Quine’s papers,
there was a degree of indefiniteness involved in it. But even a vague concept
may be useful; and instead of discarding such a concept, we should make an
effort to clarify it (ibid.). There certainly is something particular about some
statements that warrants further elucidation of analyticity. Since there
obviously are statements that the concept of analyticity attempts to address, we
should not relinquish the concept altogether.”

GWQ leaves us devoid of criteria to differentiate the apparently analytic
and synthetic statements. Furthermore, despite the indefiniteness of the
concepts “analytic” and ‘synthetic’, there is a long and reputable philosophical
tradition of using those concepts. There are a great deal of philosophers that do
proficiently use those terms, and in so doing more or less agree on their
meaning (ibid., pp. 142-143). Of course it should be noted, as Grice and
Strawson duly do, that philosophers have been known to make mistakes and
commit to illusionary distinctions. Popular usage alone does not suffice to
justify analyticity. Popular usage simply motivates us to make clearer what
exactly we mean by the terms, in case they were still useful.

Likewise, Grice and Strawson point out that if no such distinction marked
by using the concepts ‘analytic’ and ‘synthetic’ exists, then with the dualist
bathwater out go the babies ‘means the same as’ and ‘does not mean the same
as’ (ibid., p. 145). For since there are no exact same meanings, following
Goodman and White, nothing means the same as something else. Clearly this is
something of an overstatement.

The demands placed on philosophical analysis by GWQ seems to
annihilate not only the analytic-synthetic cut, but also the entire conventions of
referring to language:

Instead of examining the actual use that we make of the notion meaning the same, the
philosopher measures it by some perhaps inappropriate standard (in this case some
standard of clarifiability), and because it falls short of this standard, or seems to do
so, denies its reality, declares it illusory (Grice & Strawson 1956, p. 147).

If we expect philosophical concepts to enable us to cut exact distinctions, and
intend to do away with such concepts that do not, we will be left with a very

B Erik Stenius maintains that a part of the Quinean attack is founded on an insufficient

understanding of what the question is about. He notes that introducing gradualism to
replace the analytic-synthetic distinction leads to “intellectual poverty rather than
clarity.” (Stenius 1972, p. 55.) Stenius’ own account is studied in greater detail in chapter
2.2.2 below.
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barren philosophical terminology. If the requirements GWQ places on
analyticity were to be extended to all philosophical concepts, not much would
be left. There “are doubtless plenty of distinctions, drawn in philosophy and
outside it, which still await adequate philosophical elucidation, but which few
would want on this account to declare illusory” (Grice & Strawson 1956, p. 142).
Despite its shortcomings, analyticity is a concept that we may be warranted to
hold on to.

Grice and Strawson then turn to the first part of Quine’s “Two Dogmas”.
They sum up Quine’s anti-analytic argument as follows:

The main theme of [Quine’s] article can be roughly summarized as follows. There is a
certain circle or family of expressions, of which ‘analytic” is one, such that if any one
member of the circle could be taken to be satisfactorily understood or explained, then
other members of the circle could be verbally, and hence satisfactorily, explained in
terms of it. [...] Unfortunately each member of the family is in as great need of
explanation as any other. (Grice & Strawson 1956, p. 147.)

This summary reflects the (Q1) part of GWQ. Since the case in point is
circularity, if a way to break out of the circular family of analyticity, synonymy
and necessity can be discovered, (Q1) should be discarded.

Grice and Strawson set out to show how this can be done. The case in
point concerns logical impossibility. By the classical definition of analyticity
logical impossibility can be used to determine analytic statements: the negation
of an analytic statement is self-contradictory, and hence logically impossible.
Grice and Strawson produce an example of logical impossibility that involves
two cases concerning a three-year-old child. In the first case, a natural
impossibility - something we would not believe unless it was conclusively
proven to us - is produced: “My neighbor’s three-year-old child understands
Russell’s theory of types” (Grice & Strawson 1956, p. 159). This statement is
unbelievable, but there is nothing logical that would prevent us from believing
it. Were the three-year-old produced, and were she able to answer questions
regarding the theory and criticize it, we would no doubt believe the truth of the
apparently impossible statement.

The second case involves a logical impossibility: “My neighbor’s three-
year-old child is an adult.” In this case, we might try to seek an aberrant use of
words involved. However, if our interlocutor were to maintain that we should
take her words at their literal meaning, we would eventually need to conclude
that what she is saying makes no sense. Thus, argue Grice and Strawson, the
difference between natural and logical impossibility is that of the difference
between believing and understanding. In the first case, the alleged impossibility
hangs on the fact that we cannot find it in ourselves to come about to believe in
the statement. In the second case, no belief is involved since the alogicality of
the statement bars us from understanding it. Thus, conclude Grice and
Strawson, they have broken free of the circular family by attaching the
difference between natural and logical impossibility to belief and
understanding - neither of the concepts being included in Quine’s family of
necessity, synonymy and analyticity. (Ibid., p. 151.)

On these grounds, Grice and Strawson feel they have overturned Quine’s
arguments on analyticity. It may, however, be argued on the grounds of
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White’s paper that the condition of understanding is not lucidly enough stated.
The notion of understandability raises similar questions of lucidity as did
thinkability in the case of White’s criticism of C.I. Lewis’ epistemology.*
Therefore, the second argument of Grice and Strawson leaves us at a kind of an
impasse as regards GWQ: if we accept the condition of understanding offered
by Grice and Strawson, we can break through the Quinean circularity. But if we
exact Whitean standards, we cannot.

Grice and Strawson then turn to the second dogma. According to them,
Quine’s doctrine regarding empirical confirmation does not entail giving up the
attempt to define statement-synonymy in terms of confirmation. Grice and
Strawson insist that non-revisable statements are indeed revisable in the sense
that the meanings of words may shift; “the form of words in question changes
from expressing an analytic statement to expressing a synthetic
statement” (ibid., p. 157).

Grice and Strawson then claim:

The point of substance (or one of them) that Quine is making by this emphasis on
revisability, is that there is no absolute necessity about the adoption or use of any
conceptual scheme whatever, or, more narrowly and in terms that he would reject,
that there is no analytic proposition such that we must have linguistic forms bearing
just the sense required to express that proposition. But it is one thing to admit this
and quite another thing to say that there are no necessities within any conceptual
scheme we adopt or use, or more narrowly again, that there are no linguistic forms
which do express analytic propositions. (Grice & Strawson 1956, pp. 157-158.)

There may indeed be statements that cannot be immediately classified as
distinctly analytic or synthetic. But this does not mean such a division could not
be entertained. The fact that such statements may exist does not entail that
clearly analytic and synthetic statements do not. The brute fact remains: some
statements simply are true regardless of any empirical evidence.

There may indeed be cases where the analytic-synthetic division is not
applicable. But the fact that there may be such statements to which the
distinction cannot be applied does by no means prove that no such statements
to which it would apply exist. Thus, the argument for gradatedness, valid as it
may seem, does not yet rule out the possibility of there being also clearly
analytic and synthetic statements, in addition to statements that cannot be
clearly assigned either category. While we may have considerable leeway in
choosing a conceptual scheme, it can be argued that each conceptual scheme
still contains some such presuppositions or assumptions that hold, come what
may. Grice and Strawson show that while an exhaustive division of all
imaginable statements into clearly analytic and synthetic ones may not be
possible, rendering some statements as analytic, and others as synthetic, is
(Grice & Strawson 1956, p. 158). Furthermore, such analysis may be of
tremendous use.

To sum up, according to Grice and Strawson, GWQ demands too much of
the concept of analyticity. Furthermore, there may be means to break out of
Quine’s circular family to define analyticity more precisely. And finally, while

M See in particular p. 32 above.
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there may be statements that are not clear-cut analytic or synthetic, insofar as
there are ones that are, discarding the distinction is not warranted.

I shall accept Grice’s and Strawson’s contention that regardless of the
indeterminateness of analyticity, it is a useful concept. To this end, I shall next
set out to work upon clarifying it and making sense of in what exact sense the
concept is useful, and in what fashion it can be used. I will first present a very
concise definition of analyticity, given by Stenius. Then I will show, following
Arnold Kaufman, how a shift in the approach to the actual activity of analysis
can help us overcome many of the problems raised by GWQ.

2.2.2 The Definition of Analyticity

In “The Definition of Analyticity” (1972), Erik Stenius presents a persuasive and
lucid account of analyticity in response to GWQ. He first expounds classical
accounts on analyticity, citing Kant and Georg Henrik von Wright. Then he
dissects these accounts and builds a case for knocking logical truths out of the
category of analytic statements. Finally, Stenius delivers a concise logico-
semantic criterion for discerning analytic statements.”

Stenius begins his admittedly monumental task by citing Kant’s definition
of analyticity, from Prolegomena §2:

Metaphysical knowledge must contain nothing but judgments a priori; this is
required by what is peculiar to its sources. But whatever the origin of judgments and
whatever the kind of their logical form, there is a difference between them as to their
content, according to which they are either explanatory and add nothing to the
content of knowledge, or enlarging in that they increase the given knowledge; the
former can be called analytic judgments, the latter synthetic judgments. (Stenius 1972,
p- 56.)

Kant’s first Critique hung on the question of how synthetic a priori knowledge

was possible. That is to say, Kant sought to establish that there was some way

to increase our knowledge without the need to turn to experience. The critical

difference between analytic and synthetic judgments was whether they simply

explained our knowledge, or in fact increased it. Analysis is a process of

breaking apart, whereas in synthesis a combination of elements takes place.
Stenius (1972, p. 56.) cites Prolegomena §2 further:

Analytic judgments say nothing in the predicate that was not already thought in the
concept of the subject, though not so clearly and with equal consciousness.

The function of Kantian analytic statements is, then, to clarify meaning. They add
nothing to what we already know, but rather render aspects of it explicit. We
arrive at the concept of the predicate by an analysis of the concept of the subject.

35

While Stenius (1972, p. 56) remarks that analyticity has never been adequately defined,
there have been an abundance of at least attempted definitions since its introduction to
contemporary discussion by Leibniz and Kant. Wolénski (2004, p. 788 ff.), for example,
lists over eighty different attempts at defining of analyticity; Stenius” position figures on
the list as number 44. Stenius’ position is, however, central to the present argument
because it emphasizes the actual activity of analysis in such a way that, when coupled
with Kaufman's pragmatic approach, allows us to salvage the notion from GWQ.



47

Analytic relationship means here, therefore, a relationship that arises from the
act of analysis.

Stenius then points out the differences between the a priori and the
analytic: the former refers to the source of knowledge, and is epistemological;
the latter refers to the content expressed by a statement, and is thus semantic.
The epistemological question is: “How do we come to know the truth of this
statement?” The semantic question is: “What does this statement, if true,
express?”

Kant's position of analyticity also includes truths of logic (Stenius 1972, p.
57). Thus, the Kantian concept of analyticity fulfills the following conditions:

1) The factual content of analytic statements is empty.

2) An analytic statement is seen to be true on the basis of an analysis of
the concepts it contains.

3) Alllogical truths are analytic.

Stenius notes the mutual dependence of the above claims. He then quotes von
Wright’s definition of analyticity, which exemplifies the classical logical
positivist position: “A sentence is called analytic when its truth follows from the
meanings of the words it contains” (von Wright 1943, p. 18).

von Wright holds that analytic judgments concern exclusively the sphere
of language. This position on analyticity is still well in line with the Kantian
view. However, such a definition is, as is obvious, quite incompatible with
GWQ. The recourse to meanings is incompatible since Goodman’s argument.
But Stenius does not rest with the positivist definition.

Stenius (1972, p. 59) reformulates von Wrights definition thus:

By an analytic sentence we understand a sentence which, by such substitutions as do
not change its meaning, is transformed into a tautology in the sense of propositional
logic.

Critical to an analytic statement is that it can be transformed into something
that renders its special character explicit. As we shall see below, this has
interesting consequences to defining analyticity. There are, however, also
problems with such a definition, for example as concerns primitive notions such
as ‘red’ and ‘blue’. The analyticity of a statement involving such concepts
depends on the mutual semantic relations between ‘red” and ‘blue’. (Ibid., p.
59.) The present notion still depends entirely on the notion of meaning, which
has not so far been clarified.

Stenius next delivers the key item in his definition. He points out that
while the transforming of a natural language statement to a logical proposition
happens by analysis, establishing the tautology of a logical truth does not; it
involves rather the quite different method of truth-value tables (ibid., pp. 59-
60). The penny drops when Stenius remarks, “logical truths should, strictly
speaking, not be called analytic at all - this term ought to be reserved for
sentences like “iron is a metal’, which by semantic analysis are transformed into
logical truths” (ibid., p. 60). Analyticity should not, then, include logical truths
at all. Rather, analyticity is a property of such statements, which by proper
substitutions can be transformed into logical truths.
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Stenius follows Wittgenstein's lead in asserting that logical truths are
tautologies. Stenius turns next to how we can know whether a proposition is
tautologous. He notes, following von Wright, that the truth-value tables for
connectives can be thought of as their definition. “The truth-value tables form a
kind of definition, they show how certain signs are used” (ibid., p. 61). These
definitions are not of the “equation” type usually thought of by logicians, but
rather they resemble a kind of “ostensive” definition. They are not the
shorthand Quine talks about in the second section of “Two Dogmas,”* but
rather sets of rules that demonstrate the use of the connective symbols. The
tautologousness of a statement depends on semantic conventions which
regulate the use of language.

Stenius then offers his own first go at defining analyticity:

A statement is called analytic, if and only if, according to the semantic conventions
for the use of certain of the symbols it contains, it is true whatever be the case.
(Stenius 1972, p. 62)

Stenius notes that this definition is not yet sufficient because of confusion that
may arise from the fact that there are at least two different accepted uses for
‘truth.” Stenius defines these two uses as follows:

to establish the truth of a statement is to establish two steps, (a) to analyse it in order
to find out its truth-conditions, and (b) to ascertain that these conditions are fulfilled.
That a statement is true means in one sense just what is mentioned in step (b), that is,
that its truth-conditions are fulfilled. I shall call this the intensional truth of the
statement. That a statement is true means in another sense the partially semantic fact
that the sentence expresses an intensional truth. I call this the semantic truth of a
sentence. (Stenius 1972, p. 63.)

What Stenius is concerned with here is intensional truth. In other words, for
each component expression resulting from the analysis of a statement, its
individual truth value will need to be determined. After the individual truth
values are known, the truth of the statement can be deciphered using truth
value tables. In the case of analytic statements, all possible truth-value
configurations of the components of the statement yield a true composite
statement.
Stenius gives now the following definition of analyticity:

A statement is analytic if and only if, according to the semantic conventions for
certain of the symbols it contains, it is true (in the intensional sense) whatever be the
case. (Stenius 1972, p. 63.)

The fact that we can analyze such terms as ‘red” and ‘blue’ means that we know
how we use these words. We know and understand the semantic conventions
that concern the use of such words. We learn such meanings by learning to
divide objects to categories. That all semantic analyses should be reducible to
truth-functional analyses is, according to Stenius, mistaken (Stenius 1972, pp.
63-64). All semantic analysis does is reveal the truth conditions of a statement.
The actual truth still depends on the configuration of the resultant logical

% See p. 35 ff. above.
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proposition and the truth values of its components. A logical truth is a true
statement which remains true no matter how the components of the statement
except the logical particles are reinterpreted.

It is, then, the analysis of the connectives that is sufficient to show that a
statement is analytic. In order to state about any statement that what it says is
true, we have to perform two steps: analyze it in order to find out its truth-
conditions, and ascertain that these conditions are fulfilled. What is shown by
analysis is not the truth of a statement, but a semantic fact about its truth-
conditions. The semantic conventions referred to here concern mainly the
relationships of terms determined by logical connectives and quantifiers.
Instead of synonymity, Stenius offers a logico-semantic method to resolve
analyticity. Analyticity depends, then, on the performing of an analysis on a
statement of natural language.

There are caveats, however, as concerns predicate logic. Quantifiers, for
example, cannot be defined by the truth-value table method. Furthermore, in
many statements we must analyze the meanings of predicates. This leads us
back to the problems of essential predication: how exactly do we analyze such
things as predicate containment? This is precisely the problem invoked by
GWQ: logical truths are not problematic, but arriving at them is.

In the end, Stenius’ account fails to offer an account of analyticity that
would survive GWQ. Construed this way, the Quinean would point out that it
is exactly the act of analysis, and the involved semantic conventions, that we
cannot properly define. We still have no access to a privileged set of rules or
conventions that we could draw out when we analyze a statement into its
components.

The idea that analytic statements are such that can be by analysis
transformed into logical truths, however, enables us to craft a position on
analyticity that is compatible with GWQ. How we produce a logical truth
remains, however, unsettled. To resolve this issue, a more radical notion of the
actual act of analysis is required. Such an account is provided by Arnold
Kaufman.

2.2.3 A Pragmatic View on Analysis

In his response to White’s 1950 paper, Arnold Kaufman repositions the question
on analyticity. In “The Analytic and The Synthetic: A Tenable Dualism” (1953),
Kaufman first observes, in the same vein later pursued by Grice and Strawson,
that the existence of statements that do not clearly fall into the categories of
analytic and synthetic does not automatically show the distinction to be
untenable. He then scrutinizes the function of the analytic-synthetic cut.
Subsequently, Kaufman observes problems involved with meaning. He finally
concludes that analysis does not so much reveal meanings as it does fix them.
Kaufman’s conclusion is that meaning, whatever it is deep down, is indeed not
accessible to us. But for the purposes of analysis, we can fix meanings, to
facilitate the understanding of language.

According to Kaufman, two questions need to be answered in scrutinizing
the analytic-synthetic distinction: what function it serves, and in case it is
useful, how do we go about explicating it (Kaufman 1953, p. 423). He likens the



50

position of the illusoriness of the analytic-synthetic distinction to a situation
where a person would refuse to take to the right-hand side of the road because
there was no middle line on the road. In other words, the fact that there may
not exists such distinction in the actual use of language does not immediately
render the distinction unusable for philosophical inquiry, let alone make it
illusory.

Such distinctions as analytic-synthetic exist for the sake of inquiry (ibid.,
p. 424). That there are exceptions to the rule does not undo the rule as a general
guideline. Most roads have a middle line; if a road does not have one, it does
not release one from the responsibility to follow the rule to stay to the right.
Kaufman also pays attention to the context-dependence of analyticity (ibid., pp.
424-425). That is to say, in some circumstances a certain statement may be
analytic, whereas in others it may not be. But in analyzing statements in one
discussion or other, using certain distinctions is essential to fixing meaning for
the purposes of discourse (ibid., p. 425).

As a precursor to Donald Davidson’s principle of charity,” Kaufman
points out that we cannot always be certain whether the meanings of words and
sentences are fixed; but in communication we usually assume that this is the
case. In determining meaning, our original purpose is not that of establishing
synonymy, but that of communication (Kaufman 1953, p. 426). And in order for
us to be able to communicate, we must entertain certain meanings of terms and
statements in advance of using them. We cannot always be certain whether the
meanings of our words and sentences are fixed; but in communication we
usually assume that this is the case.

Kaufman’s critique ends with the notion that the “distinction between
analytic and synthetic functions as a means of eliciting clearer formulations. We
make sentences analytic or synthetic by fixing the meanings of component
expressions.” (ibid., p. 426.) Thus, no hazy, psychologistic meanings are needed
that may be subject to Quine’s critique in “Two Dogmas”. “True by virtue of
meaning” simply means that we have, in observing the use of language, come
to fix the meanings of statements and terms in a given fashion to facilitate
analysis, and in this process of analysis can point out certain relationships that
obtain between the components of these statements, that is to say that under
any given circumstances the statement being analyzed will hold true.

We can never tell for sure, whether the people using certain terms and
statements entertain the exact meanings we do. But for communication, and for
analysis, no such certainty is required. The mathematician posits a point with
no dimensions, and a line with no width - both abstractions that we never
discover in nature. Similarly, analyticity and syntheticity are abstractions, or
idealizations, not unlike these; concepts that we use to elucidate the use of
language.

2.24 Summary
Grice and Strawson attempt to overcome GWQ by focusing on three key issues.

First of all, GWQ seems to be exacting too high demands on the accuracy of
philosophical concepts - demands that scarce few concepts can, in fact, meet.

7 See Davidson (1974).
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Second, while Quine does a thorough job in arguing for the circularity of the
definition of analyticity, this does not mean that there would not be a way out
of said circularity. By introducing the division of natural impossibility and
logical impossibility, that coincide with belief and understanding, Grice and
Strawson claim to be able to break through of the circularity. Finally, they note
that while it is perfectly possible that there are statements that cannot be
analyzed in terms of the analytic-synthetic cut, the dichotomy maintains its
usefulness because many such statements do exist that can be clarified in terms
of it. The second argument of Grice’s and Strawson’s leads to an impasse. The
first and third, however, prove promising grounds for further development. In
particular the notion of treating GWQ as a prelude to clarification gives us
fertile grounds on which to root a definition of analyticity.

Such a definition is offered a decade and a half later by Erik Stenius.
Stenius distances his definition from both the Kantian position and the logical
positivists. He notes that the treatment of logical truth as analytic is not viable,
owing to the fact that we come to know the analyticity of statements by
semantic analysis, which presupposes logic. Furthermore, the position
entertained by the positivists collapses because of the vague notion of meaning,
as was demonstrated by GWQ. Instead, Stenius offers a position where
analyticity is regarded as the property of such statements, which by semantic
analysis can be transformed into logical truths.

Finally, to cement the argument we must go back two decades to Arnold
Kaufman. Kaufman argues that analyticity arises only once we fix the meanings
of natural language statements. This does not preclude that meaning could be
variant in actual use of language, nor that there would be limiting cases or
exceptions to the case. It means that in order to conduct productive inquiry, we
must make some such lucid distinctions as analytic-synthetic. In analysis, we
therefore transform statements of natural language to logical artifacts by fixing
the meanings. Meanings themselves may be variant, but unless we maintain
some clear distinctions in inquiry, there will not be the makings of heads nor
tails of anything at all.

Once Kaufman'’s account is coupled with Stenius’ definition of analyticity,
a conception of analyticity arises that is to a great extent compatible with the
central notions in GWQ. Analyticity is a conceptual instrument used to pursue
philosophical inquiry. It is arrived at by abstracting from the statements used in
natural language by fixing meanings. This notion is studied in greater detail
below.

2.3 From Pragmatic Analyticity to Pragmatic Apriority

In what follows, the pragmatic notion of analyticity, whose groundworks were
laid above, is explicated in greater detail. Next, the role of apriority in GWQ is
explicated. Finally, an avenue of inquiry compatible with GWQ for further
study of a priori knowledge is elucidated. This will build the grounds for the
second section of the present work where the nature and object of a priori
knowledge is studied.
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2.3.1 A Pragmatic Conception of Analyticity

Quine would have hardly disputed the truth of such statements as 'all bachelors
are unmarried' or 'all ophthalmologists are doctors'. It is obvious that these
statements, the very moment that we understand them, hold true no matter
what. The tip of GWQ hits a different mark, that is to say, the question of how
we come to understand 'bachelor' or 'ophthalmologist' in the first place. And
while this is a very important question, it sidesteps the brute fact that we do
understand them. Therefore we do need some account of what we customarily
call analytic statements.

Defining analyticity in terms of necessity, synonymy or semantic rules is
problematic, as was demonstrated by GWQ. Even Stenius’ elaborate logico-
semantic definition of analyticity leaves us wanting: how exactly do we go from
a natural language statement such as “all bachelors are unmarried” to a logical
proposition such as “all p are p”? There is, however, a pragmatic way to
conserve the usefulness of the analytic-synthetic distinction, which avoids such
circularity, allows vagueness in natural language, and yet does not need to
posit gradation to analyticity.

If we adhere to Stenius' definition of analyticity, analytic statements are
such statements of natural language that hold true come what may, because
they can be transformed by semantic analysis into logical truths. The logical
framework provides us with the tools to analyze a statement to find out
whether its truth requires further empirical confirmation.

A statement is not a sentence, nor is it a proposition.”* A statement is a
linguistic unit used to express something. The meaning of a statement cannot be
separated from it. Meaning, in the formal sense, is not so much a property of a
statement than the product of analysis of it. In analysis, we fix meanings, as
Kaufman stated. Once the meaning is fixed, natural language statements are
transformed into logical truths, or into other logical artifacts, by analysis, as
Stenius observed. Logical propositions are treated as artifacts that result from
carrying out analysis on a statement of natural language. Logical truths, it
should be noted, are subject to whichever logical framework we carry out the
analysis in. In one logic, the product of analysis may look entirely different than
in another. Various logics produce different logical truths from the same
statements of natural language.”

*» The sentence-proposition dualism is the cornerstone of analytic philosophy. Classically,

it was held that a sentence is a group of words or other symbols arranged according to
grammatical rules that expresses a proposition. A proposition is an abstract object that
carries a truth-value. A proposition, in other words, is allegedly the meaning of the
sentence. The origins of this distinction lie with Aristotle, and it has been supported most
prominently in more contemporary philosophy by Frege (1892) and Russell (1903). This
dualism is, however, untenable in the light of GWQ. If we cannot show the exact
correspondence of natural language statements with propositions, such a distinction
cannot be maintained. Therefore, the less technical notion of ‘statement’ is employed in
the present work to refer to expressions in natural language.

A central notion in the discussion on the plurality of logics is Rudolf Carnap’s principle of
tolerance. According to Carnap, there is no one true or correct logic, but that one may
employ whatever logic that is useful for one’s purposes. See e.g. Carnap (2002). For an in-
depth analysis of logical plurality, see also Susan Haack’s The Philosophy of Logics (1978).
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Semantic analysis produces, subject to the chosen framework, a network
of relationships, using which we can then establish predictable patterns in
language-use. The product of analysis is an abstraction or idealization: a choice
selection of aspects of language. A comparison to the mathematician’s
abstractions goes a long way to elaborate the point in case: while no perfect
circles or dimensionless points exist in nature, they are still perfectly viable
abstractions of what exists. As Hempel (1951, p. 211) notes, concepts such as
‘analytic’ and ‘synonymous’, when used in the vocabulary of syntax and
semantics, serve “in the formulation of definitions and rules determining
precise linguistic systems, which can at best be idealized theoretical models for
certain aspects of natural language.”

Natural language cannot be neatly split into analytic and synthetic
statements - there is, in natural language, always some gradation, as GWQ
shows.* But the existence of such gradation does not entail that the analytic-
synthetic division would be a bad abstraction of language use. While meaning
is likely to be indefinitely gradated in natural language, describing all the
variations in meaning is utterly impractical for purposes of understanding and
establishing correlations within the use of language.*

Natural language is complex beyond any analysis: the perfect analysis of a
language would simply be a copy of the language, analogically to Jorge Luis
Borges” famous cartographers, who, in constructing the perfect map of an
empire created an exact copy of it (Borges 1998, p. 325). Thus the Leibnizian
programme of discovering the characteristica universalis fails, but so does the
hardest edge of GWQ. Even though language is complex beyond reductive
analysis, this does not mean that language would be beyond the grasp of
abstractive analysis.

Introducing too many variables to our distinctions will, following Stenius,
only lead to “intellectual poverty rather than clarity” (Stenius 1972, p. 55). To
this end, utilizing sharp dichotomies to classify statements offers a
tremendously useful tool to facilitate understanding. Using these dichotomies
does not mean that we posit their one-to-one correspondence with natural
language; but only that they correspond well enough to warrant our using them
for purposes of elucidating meaning.

In this light, we can carry out a semantic analysis on an allegedly analytic
statement, such as “all bachelors are unmarried men.” In so doing, we can, for
example, abstract it to the logical form “all p are p.” Subsequently, we discover
a peculiar feature of the (generic) use of such a statement: it cannot fail to be
true under any imaginable circumstances. We discover that we have, in general,
made a peculiar resolution to stick to using these words in this fashion. We

0 This intuition was shared even by Carnap, as is shown in the following fragment from

March 1933, here quoted from Quine’s “Two Dogmas in Retrospect” (Quine 1991, p. 266):
“Is there a difference in principle between logical axioms and empirical sentences? [Quine] thinks
not. Perhaps I seek a distinction just for its utility, but it seems he is right: gradual
difference: they are sentences we want to hold fast.”

Since 1970’s, substantive empirical evidence has been produced to show that meanings
vary a great deal in natural language. See e.g. Rosch (1973, 1975a, 1977). This position has
also been embraced by many prominent philosophers, most notably by the later Ludwig
Wittgenstein (2001), from whose work Rosch’s empirical research has drawn a great deal.
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would not accept a married bachelor under any circumstances; such a
conception is practically nonsensical to us.

What was said above does not mean that we express “all p are p” when
we say “all bachelors are unmarried men.” What we express is utterly more
complex; but what is thus expressed is analyzable, consistently transformable,
into the logical truth “all p are p.” When one understands that “all bachelors are
unmarried men” is analytic, what is actually understood are the operational
conditions regarding the use of the words ‘bachelor’ and ‘unmarried man’ in
our practices. In coming to realize that we so do use the terms - and that we are
determined always to keep on doing so - we understand that there is a
correlation between ‘bachelor’ and ‘unmarried man’ that holds without
exception. It is not a definition of ‘bachelor’ as ‘unmarried man’ that tells us
this, but the observation of the use of those terms in practice. This
understanding is what gives legitimacy to our process of analysis.

The question to consider here is not, then, whether there are such things as
analytic statements. In an absolute sense there are no such things: there are
only, following White, statements that are more or less analytic. Natural
languages don't have rule-books. They do, however, have structurality that can
be approximated in a system of rules, the rules representing the generic use of a
given linguistic structure. That doesn't mean that there would not be exceptions
to a rule, but it does imply that if you take a big enough sample from a
language, it tends to converge towards that rule.

The concepts of analyticity and syntheticity function as abstractions whose
function is to facilitate philosophical elucidation and discussion. They are not
descriptions of actual language-use, but rather abstractions thereof. When
carrying out semantic analysis, we produce logical artifacts that enable us to
understand language use better. And just like analyticity can be considered an
abstractive semantic concept, it turns out that apriority can in similar abstract
fashion be salvaged as a useful epistemological concept. Let us now take a look
at the role of apriority in GWQ, and subsequently at how the notion of apriority
can be salvaged in a similar manner to what was said above.

2.3.2 Apriority in GWQ

Until now, the discussion has focused solely on the notion of analyticity. I chose
this focal point because it was the explicit notion GWQ addressed. It can,
however, be argued that the actual target of GWQ is not so much analyticity as
apriority. Many critics, most notably Stenius (1972) and Putnam (1983) have
even pointed out that in the light of how analyticity is nowadays construed,
GWQ does not actually even stand so much against analyticity, as it does
against apriority.*

A concise a priori reading of GWQ can be found in Hilary Putnam in his
“Two Dogmas Revisited” (1983). Putnam criticizes the classical interpretation of
Quine’s “Two Dogmas” - circularity of defining analyticity - for over-

2 See also Bird (1961, p. 228). Some critics, such as Soames (2003, pp. 360-361), have even
gone as far as to maintain that GWQ fails if the equivalence of analyticity and apriority is
disproved.
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simplifying the issue. According to him, the sharpest edge of GWQ hits, in fact,
apriority, not analyticity.
Putnam makes two distinctions for analyticity:

1) The linguistic notion of analytic truth as that whose negation is
contradictory.
2) The notion of analytic truth as that which is true no matter what.

The former corresponds to the analyticity of (Q1), whereas the latter fits better
with the role of analyticity in (Q2). Putnam argues that the latter conception
does not, in fact, concern analyticity at all, but rather apriority (Putnam 1983, p.
87).

Putnam begins his analysis of the arguments of “Two Dogmas” by
observing that the notion of circularity in defining analyticity may not even be a
very strong argument. It may be the case that analyticity belongs to a family of
linguistic notions that are not reducible to other, non-linguistic notions. Next,
Putnam addresses Quine’s issues with synonymy, claiming that Quine’s
argument is weak because it is effectively based on the notion that Quine himself
cannot clarify synonymy.*” Also, as Putnam points out, following in the
footsteps of Grice and Strawson, there are several philosophical notions that do
not enjoy a clear, consensual definition. On these grounds an attack based on
the indefiniteness of synonymy is, according to Putnam, unwarranted.*

Finally, Putnam notes, “There are analytic truths; truths by logic and
language. But analytic truths are not unrevisable (no truth is). They are only
unrevisable unless we revise the logic of the language, which is a very different
matter.” (Putnam 1983, p. 97.) If the logic of the language being analyzed can be
revised, no analytic truth can be known a priori in the classical sense - that is to
say, known infallibly and necessarily. Insofar as a priori knowledge is
construed in the classical sense, it is thus separated from the notion of
analyticity. The linguistic approach to analyticity should be salvaged on the
grounds of its usefulness as a philosophical concept. The notion of apriority, it
appears, cannot, however, survive GWQ.

To show the untenability of apriority in the context of GWQ, Putnam
turns to the “second dogma,” verification theory and reductionism. Putnam
conjectures that the explicit target of GWQ was analyticity because Quine took
his notion of analyticity from the logical positivists. The positivists held that to
fix a statement’s range of confirming experiences means fixing its meaning.
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Here it should be noted that Putnam ignores the groundwork laid by Goodman and
White, which of course lends a great deal of weight to Quine’s argument.

Putnam addressed the issue of synonymy also in an earlier paper, “The Analytic and The
Synthetic” (1962). In this paper he outlined a theory to explain analyticity of definitory
statements. Putnam’s position is that the key to understanding definitions such as “all
bachelors are unmarried” is that there is an exceptionless law associated with a given
term, such as ‘bachelor’. That is to say, something is bachelor if and only if it is
unmarried. Putnam also argues elsewhere that his idea of stereotypes, introduced in “The
Meaning of ‘Meaning’” (Putnam 1975), provides an account of synonymy for at least
natural kind words.
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Therefore, for the positivists, analyticity and apriority coincided without
exception.”

The positivist sense of confirmation has, however, an intimate relationship
with rational belief: “A statement which is highly confirmed is a statement
which it is rational to believe, or rational to believe to a high degree” (Putnam
1983, p. 90). Now, if there are statements that have the maximum degree of
confirmation in all circumstances, then these are simply truths which it is always
rational to believe - whose doubt is never rational. Such truths, according to
Putnam, are a priori knowable truths: they are true, no matter what. That both
positivists and Quine took this to be equivalent with analyticity is, according to
Putnam, erroneous, and based on a misconstrual of analyticity. If the certainty
of a statement is, in fact, a matter of belief, it is a question of epistemology, not
semantics. Therefore, (Q2) should be set in terms of a priori knowledge, rather
than analyticity.

Putnam re-phrases Quine’s contention concerning analyticity. Instead of
claiming there to be no sensible distinction between analytic and synthetic
truths, Putnam holds that Quine should have expressed the claim “by saying
that there is no sensible distinction between a priori and a posteriori
truths” (ibid., p. 88).* This arises from Quine’s conceptual holism. As Quine
later noted:

the lore of our fathers is [...] a pale grey lore, black with fact and white with
convention. But I have found no substantial reasons for concluding that there are any
quite black threads in it, or any white ones. (Quine 1966a, p. 125.)

No belief enjoys purely a priori or a posteriori justification. The matter of
justification is always holistic, dependent on auxiliary beliefs and commitments.
The matter of justifying a belief is always a matter of degree. No a priori
justifiable beliefs can exist. Therefore, the notion of a priori knowledge
collapses.

The final nail in the coffin of a priori knowledge seems to be the evolution
of conceptual schemes. As an example, Putnam singles out Euclidean geometry.
He notes that despite its seeming to hold a priori for more than two millennia, it
later turned out it was always revisable. Therefore, it could not have constituted
a priori knowledge at any time, since a replacement could be found. Putnam
notes: “The special status of logical laws is similar, in my view; they are
contextually a priori” (Putnam 1983, p. 95). As Putnam notes, we “never have an
absolute guarantee that we are right, even when we are” (ibid., p. 96). To have
true a priori knowledge in the classical sense would require for us to be certain
that the logic we use coincides perfectly with the structure of the world. We can
never reach such certainty.

Because GWQ inherited its central terminology from the logical
positivists, its arguments against analyticity are equally arguments against a
priori knowledge. A fortiori, the argument (Q2) is specifically an argument
against a priori knowledge, and not analyticity semantically construed, owing
to the fact that it concerns primarily beliefs.
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See, for example, Ayer (1946, p. 5 ff.).
This sentiment is also shared by Stenius, who holds that it is more reasonable to think
that apriority is a matter of degree than to think so of analyticity (Stenius 1972, p. 57).
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We can conclude on the grounds of GWQ that analyticity and apriority, in
such form as they were construed up to the Vienna Circle, are not tenable
concepts. In the strictly dichotomous sense the concepts were employed by the
logical positivists, they cannot survive GWQ. However, it was shown that by
the adjustments specified above, a pragmatic use for analyticity could be
salvaged. By employing a similar argument, it can be argued that also a use for
the a priori - a posteriori distinction can be retained. I shall now turn to this
argument.

2.3.3 Post-GWQ Apriority

Classically a priori knowledge was thought to be infallible and necessary. In the
light of what has been said, it appears that there is no such knowledge that is
infallible: justification is always a matter of degree. We cannot be certain that
we know the truth even when we do. There remains, however, an avenue of
inquiry that allows us to overcome this predicament.

Apriority can be construed as a similarly abstractive concept as has been
done with analyticity above. Analyticity is a concept whose use lies in its
rendering some such generic regularities explicit that obtain in our language
use. It can likewise be argued that a priori knowledge and a posteriori
knowledge reflect two opposites on a scale of a degree of certainty rendered to
the justification of beliefs.

What we are most likely to know independently of experience is what is,
in Quinean terms, most remote from the empirical edge of the conceptual
scheme. What is most subject to revision is what resides at that edge. While
there exists gradation to the degree of justification lent to beliefs, in order to
clarify philosophical investigation, we may benefit from clear dichotomies. By
adopting a dichotomy, albeit in the abstract, we facilitate philosophical work
that saves us from intellectual poverty.

As an analogy, consider the color spectrum. Where does red end, and
orange begin? We may arbitrarily draw a limit somewhere, but in reality the
color spectrum is gradated all the way. It is impossible to say, whether a shift of
a Terahertz or two would make a clear distinction between the redness or the
orangeness of a specific frequency. The classification of a particular segment of
the spectrum depends on the context. Should we, then, abandon ‘red” and
‘orange’, because they do not precisely correspond with what’s out there? The
demand for such precision is, in practice, never met by any concept.”

The notion of apriority functions as a working approximation of one end
of a scale of the strength of justification, a scale in which one end blends into the
other, just like with colors. While it stands good to reason that in reality there

v Even Quine’s idea of holistic conceptual schemes can be shown to lead to a similarly

abstract scheme-content dualism, dubbed by Davidson (1973) the “third dogma of
empiricism.” While Quine wanted to free us from the sentence-proposition dualism,
what he offers in its stead is in fact subject to the exact same issues as was the target of his
critique. The scheme-content dualism hits a similar obstacle as the sentence-proposition
dualism, that is to say, that it is impossible to make any clear distinctions as to how much
a conceptual scheme and how much the facts dictate the meaning of a given term or
statement.
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are no such clear divisions, the thing is that in reality there are likely to be no
clear divisions; you can always redraw the borders.

Such a notion of a priori knowledge as is defended here is perfectly
compatible with GWQ. A priori knowledge concerns such beliefs that are most
central in a conceptual scheme. Since the scheme is gradated through and
through, a priori knowledge pertains, then, to some abstraction from this scale:
to what is best guarded from recalcitrant experience. On the scale, some
statements can be, somewhat stipulatively, ruled to be known a priori, others a
posteriori. And as is the case with any gradual scale, there may be statements
whose nature cannot be unequivocally decided. As Grice, Strawson, Stenius,
Kaufman, as well as Bennett (1959), Sullivan (2008) and countless others hold,
this should not hinder us from using these abstractions, insofar as they serve
our efforts of philosophical inquiry.

By adopting this abstractive notion of a priori knowledge, we can also re-
establish the coextensivity of analyticity and apriority. Insofar as semantic
analysis functions as the justification of a priori knowledge, what is known a
priori concerns, then, analytic truths. Within a given conceptual scheme, certain
statements can be transformed by analysis into truths that hold come what may.

The actual activity of analysis is non-experiential in the sense that no part
of the process of semantic analysis requires sensory corroboration, testimony or
introspection. Therefore, semantic analysis suffices to justify a priori
knowledge: if an analysis yields a truth that holds under all possible
circumstances, the truth of the statement analyzed is known solely on grounds
of the analysis. It qualifies, therefore, as a priori knowledge on the grounds of
the definition (AP) given in 1.3.

The classical notion of a priori remains, however, untenable. No statement
is immune to revision: even the laws of logic may be revised.* Thus, whichever
statements can be known a priori depends intrinsically on both the prevailing
conceptual scheme, as well as the chosen logical framework in which the
analysis is carried out. If the conceptual scheme changes, some of a given
statement’s truth-conditions, and thus its meaning, may change too. In other
words, the way they are interpreted in analysis will change. Likewise, even if
the conceptual scheme remains unchanging, the choice of analytic framework
will affect whether a given statement can be analyzed to reflect a logical truth.

The concepts ‘analyticity’ and ‘apriority’ function as conceptual
abstractions or idealizations whose function is to facilitate philosophical
elucidation and inquiry. They are not exhaustive descriptions of actual
language-use or epistemic conditions, but rather abstractions thereof. In
carrying out an analysis of the vague, holistic structure that is natural language,
we resort to making such artificial distinctions in order to clarify our
understanding.

While the analytic-synthetic and the a priori - a posteriori distinctions fall
short of the target as exact descriptions, and certainly in their classical form
attribute too much rigidity to language and knowledge, it does not mean that
these distinctions would not be tremendously useful in describing some aspects
of language and knowledge. They provide us, as the history of philosophy
shows, with an effective conceptual framework in which to address features

* This argument is addressed in detail below, in chapter 3.2.5 ff.
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central to language and knowledge. Like color concepts abstract a range of
electromagnetic radiation into fixed concepts, the concepts of analyticity and
syntheticity, apriority and aposteriority abstract a range of linguistic practices
and epistemic conditions, respectively.

2.34 Summary

While it cannot be held on the grounds of GWQ that natural language could be
neatly segregated into analytic and synthetic statements, it can be argued that
for the purposes of inquiry, such distinctions can be made in the abstract. This
leads to a pragmatic conception of analyticity: an analytic statement is such that
can be transformed in a logically consistent analytic framework, by fixing the
meanings in the language, into a logical artifact, solely on the grounds of which
we may determine its truth.

While GWQ explicitly targets analyticity, it has immediate consequences
to the notion of apriority as well. As it turns out, GWQ deals a killing blow to
the classical infallibilist notions of a priori knowledge. First of all, justification of
beliefs is always gradated on the grounds of Quine’s conceptual holism.
Therefore, no belief enjoys strictly a priori or a posteriori justification. Second,
our conceptual schemes may always change, and consequently those things that
could be known in one conceptual scheme a priori may not enjoy such a degree
of indisputability in another.

The notion of apriority may, however, be salvaged in a similar manner as
that of analyticity. A priori knowledge is an abstraction on the epistemic scale
concerning the strength of justification. A priori knowledge concerns such
beliefs that are best guarded against recalcitrant experience.

Furthermore, a priori knowledge can be justified by semantic analysis. A
priori knowledge concerns such truths that can be known independently of
experience. Regardless of the fact that there is variance of such statements
reflexively to conceptual schemes, we may, once the conceptual scheme has
been fixed and an analytic framework chosen, attain knowledge of the truth of
some statements a priori. We may know a priori the truth of those statements
that can be in a consistent logical framework analyzed into some such logical
artifact that will demonstrate that they hold true, come what may.

The analytic-synthetic cut and the a priori -a posteriori cut become
heuristic conceptual tools with which we may abstract some such regularities
that obtain in our use of concepts, and subsequently better understand how our
conceptual schemes are structured. They do not tell us how things stand in
themselves - but they abstract from the way things stand in order to render
explicit some such structurality that actually exists in the way we use language
and concepts.

In this light the question of whether analyticity and apriority are precise
concepts becomes redundant, and the interesting question becomes that of
whether they are viable concepts. That is to say, if they are useful for some of
our purposes of philosophical inquiry. To this question, the answer is an
emphatic “yes.” Obviously there are statements that are true, come what may.
After all, all bachelors are unmarried.
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24 Concluding Remarks

GWQ forms one of the most formidable anti-apriorist accounts ever presented.
GWAQ itself targets analyticity, but while at it, it manages to convincingly show
the unviability of any such first principles that might constitute analytic truths
or a priori knowledge. According to GWQ, analyticity cannot be established
owing to the gradated and holistic nature of meaning in natural language.

Two arguments from Grice and Strawson can be utilized as the foundation
of a position on analyticity that is compatible with GWQ. They hold, first, that
the demands exacted by GWQ of the analytic-synthetic cut are such that
practically no philosophical concepts can survive them. Therefore, GWQ
should, in fact, function not as the demolishment of the concept of analyticity,
but as a prelude to clarification of it. Second, while there may not be a clear
division of all statements to analytic and synthetic ones, the fact that some
statements obviously can be so divided defends the usefulness of the notion.

Embracing GWQ as a prelude to clarification, the accounts of Stenius and
Kaufman can then be rooted on the soil tended by Grice and Strawson.
According to Stenius, analysis should be seen as a transformative activity that
produces logical truths. On the grounds of Kaufman, we can show that while
natural language remains vague, for the purposes of analysis we may fix
meanings so as to produce the logical artifacts needed to elucidate language.
Therefore, a pragmatic notion of analyticity is salvaged.

Pragmatically, analyticity is construed as an abstract property of
statements that we can detect by analysis in order to make sense of some such
regularities that obtain in natural language. The result of analysis depends on
one hand on the language being analyzed, and on the other, on the logical
framework utilized. Therefore, no absolute analyticity can be argued for - but
with respect to a particular logical framework, a language under scrutiny can,
abstractively, be segregated into statements whose truth is knowable on
grounds of semantic analysis, and statements knowable only by further
empirical corroboration.

While a notion of analyticity can be salvaged in this fashion, it appears
that GWQ does show the untenability of apriority. The justification lent to
beliefs is gradated throughout a conceptual scheme. Therefore no clean division
to a priori justified and a posteriori justified beliefs can be made. Furthermore,
because conceptual schemes may be revised, we have no such grounds on
which we could argue in favor of unchanging first principles.

The notions evoked in defense of analyticity may, however, be now used
to defend apriority as well. While beliefs may receive varying degrees of
justification, and this justification will, on grounds of GWQ, be gradated, it may
be argued that in the similar way as we can abstract analyticity and syntheticity
by performing semantic analysis on a linguistic scale, we may abstract apriority
and aposteriority on an epistemic scale according to the degree of justification
lent to beliefs. Just like analyticity arises reflexively to the chosen analytic
framework, apriority arises reflexively to the chosen conceptual scheme.

Furthermore, a connection between the act of analysis and a priori
justification may now be re-established. The semantic analysis of a statement is
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a non-experiential activity. Semantic analysis of a statement does not require
any of the three facilities specified in chapter 1.3 as experiential justification:
empirical corroboration, testimony or introspection. If semantic analysis alone
establishes the truth of a statement, its truth can be known nonexperientially.
Therefore, beliefs whose truth is justified solely on grounds of semantic analysis
satisfy the definition of a priori knowledge given in chapter 1.3:

(AP) A priori knowledge is knowledge whose justification is
nonexperiential.

The first question presented in chapter 1.3 was: “Is there a priori knowledge?”
The answer is affirmative. There are statements whose truth is knowable a
priori. They are knowable a priori because by performing semantic analysis on
them we may abstract a logical artifact on the grounds of which we may
determine that the statements hold true come what may, insofar as the present
conceptual scheme is concerned.

There are, however, issues that need to be clarified. It appears, first of all,
that a priori knowledge is reflexive to a conceptual scheme. Whether such a
notion of a priori knowledge can, in fact, be defended demands further study.
Secondly, it is yet unclear what is the object of a priori knowledge. Is a priori
knowledge limited to knowledge about language or concepts, or does it have a
deeper metaphysical dimension to it? In other words, does a priori knowledge
concern the logical structure of the world - or is it limited to our conventions
and practices? These questions demand further scrutiny. I shall, therefore, now
turn to study the nature and object of what can be known independently of
experience.



3 THE PRAGMATIC A PRIORI

There are statements whose truth we can ascertain without turning to
experience: all bachelors are unmarried, and two plus two equals four, hair-
splitting aside. The problems raised by GWQ are, however, fatal to the classical,
infallibilist a priori positions. Since even the most fundamental conceptual
principles can be changed by making sufficient changes elsewhere in the
conceptual scheme, practically no infallible conceptual principles can be
defended. The solution to the nature of a priori knowledge needs therefore a
new perspective. It is the purpose of the remainder of the present work to
introduce such a perspective.

In what follows, much of the discussion relies on the works the American
pragmatist philosopher Clarence Irving Lewis, and in particular on his two
epistemological monographs, Mind and the World Order (1929, MWO) and An
Analysis of Knowledge and Valuation (1946, AKV). Lewis’ intensional semantics,
in particular as laid down in AKV provides us with a powerful analytic
framework which can be used to perform analysis and justify a priori
knowledge. Furthermore, Lewis” epistemological theses defended in both AKV
and MWO shed further light to the nature and object of a priori knowledge.

Lewis argues that a priori knowledge concerns exclusively the concepts
we employ in making sense of experience. In Lewis” epistemology, concepts are
construed as anticipatory schemata that guide our attention in what we
experience. Lewis argues that a priori knowable conceptual principles are
necessary because they are legislative to experience: their necessity arises from
our commitment to them in the face of all experience. Their application,
however, is ultimately volitional. Therefore, there is always an element of
choice involved in committing to a conceptual principle. According to Lewis,
the criteria of making such a choice are ultimately pragmatic. Because a priori
knowledge targets concepts, and the choice of concepts is ultimately pragmatic,
the fundamental nature of a priori knowledge is pragmatic: dependent of such
criteria as comprehensiveness, simplicity and expediency.
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It must be noted that Lewis” approach alone will not stand against GWQ.*
To this end, the pragmatic notion of analyticity and apriority introduced above
is needed in order to reinstate Lewis’ position as a viable solution to the
problem of a priori knowledge. When Lewis” analytic framework is construed
as a heuristic device on grounds of which we may abstract regularities that
obtain in our conventions, the problems evoked by GWQ dissolve. We can then
benefit from the analytic nature of Lewis” position, all the while acknowledging
that this method of analysis, just as any, abstracts from the object of study
instead of reductively and exhaustively describing it.

It must also be noted that while Lewis’ position opens up important
perspectives to the question of a priori knowledge, the terminology he employs
is often out-dated and inconsistent with contemporary usage. Therefore, I have
adjusted his terminology where needed so as to facilitate its compatibility with
contemporary discussion on a priori knowledge. I have simplified and clarified
Lewis’ terminology, and introduced novel distinctions where necessary for
elucidatory purposes.

The present section is laid out as follows. First, the details of Lewis’
analytic framework, intensional analysis, will be studied. Then Lewis” notion of
concepts and the conceptual scheme is explicated. This is followed by a detailed
study of conceptual principles as the object of a priori knowledge which
culminates in an argument defending the pragmatic nature of a priori
knowledge. Finally, a number of possible objections that may be raised against
the present position are studied. These include direct criticism of Lewis,
objections that may arise when Lewis’ position is contrasted with other
positions on a priori knowledge and objections that concern Lewis” intensional
analysis and semantics. Solutions to these objections are proposed, and
tentative directions for further investigation are suggested.

3.1 The Analytic and the A Priori

According to Lewis, a priori knowledge arises from the analysis of concepts
(Lewis 1929, p. x). If a concept is attributed to another concept in a statement,
and we can by analysis demonstrate that such attribution takes place under all
possible circumstances, we come to know the truth of the statement.
Consequently, the analysis of concepts functions as justification of a priori
knowledge. We need, therefore, an account of what exactly such an analysis
means. In An Analysis of Knowledge and Valuation (1946), with its definite and
explicit account of analyticity and the a priori we are presented with a concise
account of pragmatic semantic analysis: intensional analysis.

As was argued above, no individual method of analysis explicates natural
language exhaustively. But various methods can be utilized to explicate
regularities that obtain in a language, and consequently to justify knowledge of
a certain class of statements - those which call for no further empirical

9 Lewis was, in fact, one of the main antagonists targeted by GWQ. While he is explicitly

targeted only in White’s paper out of the three GWQ papers, his significance to the
argument is explicit in the GWQ correspondence.
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corroboration.” We cannot exhaustively enumerate all the properties of a
statement of natural language. But semantic analysis provides us with a
heuristic tool with which we may abstract common regularities that hold
therein. Even if there are exceptions in actuality, a distinct analytic-synthetic
cut can be heuristically maintained as the general rule of classifying statements.
The question arises then as to which analytic framework best serves our
interests.

The method of choice for the present work is the intensional semantics
developed by Lewis. The reason to adopting Lewis” framework is that it allows
a sufficiently high detail in rendering explicit the intensional relationships
between terms. By performing intensional analysis, we are able to carry out
sufficiently detailed analysis of predicates so as to demonstrate such notions
critical to analyticity as predicate containment. In addition, it enables us to
analyze even the most fundamental conceptual principles, such as the laws of
logic. In Lewis” framework, by rendering explicit the intensional structure of a
term, it may be demonstrated whether or not another term is thus intensionally
contained within it. Therefore, grounds for analyticity, and subsequently for
apriority, are fortified considerably, compared to were we to remain in the
realm of purely extensional semantics.”

There are six items that are critical to Lewis” notion of analyticity and
apriority, items whose scrutiny will explicate both the nature of analytic
statements and the fact that we can know what such statements express a priori.
These six items concern analytic truth, intensional meaning, linguistic and sense
meaning, the analyticity of logic, logic’s relationship to other analytic statements, and
the rejection of synthetic a priori. They are described by Lewis as follows:

(1) In general, the traditional conception of analytic truth as truth which is
determined, explicitly or implicitly, by meanings alone, is justified and can be made
adequate, and does not need to be displaced by any which is more complex.

(2) The requisite meaning of ‘meaning’ can be arrived at by more precise
specification of what is traditionally intended by ‘connotation” or ‘intension” and by
developing the conception - traditionally omitted or inadequately treated - of the
intension of propositions.

(3) Such intensional meaning can still be specified in alternative ways: as linguistic
meaning, constituted by the pattern of definitive and other analytic relationships
holding between linguistic expressions; or as sense meaning, constituted by the
criterion in mind by which what is meant is to be recognized.

% This position was, in fact, explicitly supported by Lewis: “I should like to express my

conviction that if there be any one analysis of meaning in general which is correct, then
any number of other analyses will be possible which are equally correct: for much the
same reasons that if any set of primitive ideas and primitive propositions are sufficient
for a mathematical system, then there will be any number of alternative sets of primitive
ideas and propositions which likewise are sufficient.” (Lewis 1943, p. 236.)

o It must be noted that the question of adopting intensional semantics over extensional is a
highly convoluted one, and remains the topic of much debate. Many of the problems
evoked by GWQ arise from the notion of intensions, or senses. Quine, for example, was
profoundly committed to extensionalism (see e.g. Quine 2008). The rationale for Lewis’
adopting and developing intensional semantics is explained in 3.2.1. For discussion on
intensional logic and semantics, see e.g. Fitting (2007). As was mentioned, the pragmatic
adjustment to the notion of semantic analysis is critical in order for Lewis” (and possibly
any intensional) method of analysis” surviving in the post-GWQ terrain.
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(4) The principles of logic are analytic in this sense: their truth is certifiable by
reference to intensional meanings involved in the statement of them.

(5) There is, however, no way of distinguishing fundamentally between principles of
logic and other analytic truths. Such distinction is conventional, in the sense that it
turns upon relative importance for the critique of inference, and upon comparative
generality. There are, thus, alternative ways in which what is taken as belonging to
logic may be marked off.

(6) There are no synthetic statements which can be known true a priori: what may
appear to be such, must be regarded as representing some failure to elicit by analysis
the criteria operative in the actual, or the ideally consistent, application of terms in
question, or some failure to recognize implications which validly obtain. (Lewis 1946,
pp. 37-38.)

To justify (1), a detailed notion of meaning is required. This is provided by
Lewis in the way he conceives of the intension. Lewis holds that intensional
meaning may be characterized in two ways, neither of which reductively
explains intension, but both of which are ways to abstractly explicate its nature.
Linguistic meaning is meaning as formally construed, that is to say as a
relationship of a term to other terms. Sense meaning is in turn a pragmatic and
operative construal of meaning. Both are needed to fully explicate intensional
meaning.

By intensional analysis, we may also establish the analyticity of logic itself.
Logical truth arises from similar intensional relations as does the truth of
analytic statements. Furthermore, if logical propositions are indeed only a class
of analytic statements, they are consequently in no fundamental way different
from other analytic statements. Finally, synthetic statements that appear to be
knowable a priori are in fact implicitly analytic statements, where we have
failed to establish some such relationship between terms that obtains
intensionally.”

The intension is the critical analytic notion for both Lewis” semantics and
epistemology in general, and his conception of a priori knowledge in particular.
Before turning to the particulars of the Lewisian concept of the intension, I will,
however, first address Lewis” account of meaning in general.

3.1.1 The Modes of Meaning

The extension of a term is the class of entities it refers to, or denotes. The
intension of a term is the conjunction of all the terms that apply to anything
denoted by the term; what the term connotes. Quite a few contemporary
thinkers have emphasized the extension as primary to the determination of
meaning.” Meaning is, however, much more complex than the question of

2 While Lewis draws heavily from Kant in both his epistemology and semantics, he
digresses here radically from him. This topic will be addressed in greater detail in chapter
3.1.6.

Extension was central to, among others, to Goodman, White and Quine, and figures
prominently also in the semantical work of Putnam (1975), and arguably even Kripke
(1980). The forefathers of extensional logic are, no doubt, Russell and Whitehead (1910). It
may also be contended that while the intension, or connotation, was included in the
works of e.g. Mill (1868) and Frege (1892), the extension was the primary component of
meaning also for them.
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reference to existent entities. This is clear the moment we start to consider such
terms whose extension is null, such as terms comprehending fictitious entities.
Obviously ‘Sherlock Holmes” and “centaur” do not mean the same, even if their
extension is identical, that is to say, null.

Lewis shied away from Russell’'s commitment to extensional logic and
semantics.” He rather wished to shed light to meaning in terms of intensions:
“The requisite meaning of ‘meaning’ can be arrived at by more precise
specification of what is traditionally intended by ‘connotation’ or
‘intension’” (Lewis 1946, p. 37).

First introduced in a paper bearing the same name, the modes of meaning
are Lewis” way to differentiate between different uses we have for the concept
of meaning (Lewis 1943). Lewis differentiates in entirety four modes of meaning
for a term. These are as follows:

(1) The denotation of a term is the class of all actual things to which the term applies.
(2) The comprehension of a term is the classification of all possible or consistently
thinkable things to which the term would be correctly applicable.

(3) The signification of a term is that property in things the presence of which
indicates that the term correctly applies, and the absence of which indicates that it
does not apply.

(4) Formally considered, the intension of a term is to be identified with the
conjunction of all other terms each of which must be applicable to anything to which
the given term would be correctly applicable. (Lewis 1946, p. 39.)

The denotation, or extension, is the class of all actual existent things that a term
correctly names. The extension of ‘cat’ is the class of all existent cats. As
concerns extension, Lewis does not deviate greatly from what has been
generally been said about it, apart from dethroning it from its semantically
privileged position. Lewis” position on extension, thus, roughly corresponds
with the positions of classical descriptivists such as Frege and Russell, and
coincides also mostly with more radical extensionalists such as Quine and
Goodman. Thus, Lewis’ notion of extension can be construed as the definite
class of existent entities that are denoted by a term, i.e. the objects the term
refers to.

The comprehension of a term is the classification of all consistently
thinkable things to which a term would be applicable, whether they exist or not.
Thus, while the extension of ‘centaur’ is null - and it would, then, be
meaningless in a strictly extensional theory - the comprehension of it is not. The
comprehension of ‘centaur’ is a classification, or a determination, of what a
thing should be in order for it to be a centaur. Thus, terms such as ‘centaur’,
“unicorn” and ‘the present king of France’ have a comprehension other than
null: we can imagine a world, where there could be such entities. Only terms
that could not consistently name anything, such as ‘a square circle’ and a ‘spot
that is red and green all over’, have a null comprehension.

In a sense, one can then think of the comprehension as an augmented
extension - the class of all entities denotable by a term, whether existent or not.
Since membership in a class - extension in the strict sense - is restricted to what

3 The relationship of Lewis and Russell will be studied in some greater detail below, in

chapter 3.2.1.
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exists, we cannot populate a class with imaginary entities. For this reason,
instead of referring to comprehension as a class, Lewis restricts comprehension
into a classification (Lewis 1946, p. 49).%

The signification of a term is Lewis’ take on essential predication. As
Rosenthal (1976, p. 26) notes, the “objective properties essential to the
applicability of a term are those which we have chosen to insert in our criterion.
They are ‘essential” because and in the sense that we have decided to use them,
henceforth, as part of our criterion.”* A term signifies such a property that
anything which should have this property would be correctly nameable by the
term, and whatever should lack this property, or anything included in it, would
not be so nameable (Lewis 1946, p. 41). Signification is, then, very close to
intension conceived of in the classical sense.

However, in common parlance the question of whether the intension
concerns properties or other terms is ambiguous. Therefore Lewis wishes to
introduce a mode of its own to cover properties, thus restricting intension to the
relationship of the term in question to other terms. (Ibid., p. 43.) Since it would
leave things ambiguous to determine whether, e.g., the term ‘man’ connotes
‘animal’, or animality, Lewis introduces signification to cover the latter case
(ibid.). Signification concerns all the properties that are found in anything a
term denotes. Intension concerns all the extensional terms that apply to
anything a term denotes.

The intension is what in effect determines the meaning of a term.” The
“intension of a term represents our intention in the use of it; the meaning it
expresses in that simplest and most frequent sense which is the original
meaning of ‘meaning’; that sense in which what we mean by ‘A’ is what we
have in mind in using “A’, and what is oftentimes spoken of as the concept of

» Carnap (1956a, p. 64), while siding with Lewis” use of extension and intension, criticized

the notion of comprehension, arguing that it leads to an overtly complicated language
form. It should be noted that comprehension can arguably be also construed more
formally by employing possible world semantics, whose origins lay in Carnap’s work. In
this way, the comprehension of a term may be construed as the class of all the entities
denoted by it in all possible worlds. Possible world semantics has been developed further
by e.g. Kripke and Hintikka. For further reading, see e.g. Fitting (2007) and Garson (2008).
The topic of possible world semantics is a highly complex one, and the parallel with C.I.
Lewis’” intensional semantics will not be pursued further in the present treatise.

This is reminiscent of Putnam’s position that the key to understanding definitions such as
“all bachelors are unmarried” is that there is an exceptionless law associated with a given
term. This law has two important characteristics: “(1) that no other exceptionless ‘if and
only if’ statement is associated with the noun by speakers; and (2) that the exceptionless
‘if and only if” statement in question is a criterion, i.e., speakers can and do tell whether or
not something is a bachelor by seeing whether or not it is an unmarried man.” (Putnam
1983, p. 89.)

Lewis’ construal of the intension is also similar to Frege’s notion of Sinn, or sense, Peirce’s
notion of the immediate interpretant, Alexius Meinong’s idea of the auxiliary object and
David Kaplan’s notion of the embodied name. A comparison of the latter notions is
presented in Hilpinen (2009). The intension construed in Lewisian sense bears also some
resemblance to the idea of “mental files” employed by e.g. Frangois Recanati (1993) and
John Perry (2001). The mental file is an aggregate of criteria on the grounds of which the
applicability of a concept is determined. See also Chalmers’ contemporary position on
intensionality in Chalmers (2002).
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A” (ibid., p. 43). The meaning of a term is what we have in mind when using
that term.”

Intension determines the operational scope of a given term. It is a
“criterion in mind by which it is determined whether the term in question
applies or fails to apply in any particular instance” (Lewis 1946, p. 43). Formally
construed, the intension “is to be identified with the conjunction of all other
terms each of which must be applicable to anything to which the given term
would be correctly applicable.” (ibid., p. 39.)

Formally, intension concerns the relationships between terms. The formal,
or linguistic, intension of a particular term can be expressed as the conjunction
of all the other extensional terms that are applicable to whatever it denotes.
Thus, the intension of ‘cat’ could be constructed as a conjunction of such terms
as ‘animal’, ‘feline’, ‘mammal’, ‘eukaryote’ and so forth. We cannot, however,
exhaustively enumerate the intension of any given term: “One could not recite
all the other terms connoted by a given term ‘A’” (ibid., p. 44). The number of
such terms would be infinite, even if most of them would be redundant (ibid.).”

All the other modes of meaning of a term are subject to the intension of it.
Before we understand what a term connotes, we cannot determine whether it
applies to this or that object experienced. Without understanding a term’s
intension, we cannot determine its extension, comprehension or signification.
(Ibid., pp. 46-47.)

The other modes of meaning are dependent on intension as follows.
Signification, as should be obvious, is directly dependent on intension, being in
effect only a shifted mode of it: if a term connotes ‘animal’, it signifies animality;
if a term connotes ‘red object’, it signifies redness and so forth. Signification
thus simply expresses the properties denoted by the intensional criteria. (Ibid.,
p-43.)

For any term, its intension determines also its comprehension (ibid., p. 46).
The intension determines how we may identify a given object denoted by a
term, regardless of whether the object actually exists or not. The intension,
when formalized, explicates which classes all things thus comprehended should
belong to - that is to say, what we expect to find when we interrogate
experience using this and that particular concept. It lays down the criteria on
grounds of which we may draw the classification that is the comprehension of a
term.

In this sense, intension delimits extension as well. It does not, of course,
define it. The intension of a term determines the criteria on the grounds of
which we judge whether a given object falls under its extension or not. The
extension is, of course, also dependent on what actually exists. Intension simply
dictates what we make of what exists. (Ibid., pp. 46-47.)

The intension is the fundamental element in meaning. Understanding the
meaning of a term requires understanding its intension. Intensional analysis is,

% Lewis’ position is here eerily prescient of Wittgenstein's famous dictum from Philosophical

Investigations §43 that “meaning of a word is its use in the language” (Wittgenstein 2001,
p- 18).

It may be argued that the number of terms employed in an intension of a natural
language term cannot, of course, be literally infinite: there are only a finite number of
terms employed in any language. But due to the recursive nature of intensions, an
intension would consist of so many terms as to be practically innumerable.
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therefore, at the core of semantic analysis. The structure of the intension of a
concept can be rendered explicit in at least two different ways. Lewis calls these
two ways of explication linguistic meaning and sense meaning, respectively. I shall
now turn to their details.

3.1.2 Linguistic Meaning and Sense Meaning

The intension of a term is what we have in mind in using it. The intension of a
term A’ is what is commonly referred to as the concept of A. It is a “criterion in
mind by which it is determined whether the term in question applies or fails to
apply in any particular instance” (Lewis 1946, p. 43) and “by reference to which
one is able to apply or refuse to apply the expression in question in the case of
presented, or imagined, things or situations” (ibid., p. 133).

Analytically, the intension can be explicated in two different ways:

1) Formally considered, intension concerns the relationships between
terms. This is the linguistic meaning of a term.

2) Operatively considered the intension is a schema; an aggregate of
anticipatory rules that enable us to interpret experience. This is the
sense meaning of a term.

Linguistic meaning concerns the relationship of a term to other terms. It is the
explication of meaning we turn to when asked “what does ‘A’ mean?” For
example, when asked “what does ‘cat’ mean?” we answer by explicating the
linguistic meaning of ‘cat”: “a cat is a feline animal,” or more analytically, “the
intension of the term “cat’ contains the terms ‘feline” and “animal’.”

Sense meaning concerns the operations relevant to corroborate the
extension of a term. If we had no operative understanding of a word - if our
entire understanding would be based on the relationships of words to one
another - we could not do anything with language. We would face the classical
dictionary regress: each word would be defined with yet other words and so on
ad infinitum.

Linguistic meaning and sense meaning are two different ways of
describing the intension of a term. These two aspects of intensional meaning
“are supplementary, not alternative” (Lewis 1946, p. 133). Linguistic meaning
and sense meaning offer differently focused but not exclusive perspectives to
intensional meaning,.

Linguistic meaning is the dictionary meaning of a term. It can be thought
of being constituted by “the pattern of definitive and analytic relationships of
the word or expression in question to other words and other expressions” (ibid.,
p. 131). For example, the linguistic meaning of the term ‘cat’ consists of all such
terms that must apply to everything that is denoted by ’cat’. Formally, the
intension of ‘cat’ is construed as the conjunction of such terms as ‘feline’,
‘animal’, ‘eukaryote’, ‘mammal” and so forth.

Lewis (ibid., p. 140) maintains, however, that meaning “cannot be literally
put into words, or exhibited by exhibiting words and the relations of words.”
We cannot learn a previously unknown language simply by studying a
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dictionary. We cannot learn it by only coming to understand the relationships
between the words therein.

For Lewis, meaning and action are intrinsically connected. He asserts:
“Whoever speaks of X but does not know it could be determined whether a
presented thing is X or not means nothing by his term: whoever asserts P but
could not specify how the truth or falsity of P should be determined makes no
genuinely meaningful statement” (Lewis 1939, p. 90). Knowing how words are
related to one another does not suffice to understand the meaning of them. An
understanding of how words are used in practice is required to understand the
meaning of them.

Murphey (2005, p. 265) states the case as follows:

Language can, if we like, be completely abstracted from questions of sense-meaning
and treated as a formal calculus, whose relational patterns we can study. Logic has
often been so treated and, for certain purposes, this is a legitimate procedure. But
when logic is employed in the guidance of action, reference to sense must be
restored.

Linguistic meaning, as Rosenthal (1976, p. 32) points out, allows “for more
precision, but it is not self-sufficient. It can only symbolize sense meaning, not
capture it.” We must also have some operational understanding of the language
we use. We must have some sense of the application of the language. This
operational dimension in language is what is expressed in sense meaning.

According to Lewis, a “sense meaning, when precise and explicit, is a
schema; a rule or prescribed routine and an imagined result of it which will
determine applicability of the expression in question” (Lewis 1946, p. 134).
Sense meaning can be construed as an anticipatory schema, on the grounds of
which we determine whether a given object falls under the denotation of a
particular term.”

Sense meaning is intrinsically connected to imagination. “Only through
the capacity called imagination could one have in mind, in advance, a workable
criterion for applying or refusing to apply an expression under all
circumstances of presentation” (Lewis 1946, p. 134)." As Zack (2006, p. 35)
points out, sense meaning “is a matter of imagery and imagination, even for
general terms.”
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Murphey (2006, p. 71) notes that “Lewis thought of his theory of sense meaning as a
development of Peirce’s famous pragmatic maxim of 1878.” Peirce’s maxim is laid out as
follows: “Consider what effects, which might conceivably have practical bearings, we
conceive the object of our conception to have. Then, our conception of these effects is the
whole of our conception of the object.” (Peirce 1992, p. 132.) Murphey judges that Lewis
had, indeed, correctly interpreted Peirce’s position. Lewis” position draws, of course, also
heavily from Kant. Kant already argued in favor of procedural rules that prescribe the
way to relate a pure concept to an object in general; see e.g. Kant (1998, p. A140). This
approach is also present in Dewey’s writing. Dewey writes, for example, that a concept
“is synonymous with the corresponding set of operations” (Dewey 1930, p. 107; emphasis
omitted).

As Lewis (1943, p. 249) pointed out elsewhere, analytic statements are independent of
any particular state of affairs “because their applicability or inapplicability in general, or
their truth or falsity in general, is certifiable from experiments in imagination.”

This does not mean that sense meaning would be limited to visual imagery. On the
contrary, the operations that constitute the sense meaning span the entire range of
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The reason why Lewis emphasizes the significance of imagination is to
point out that meaning transcends the existent. Even terms that denote nothing
have meaning; ‘centaur’ and “unicorn’ do not mean the same, even if they
denote the same, that is to say, nothing. This is because we can imagine what
centaurs and unicorns would be like, were they to exist. We can establish, by
using our imagination, that they would be different creatures from one another.
We can identify what would be such criteria that we would recourse to in order
to determine whether a creature was a centaur or a unicorn.”

Sense meaning is a prescribed routine and an imagined result of it which
determine the applicability of a term. It is important to note that the anticipated
result is essential to sense meaning. Sense meaning involves not only the rule,
but also the anticipation of some concrete result that can be facilitated by
whatever the term is applicable to. As Zack (2006, p. 36) notes, “the imagined
operation is not sufficient to count as sense meaning without the imagined
result, which is what determines the applicability or non-applicability of the
term having the sense meaning.” It is the result produced by a given operation
that determines whether a term applies to a particular experience.*

The criteria of the applicability of a term are phrased in hypothetical
terms: “If this and that condition was satisfied, then finding things being in a
certain predicted way will verify the applicability of the term.” To explicate
this, Lewis introduces the division to terminating and non-terminating
judgments:

1) Terminating judgments concern only qualities of immediately given
experience.

2) Non-terminating judgments concern hypotheses based on experience and
justified on grounds of terminating judgments.

A terminating judgment expresses the outcome of some action in terms of
immediate experience. A non-terminating judgment expresses an empirical
hypothesis, such as the existence of an actual object, which can be justified by
terminating judgments. The former concerns how things appear, or seem. The
latter concerns how things, hypothetically, are. (Lewis 1946, p. 181.)
Terminating judgments concern only immediate experience. They are
grounded in affirmations of sensation. For example, if I see a white rectangle in
front of me, I can first make such immediate affirmations, or expressive
statements, as “I see white now”, “there appears a white rectangle,” “I am

sensory and introspective experience imaginable. As Zack (ibid., p. 67) notes, “the image
need not be visual, but could be kinesthetic or otherwise felt, imagined as a sound,
smelled, or whatever else is allowed by our senses.”

Here, again, traces of the Kant's influence are apparent. Kant (1998, p. A141) writes: “The
concept of a dog signifies a rule in accordance with which my imagination can specify the
shape of a four-footed animal in general, without being restricted to any single particular
shape that experience offers me or any possible image that I can exhibit in concreto.”
Lewis notes that many “protagonists of operational significance forget to mention the
imagined result, and would - according to what they say -identify the concept or
meaning exclusively with the routine. Presumably this is merely an oversight: no
procedure of laying meter sticks on things would determine length without some
anticipatory imagery of a perceivable result which would, for example, corroborate
statement that the thing is three meters long.” (Lewis 1946, p. 134.)
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experiencing the sensation of whiteness” and so forth. I can in this manner
express some of the immediate qualities of the experience presently given to
me.”

On grounds of such experience, following judgments may be formed: “if I
were to move my head thus, the rectangle would appear a parallelogram”, “if I
were to touch what appears to be that white rectangle with my hand, it would
feel smooth,” “if I were to grab it in my hand and crumple it, it would not offer
great resistance.” These are, in other words, judgments that are verifiable. This
is because they are set in terms of immediate qualities of experience; nothing
beyond what is immediately accessible to the senses is postulated. As soon as
the stipulated operations are carried out, if the predicted result ensues, the
judgment is verified. The judgment therefore terminates in experience.

A non-terminating judgment, in turn, is a hypothesis that is justified by
terminating judgments. A likely non-terminating judgment justifiable by the
above terminating judgments would be “this is a piece of paper.” The
justification for such a judgment would run along the lines of, “since what
appears to be a rectangle also appears to be smooth, white and crumply, and
furthermore I seem to be able to produce writing on it with what appears to be
a pencil, I can infer that what thus appears is a piece of paper.” A non-
terminating judgment is never completely verifiable, but only confirmable. As
Lewis (1968b, p. 656) once remarked, the verification theory of meaning should,
in fact, be called the corroboration theory. We could, for example, be brains in a
vat, or dreaming about the piece of paper.® Nonetheless, the fact that something
- whether it be an actual paper, a stream of bits or a dream image - appears
presently in this particular fashion is completely indisputable.”

% This position gave rise to the since highly debated notion of qualia, which Lewis coined to

explicate immediate sensation. Prominent present-day proponents of qualia include,
among others, Thomas Nagel (1974) and Frank Jackson (1982). It should also be noted
that Lewis treads here on grounds very strongly reminiscent of the logical positivists. In
particular, his conception of expressive statements (see e.g. Lewis 1946, p. 184)that express
immediate sensation falls very close to the positivists’ notion of observation sentences, or
protocol statements (see e.g. Neurath (1959)). Lewis (1941, p. 98) notes, however, that
observation sentences can be interpreted in two ways: as formulation of immediately
presented sensation, or as an assertion of objective fact. According to Lewis (ibid., p. 99),
this distinction is obscured in the positivists’ account. Lewis holds that while the former
kinds of statements, such as “this looks red” are infallible, statements of fact such as “this
is red” are always hypothetical. Lewis’ notion of expressive statements has been criticized
by many philosophers, most notably Roderick Firth (1968) and Susan Haack (1993). It
should be emphasized, however, that Lewis does not argue that statements could be
reductively described in terms of judgments of immediate sensation. Rather, Lewis
presents his notion of terminating judgments as a way to connect meaning with the
actual application of terms in practice. In fact, many of the problems involved with the
notion of the immediate element in experience, or the given, dissolve once Lewis’
epistemology is treated in more pragmatic terms. This topic is addressed in detail in
chapter 3.2.2 below.
“Brains in a vat” is Putnam’s famous science fiction reformulation of the Cartesian dream
argument. Putnam argues that there is no way we could know whether what we
experience is real, or whether an evil scientist has removed our brains and placed them in
vats where they are then stimulated to mimic experience. See Putnam (1981, ch. 1).
o7 As Lewis (1930, p. 16) notes, “the given is not, without further ado, the real, but contains
all the content of dream, illusion and deceitful appearance.” The reality of the given is
determined on the grounds of how we interpret it. But whether we judge an experience
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The sense meaning of a term consists in an array of confirmatory
operations experience must satisfy in order for the term to be applicable. These
confirmatory operations can be formulated as counterfactual conditionals of the
form: “S being given, if I were to do A, E would follow.” Thus, a particular
immediate experience being given, I can posit that if I were to carry out some
specific action, a predictable effect would ensue. The sense meaning of a term
can be construed as an aggregate of such confirmatory operations. As long as
experience satisfies these operations, we shall consider the term applicable.

Sense meaning is an aggregate of confirmatory operations with a projected
result. It is a kind of a choreography that we expect to be able to perform with
whatever a term denotes. The sense meaning of a term can be analyzed as a
conjunction of counterfactual conditionals which spell out the conditions which
must be satisfied in order for a term to be applicable. The sense meaning of a
term is analyzable into the conjunction of such counterfactual conditionals
whose satisfaction would corroborate the applicability of a term, and whose
dissatisfaction would increase the likelihood of doubt as to the applicability of
the term.

Finally, we may also have a variance in our grasp of the operative and
linguistic aspects of meaning. I will elucidate this variance with the following
example. We may know ostensively how to use a word (let us say, to denote a
fir tree), without having any linguistic capacity to describe the meaning of the
word ‘fir’” to an interlocutor. If one were to ask a five-year old what a fir tree is,
she might not be able to give any linguistic definition whatsoever. Nonetheless,
she would no doubt be able to single out firs quite consistently from, say, palm
trees and birches. In other words, she would have some such capacity on the
grounds of which she can determine whether a given tree is a fir or not.
Conversely, one may have learned from a book that firs are trees of the family
pinaceae that produce cones and needle-like leaves without having a clue as to
what is a tree, a cone or a needle-like leaf. In this case we would grasp solely the
linguistic meaning of the term “fir’: the conjunction of terms that are applicable
to whatever is denoted by the term ‘fir’.

In the former case, we are implicitly in the possession of the sense
meaning of a term: we possess the operative criteria necessary to tell firs apart
form other trees, even if we cannot yet explicate them. In other words, we
possess the concept of fir. In the latter case we are only familiar with the term’s
linguistic meaning. In other words, we can specify the intension of the term in
linguistic terms, but we do not actually possess the concept named by the term,
because we cannot attach some operational significance to the terms.

Rosenthal (2004, p. 230), introduces a further distinction to explicate the
properties of sense meaning. She bases this division in particular on Lewis’
delineation of the explicit sense meaning as a schema (Lewis 1946, p. 134). The
distinction she introduces is that of implicit and explicit sense meaning:

An implicit sense meaning is a disposition or habit by which humans interact with
the environment. In contrast, an explicit sense meaning is a schema or criterion in the

as real or hallucinatory, there is always an element in experience that supersedes our
interpretation. This topic is addressed in greater detail in chapter 3.2.2 below.
Cited above, on p. 70.
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mind by which one grasps the presence of something to which a particular type of
response is required in order to obtain the desired result. (Rosenthal 2004, p. 230.)

An implicit sense meaning is a disposition or habit that allows a person to
differentiate and classify experience and denote such classifications by terms.
When a person can consistently name a thing, she is in possession of the
concept of that thing; the implicit sense meaning of the term used to name the
thing. When the schema that is employed in recognizing the thing thus named
is rendered explicit, we are, in turn, dealing with the explicit sense meaning: the
criterion in mind on the grounds of which we can tell whether a thing satisfies
this or that postulated action, as described above.

There are, consequently, three ways to approach the intension. If one
knows how to use a term, one possesses the concept that the term names. One
possesses, in other words, implicitly the sense meaning of the term, or the
disposition or habit required to use the term correctly. Once the operative
criteria involved with the concept are rendered explicit, we can study the
operational nature of the concept in terms of its explicit sense meaning. Finally,
a term can also be studied in terms of its relationship with other terms, that is to
say in terms of its linguistic meaning.

From this we can draw the following distinctions:

1) The intension, when implicit and in use, is disposition or habit on the
grounds of which we interpret experience. This is the implicit sense
meaning, or the concept.

2) The intension, when explicit and analyzed in operative terms, is a
criterion in mind, or a schema that consists of anticipatory criteria
explicable as counterfactual conditionals. This is the explicit sense
meaning.

3) The intension, when explicit and analyzed in terms of expressible
language, is a conjunction of applicable terms. This is the linguistic
meaning.”

Intensional meaning, be it sense meaning, or linguistic meaning, concerns the
relationship of anticipatory schemata to one another. These relations can be
expressed either as relations of terms, or as relations of operations. Language is,
thus, seen as a web of interlinked schemata which enable us to pursue and
coordinate our goals and interests.

While sense meaning gives us a more detailed account of meaning, its
level of detail is superfluous for most purposes of intensional analysis. What it
does offer is a tight link between language and our practices. To that end it
offers an exit from the dictionary regress we would face were it the case that
linguistic meaning were the sole means of intensional analysis available to us.

For the purposes of establishing the analyticity of statements of natural
language, linguistic meaning is usually sufficient. By analyzing the component
terms of a statement intensionally, we may explicate, abstractly, relationships

® Charles Sanders Peirce employed a similar division of meaning. He held that meaning

can be construed on three levels: the use of the term (the implicit sense meaning as a
disposition or habit), its pragmatic meaning (i.e. explicit sense meaning) and its analytic
(i.e. linguistic) meaning. See Peirce (1992).
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that obtain within the language under analysis. If we can show that, for
example, the predicate attributed to a subject in a statement is intensionally
contained in the subject term, we may establish the analyticity of the statement
- the fact that its truth may be established solely by the means of analysis. I
shall now turn to the topic of how exactly the analyticity of a statement is
established by intensional analysis.

3.1.3 The Intensional Analysis of Statements

The meaning of a term can be studied in four modes: extension, comprehension,
signification and intension. Comprehension and signification are both defined
on the grounds of intension, and extension on the grounds of the intension and
what exists. The intension is, therefore, the central notion in meaning.

The truth of a statement depends on the intensions of the terms used, but
is not necessarily determined by them. For analytic statements, their truth is
determinable by analyzing the intensions of the component terms in the
statement and their syntactic relations. For synthetic statements, the truth value
of the statement requires also empirical corroboration. (Lewis 1946, p. 83.)

Let us, for example, scrutinize the statement “the cat is on the mat.” In
order to ascertain whether the statement is true, we must first understand what
‘cat’ and ‘mat’ mean. If we do not understand what it means for something to
be a cat, or a mat, it would be impossible for us to single out cats and mats out
of all that we experience. If we could not tell whether a given object is a cat or a
mat, we could not tell when the statement was true and when not. Whether or
not we can enumerate the intensions of ‘cat’ and ‘mat’ in terms of explicit sense
meaning or linguistic meaning, we need to be in the possession of at least some
implicit sense meaning of them. We need to possess some such operational
criteria on the grounds of which we can tell cats apart from non-cats, and mats
apart from non-mats.

Once we know what to expect of a cat and a mat, we then turn to
experience. If and only if it is actually the case that we experience an object that
satisfies the criteria of ‘cat’ and an object that satisfies the criteria of ‘mat’, and
furthermore that the two objects are positioned in such a fashion with respect to
one another that coincides with what the relation “to be on top of” signifies, the
statement is corroborated.

To establish the truth value of a statement, we need to first ascertain the
intensional criteria involved. If it turns out that the truth of the statement
requires some further information, we must turn to empirical evidence. But if
we can determine the truth of a statement already from understanding the
intensions of the terms involved, this is not the case. With analytic statements,
we can establish the truth of a statement solely by analyzing what its
component terms mean. The truth of analytic statements becomes explicit once
the intensions of the terms involved are analyzed, and their syntactic
relationships are understood. This is because the truth of an analytic statement
depends solely on the intensional relationships of its component terms.

Let us now consider the statement “all cats are animals.” By intensional
analysis, we may determine that the linguistic meaning of ‘cat’ contains such
terms as ‘animal’, ‘feline’, ‘mammal’ and ‘eukaryote’, among countless others.
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That is to say, anything that is nameable by ‘cat’ must be also an animal, a
feline, a mammal and a eukaryote. Since the intension of ‘cat’ contains the
predicate ‘animal” attributed to it, we can establish the truth of the statement
without further corroboration. When the intension of ‘cat’ is rendered explicit,
the statement reads, “all cats, which are necessarily animals on grounds of their
intension, are animals,” which is obviously patently tautologous, and therefore
always true.

The truth of an analytic statement is independent of what is actually the
case: it holds under all imaginable circumstances. There is nothing that must be
the case in order for a particular analytic statement to be true: “all cats are
animals” is true, regardless of whether there are, or ever were, such things as
cats or animals:

That, for example, nothing is nameable by ‘cat’ unless it is also nameable by ‘animal’
does not require the existence of any cat or even of any animal; nor does it require
the non-existence of anything whatever. It merely dictates how things, whatever they
may be, must in consistency be named. (Lewis 1946, p. 94.)

There are two kinds of analytic statements: those that assert the intensional
relationships between terms, and those that make no such assertion. These
kinds of statements are explicitly and implicitly analytic statements:

1) An explicitly analytic statement asserts that something holds necessarily.
2) An implicitly analytic statement asserts that something holds actually,
and it is the case that it holds necessarily.

For example such a statement as “all cats are necessarily animals” is explicitly
analytic. Most analytic statements, however, make no such assertions. If an
analytic statement does not express its own necessity, it is an implicitly analytic
statement. The difficulty with implicitly analytic statements is that they differ
prima facie in no way from synthetic statements. Therefore their analyticity can
only be determined by intensional analysis.

For example, the statement “all cats are animals” is implicitly analytical.
The syntactic form of the statement “all cats are animals” is the same as that of
the statement “all swans are white”: they are both predicate attributions. In the
first case, however, the predicate attributed is intensionally contained in the
subject. In the second case, it is not.”

Thus Lewis:

An explicitly analytic statement is an analytic statement (hence true) which asserts the
logical necessity of something. [..] An implicitly analytic statement is one which

asserts something which is logically necessary. (Lewis 1946, p. 89.)

He also states as follows:

& This distinction also coincides roughly with the classical de re / de dicto -distinction. In

the case of the intensional containment, the predication of “all x are y” is de dicto. In the
case of the empirical generalization, the predication is de re. In other words, for the first
case, “all x” stands for everything that would under any circumstances be named an x. In
the second case, “all x” stands for every x that exists. For more information on the de re /
de dicto -distinction, see (McKay & Nelson 2005).
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an explicitly analytic statement says that something is true of all thinkable things (of
a mentioned kind), under all conceivable circumstances, whereas the corresponding
implicitly analytic statement says only that this is true of all actual things under
actual circumstances” (Lewis 1946, p. 91).

For each explicitly analytic statement there is a corresponding implicitly
analytic statement that expresses the necessary condition only as a factual
condition:

If ‘p’ is in fact an implicitly analytic statement, then the corresponding explicitly
analytic statement, equivalent to “p’ is necessarily true,’ is demonstrable by
demonstrating the analytic character of ‘p’; by showing it to follow from facts about

meanings which are involved. (Lewis 1946, pp. 92-93).

Both the implicitly analytic statement “all cats are animals” and the synthetic
statement “all swans are white” are syntactically of the form “all x are y.”
Therefore, we need to ascertain what ‘x’ and ‘y’ mean, and what is their
intensional relationship before we can determine whether the statement under
analysis is, in fact, analytic. In the first case, we can by intensional analysis
establish that nothing that is not an animal would ever qualify as a cat.
Therefore, we can contend that ‘animal’ is a term that belongs in the
conjunction that defines the intensional linguistic meaning of ‘cat’. We can,
however, easily imagine, say, black swans. Therefore, the term “white creature’
is excluded from the intension of ‘swan’, and the latter statement is not analytic.

Explicitly analytic statements wear their analyticity on their sleeve: they
state that what is expressed in them holds necessarily. Implicitly analytic
statements also state what holds necessarily, but they do not state their
necessity explicitly. Therefore, demonstrating the analyticity of implicitly
analytic statements requires intensional analysis.

This also explains why not all analytic truths are self-evidently clear at
first; why, for example the proof of the Poincaré conjecture took a century to
come up with. We can only ascertain the analyticity of a statement once we
understand what the terms used in it mean and how they are related to one
another. Only once we understand how we use the terms in actuality can we
ascertain whether or not there are some such relationships evident in the
statement that render it true come what may. “Determination of analytic truth
is not automatic and inevitable but subject to difficulty and to error. It calls for
corroboration and methods of determination and of test.” (Lewis 1946, p. 95.)

To sum up, the analyticity of a statement may be determined by analyzing
its syntactic structure and the intensions of its component terms. If it is the case
that the truth of the statement can be determined solely by such analysis, the
statement is analytic. If it is the case that the truth of the statement requires
further corroboration, the statement is synthetic.

An explicitly analytic statement expresses its necessity. An implicitly
analytic statement expresses a factual claim which can be established by
intensional analysis to hold necessarily. The intensional analysis of statements
that reveals whether a given statement is analytic or synthetic is not infallible.
This is why there are many such complex statements whose analyticity is not
seen immediately. Only once we understand clearly a statement’s syntactic
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structure and the intensions of the component terms used in it can we
determine whether it is analytic or synthetic.

3.1.4 The Analyticity of Logical Truth

It can be argued, as is done by e.g. Stenius that logical propositions are not
analytic. Logical propositions result from semantic analysis, and their truth is
established, for example, by the truth-value table method. Lewis, however, held
that all truths of logic are analytic formal statements (Lewis 1946, p. 122).
Logical propositions are, in fact, in no fundamental way discernible from any
other analytic statement (ibid., p. 38.). This arises from Lewis’ commitment to
intensional analysis.

Lewis holds that the principles of logic are analytic because “their truth is
certifiable by reference to intensional meanings involved in the statement of
them” (ibid., p. 38). In other words, the truths of logic arise from intensional
analysis just as do the analytic truths expressed in statements of natural
language. Therefore in Lewis’ framework the artifact used to determine the
analyticity of a statement is not logical truth, as was the case in Stenius” account
above, but the product of the intensional analysis. Ultimately, the abstraction
which enables us to see whether a statement is analytic or not is that of the
sense meanings of the component terms used in a statement, be it a natural
language statement, or a proposition of formal logic.

Logic, like analytic statements of natural language, prescribes nothing to
what actually exists. It must apply in every possible world:

[The] analytic character is of the essence of logical truth, because it is essential that it
be independent of any and every empirical fact; that it hold not only of what
happens to be the case in actuality but of all thinkable things and under all
conceivable circumstances. (Lewis 1946, p. 122.)

Lewis notes that logical statements have been frequently dealt with solely in
terms of extension. This restricts them to the actual; while logic, in fact, applies
to everything thinkable, and therefore also to what does not exist: “analytic
truths are true of the all possible; and what is true of the all possible is a fortiori
true of all actuality; but what is true of all actuality will not necessarily be true
of all that is consistently thinkable” (Lewis 1946, p. 123).

Intensionally construed, also formal statements of logic are analytic:

the truth of them is certifiable from their intensional meaning, as constituted by the
intensions of their constituents and their syntax. They can be so assured without
regard to values of their variable constituents because they can be certified by
reference to the meaning of constants occurring in them and their syntactic structure,
which the variables, having none but syntactic and notational meaning, merely help
to preserve. (Lewis 1946, p. 124.)

As is the case with other analytic statements, also logical propositions are true
on the grounds of their syntactic structure and the intensions of their
constituents. Furthermore, Lewis argues that the fact that logical propositions
differ from other analytic statements is simply a matter of convention:
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[There is] no way of distinguishing fundamentally between principles of logic and
other analytic truths. Such distinction is conventional, in the sense that it turns upon
relative importance for the critique of inference, and upon comparative generality.
There are, thus, alternative ways in which what is taken as belonging to logic may be
marked off. (Lewis 1946, p. 38.)

Logical propositions constitute the most fundamental of analytic truths. They
reflect the most fundamental conceptual principles we have committed to.
Which particular truths we choose to include in this foundation is a matter of
convention. Lewis elaborates the point further as follows:

The only indicated principle of selection is the principle that logic should cover those
meanings which occur frequently enough in discourse, and in ways which make
them important for determining the consistency and validity of the discourse in
which they occur; particularly meanings such that by reference to explications of
them alone - or to them principally - such consistency and validity can still be
determined if the other terms of the discourse should be replaced by variables, thus
producing a paradigmatic skeleton or form of this discourse. (Lewis 1946, p. 126.)

We can demonstrate the analyticity of logic by analyzing logical truths in terms
of their intensions, and particularly their sense meanings. Analyzing logical
truths in terms of their linguistic meaning would simply explicate the rule that
is established by them. For example, the law of the excluded middle,
expressible as the proposition “p or not-p” can be analyzed intensionally to
arise from the fact that the intension of ‘p’ contains ‘not-not-p’. Therefore, the
truth of “p or not-p” arises from the intensional structure of ‘p’ and the
syntactic conventions involved with the connectives OR and NOT. However,
this analysis would be inherently circular, for the analysis of the intension of “p’
would rely on the law of the excluded middle itself. Therefore, the intensional
structure of logical propositions must be explicated in terms of their sense
meaning.

In what follows, I will offer an example of intensionally analyzing basic
logical connectives based on Lewis’ conception of sense meanings as
anticipatory schemata on grounds of which we interpret experience. In
analyzing the sense meanings of logical propositions, we explicate the practices
that we commit to in abiding by a given logic.

By observing our practices of language use, we can determine that the
logical operator AND requires that the anticipatory schemata that constitute the
sense meanings of the two terms connected by it must both be satisfied in order
for the statement involving the operator to hold. For example, for the statement
“there are a cat and a mat,” the statement is true only if both the schema that
constitutes the sense meaning of ‘cat’ and the schema that constitutes the sense
meaning of ‘mat’ are satisfied by experience. The operations that corroborate
the two terms connected by the logical connective must be satisfied in order for
the statement to be true.

Likewise, we may determine that for the logical operator OR, it cannot be
the case that neither of the terms connected by it is applicable. In other words,
at least the anticipatory schema of one of the terms must be corroborated.
Finally, the logical operator NOT simply denotes the fact that the term involved
does not apply: its anticipatory schema is not satisfied by experience. For
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example, the statement “this is not a cat” would be true only in case experience
failed to satisfy the anticipatory schema that constitutes the sense meaning of
‘cat’.

Now, let us assume that ‘p’ is a schematic variable. That is to say, any
anticipatory schema whatsoever can be substituted in the place of “p’. For “p or
not-p” we may determine, on the grounds of what has been said above, that in
the case ‘p’ holds, it cannot be the case that ‘not-p” holds. If the anticipatory
schema that constitutes the sense meaning of whatever ‘p’ is substituted with is
satisfied, it is not the case that ‘not-p’, that is to say, that the anticipatory
schema of ‘p” was left unsatisfied. And conversely, if ‘not-p” holds, it cannot be
the case that ‘p” holds: if the anticipatory schema of ‘p’ is not satisfied, then it
holds that ‘not-p’. From this it follows that ‘p’ and ‘not-p’ satisfy the
requirements of the connective OR: at least one of the terms must be the case.
Therefore ‘p or not-p” holds analytically: that is to say, its truth may be
determined solely by intensional analysis as was specified above.

Of course, in normal usage, we do not need to carry out such analyses to
justify the logic we use. Once we have committed to a logical framework, its
truths hold by stipulation. Axioms being given, the theorems follow, on grounds
of the commitment we have made to the axioms and the principles of inference,
insofar as the logic we have committed to is consistent. In carrying out
intensional analysis in terms of linguistic meaning, we take whatever logic we
use already for granted. Only in the case a logical framework is called to doubt
may we need to resort to the level of detail hinted at above. But were that the
case, we could establish the analyticity of the truths of logic by analyzing the
sense meanings of the constants and connectives involved: by analyzing what
are the most generic conceptual principles that we are committed to.

3.1.5 Analyticity and Apriority

Lewis” conception of apriority arises from the strong relationship he seeks to
establish between epistemology and semantics. Knowledge, for Lewis, is deeply
intertwined with meaning; epistemology is interdependent with semantics. A
priori knowledge in particular is thoroughly rooted in semantics.”

Lewis holds that analytic statements express a priori knowledge: “All
analytic statements are, obviously, true a priori; whatever is determinable as
true by reference exclusively to the meaning of expressions used, is
independent of any empirical fact” (Lewis 1946, p. 35). We know the truth of an
analytic statement once we understand its meaning. Therefore its truth is
independent of experiential corroboration, and thus knowable a priori.

n Lewis also joins ranks with Schiller and James, and is later followed by e.g. Putnam, in

holding that ethics and metaphysics are intrinsically intertwined; see e.g. Schiller (1903),
James (1907) and Putnam (1990, 2004). In fact, all four domains - semantics,
epistemology, metaphysics and ethics - are interdependent of one another in Lewis’
theory. (See e.g. Lewis 1929 p. 1 ff.) It must be noted that pragmatism in general does not
maintain strong distinctions between these domains. Instead, pragmatism is
characterized by an inherent circularity, where one domain can only be explained by
introducing another, and so on ad infinitum, as is argued by e.g. Pihlstrom (Pihlstrom
1996, pp. 16-17). For the sake of the clarity of argument, digression into ethics and
metaphysics will, however, be mostly omitted here. The discussion will focus on
epistemology and semantics.
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By analyzing a statement intensionally, we can determine, antecedently to
further experience, whether the statement requires empirical corroboration or
not. In the case the statement needs empirical corroboration, we can establish its
truth only by turning to experience. In the case that the statement does not need
further empirical corroboration we may establish its truth there and then,
without turning to experience. Therefore, all analytic statements are knowable a
priori: “what is knowable a priori is certifiable by reference to meanings
alone.” (ibid., p. ix).

By performing intensional analysis, we can establish, for example, that the
statement "all cats are animals" holds a priori. By analyzing the intension of 'cat'
we discover that owing to our predetermination of a certain way to use the
term, it can be shown to contain intensionally the term 'animal'. The a priori
knowability of the statement arises, therefore, from the intensional relationship
of the terms ‘cat’ and ‘animal’. Since animality is an intensional criterion for
'cat', the term “animal’ belongs in the intension of the term ‘cat’. Therefore any
statement attributing such a criterion to ‘cat’ can be known a priori. We know
that all cats are animals simply because were something not an animal, it would
not be classified as a cat. Understanding “all cats are animals” is equal to
understanding the operational conditions that concern the uses of ‘cat’ and
‘animal’: there is no such case where ‘cat’ would apply but ‘animal’ would not.

By contrast, the truth of such a statement as “all cats in this room are
furry” cannot be resolved solely by the means of analysis. Furriness is not an
intensional criterion for the term ‘cat’: we can easily imagine cats that were not
furry. Therefore, we must also observe whether or not the specified cats
actually are furry before we can ascertain the truth of this statement. Statements
whose truth cannot be settled by analysis are synthetic statements that demand
further experiential justification and are thus knowable only a posteriori.

There is a further notion that must be addressed here. That is the problem
evoked by Hilary Putnam’s (1962) famous robot cat thought experiment.
Suppose that some time ago, all the cats on Earth were replaced by Martian
robot cats. These cats were by all appearance identical to the cats they were
replaced with, and we could not tell by their appearance that anything had
changed. However, now the apparently analytic statement “all cats are
animals” would seem to be patently false. After all, all cats that we now knew
of were in fact robots. This evokes a more general problem of naming that has
immediate relevance to the relationship between apriority, analyticity and
intensions.

To state the issue simply, any such discovery as presented in Putnam’s
thought experiment presents us with a choice as concerns our conceptual
principles. We can always either follow the Putnamean intuition and assess that
“all cats are animals” is in fact a false empirical generalization, and that “all cats
are robots” is a true one - and one no more analytic than the other. This case
can be likened to the position assumed towards the statement “all swans are
white” after the Australian black swan was discovered. But there is always
another choice.

We can always also stipulate that “all cats are animals” is an a priori
knowable intensional classification that determines that the intension of ‘cat’
contains the term ‘animal’. In this case we would simply rule that there were no
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more cats on planet Earth, these having been replaced by beings which can be
described in highly coinciding intensional terms, apart from their not being
animals. In other words, the cats would have been replaced with highly cat-like
creatures, but not cats.

The difference between an inductive, a posteriori knowable generalization
and an analytic a priori knowable truth is simply that the former can at any
time be falsified by empirical experience. More specifically: in the former case
we are willing to entertain the notion that such falsification could eventually
take place. In the latter case no such falsification is accepted: a priori knowable
analytic statements are true, no matter what experience brings. Ultimately, any
statement can be treated one way or the other. The ultimate trial of apriority is
to study our own conventions and practices: which statements do we deem to
hold, come what may, and which are we willing to change in the face of
recalcitrant evidence.

To sum up, in intensional analysis we render explicit the intensional
relationships between terms. If the intensional analysis shows that a statement
being analyzed requires no further experiential corroboration, the statement is
analytic. Therefore the truth or falsity of an analytic statement can be
determined solely by analysis. Because intensional analysis is non-experiential,
it suffices as a priori justification. Knowledge that is justified non-experientially
is a priori knowledge. Therefore, analytic statements express truths that are
knowable a priori. A priori knowledge is not, however, infallible and eternal.
On the contrary, whenever we experience something at odds with an assumed a
priori knowable conceptual principle, we are faced with a choice. We may
either rule the experience out as faulty, or we may change the conceptual
principle. This topic is addressed in further detail below, in chapter 3.2.5.

3.1.6 The Rejection of Synthetic A Priori Knowledge

Before moving on to the specifics of the object of a priori knowledge, there
remains one more issue to address: the rejection of synthetic a priori
knowledge. Lewis (1946, p. 37) explicitly rejects the Kantian idea of synthetic a
priori knowledge:

There are no synthetic statements which can be known true a priori: what may appear
to be such, must be regarded as representing some failure to elicit by analysis the
criteria operative in the actual, or the ideally consistent, application of terms in
question, or some failure to recognize implications which validly obtain. (Lewis 1946,
p-37)

While Lewis draws a great deal from Kantian philosophy, he digresses here
radically from the old sage of Konigsberg. Lewis sides here with the logical
positivists in holding that all a priori knowable statements are analytic and that
all synthetic statements can only be known a posteriori.

According to Kant, synthetic a priori statements such as the statements of
mathematics are synthetic because one “must go beyond these concepts,
seeking assistance in the intuition that corresponds to [them]” (Kant 1998, p.
B15). Lewis, however, maintains that all a priori knowledge arises from the
intensional structure of the concepts used. Once we understand our concepts,
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we precisely do not need to go outside them to know a statement a priori. A
priori knowledge arises solely from the analysis of concepts.
Lewis argues as follows:

if ‘whatever happens’ connotes temporality of what is spoken of, and if being a
temporal happening entails being caused, then ”“Whatever happens has a cause” is an
analytic proposition. But if temporality is not here connoted, or if being a temporal
event does not entail being caused, then no ground for holding this proposition to be
a priori is revealed. (Lewis 1946, p. 161.)

If we treat the statement “whatever happens has a cause” as analytic in the
sense that whatever we can imagine happening must have a cause, we can
know it a priori. And if we treat it as synthetic in the sense that we have, by
observations, come to judge that happenings have causes, it cannot be the object
of a priori knowledge. The situation is analogous to the case of the robot cat in
the previous chapter: we are always faced with a choice whether we judge a
statement to be legislative with respect to further experience, or whether we
judge it to be a generalization from past experience.

Lewis (1946, p. 163) notes: “Any character in the absence of which we
should refuse to apply a term, is of the essence. It is included in the signification
of the term; and any definition which does not entail such an essential character
represents a faulty analysis of the meaning in question.” As Rosenthal (1976, p.
27; also Rosenthal 2007, p. 51) notes, belief in synthetic apriority arises because
“we are not aware of an implicitly accepted intrinsic relationship between
meanings and thus assert as synthetic a relationship which is, in fact, analytic.”
She notes elsewhere that “through failure of analysis, the appearance of
synthetic a priori judgments can arise” (Rosenthal 2007, p. 38). The appearance
of synthetic apriority arises, therefore, from implicitly analytic statements.

What may prima facie appear as synthetic a priori knowledge is, in fact,
knowledge vested in implicitly analytic statements: in necessary statements that
do not express this necessity explicitly. Mathematical propositions, for example,
do not explicitly state their own necessity, and yet they do hold under all
imaginable circumstances: given adequate mathematical definitions, the
theorems of mathematics are deducible. The truths of mathematics are analytic
truths, but their analyticity is implicitly vested in the intensions of the
mathematical terms themselves.”

While the analytic nature of mathematical propositions could perhaps be
demonstrated by using sense meanings in a similar fashion as was tentatively
done in the context of logic above, such an argument would necessarily be very
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As Murphey (2005, p. 45) notes, Lewis had committed to such a point of view already at
the time of his 1910 dissertation: “mathematics is an abstract system whose statements
are purely analytic. Given the primitive ideas, postulates, definitions and rules of the
system, all the theorems follow without appeal to construction or intuition.” It should,
however, be noted that Lewis’ idea of the analyticity of mathematics does not mean that
mathematics arises from revealing some deep properties of reality as was held by, e.g.,
logicists such as Frege and Russell. Rather, for Lewis, analyticity targets the fundamental
structure of our conceptual schemes. In this sense, it could be argued that Lewis” position
falls closer to such positions as Brouwer’s intuitionism. In intuitionism, mathematics is
construed as the application of internally consistent methods to realize complex mental
structures. For further reading, see e.g. Brouwer (1975).
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complex, and relatively tangential to the present endeavor. In order to
demonstrate the implicit analyticity of allegedly synthetic a priori truths, a less
complicated example may suffice.

Let us observe the intensional structure of the following, allegedly
synthetic a priori knowable statement: “a patch cannot be red and green all
over.”” To resolve whether the statement is analytic or synthetic, we must
analyze intensionally the terms ‘red” and ‘green’. What must be established is
whether we can determine the truth of the statement without further empirical
corroboration. This can be established by demonstrating that there are
intensional criteria vested in the term ‘red’ that bar the use of ‘green’.

By observing what must be the case in order for something to be red, we
will soon come to realize, that in order for the term ‘red’ to apply, all other color
terms must be inapplicable. Owing to the conventions of how we use color
terms, we cannot imagine a circumstance where two color terms would apply at
the same time for the same patch.

In terms of sense meaning this means that if an anticipatory schema
contains the criterion that allows us to single out red objects, it automatically
excludes other color criteria. This arises without exception from our use of color
terms; the exclusion of other colors is embedded in the rules that guide the use
of color terms. As Rosenthal (1976, p. 16) notes, the “sense meaning of ‘red all
over’ as the criterion in mind or the conceptual pattern, implicitly contains the
exclusion of ‘green,” for if green were present, we should refuse to apply the
expression ‘red all over.””

On the grounds of our practices, the intension of a color term contains the
negation of every other color term. We may then establish that the intension of
‘red’ consists of, among other terms, such terms as ‘not-green’, ‘not-blue’, ‘not-
yellow” and so forth. Therefore “a patch cannot be red and green all over”
intensionally entails “a patch cannot be red, which is necessarily not-green on
grounds of its intension, and green all over,” which is obviously an analytic
statement on the grounds of the rule of non-contradiction. Once we understand
the meanings of ‘red” and ‘green’, no recourse to Kantian intuitions is needed.
Ultimately, we know that “a patch cannot be red and green all over” is true,
because we will refuse to apply the concept of red when experiencing green.

All statements that are knowable a priori are either explicitly or implicitly
analytic. In the case of implicitly analytic statements, their truth can be resolved
by analyzing the intensions of their component terms. Such statements whose
intensional analysis alone does not settle their truth-value are synthetic and
knowable only a posteriori, once experience corroborates the applicability of the
component terms used.

3.1.7 Summary

Lewis argues that a priori knowledge arises from the analysis of concepts.
Therefore understanding meaning is central to a priori knowledge. According
to Lewis, the intension is the most fundamental component in meaning. He
holds that analytic truth, and consequently a priori knowledge, arises from
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This example expands on a demonstration given by Rosenthal (1976, pp. 16-17).
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understanding the intensions of the component terms employed in a statement,
and their syntactic relations.

According to Lewis, there are several aspects, or modes, to meaning.
These are extension, comprehension, signification and intension. Extension is
the class of entities that a term denotes. Comprehension is the classification of
all imaginable entities that a term would denote were they to exist. Signification
is the classification of those properties an object must have in order to be
denotable by a term. And finally, intension is the criterion in mind on grounds
of which we may determine whether a given term or expression applies or not.

The intension can be analyzed in two ways. Linguistic meaning concerns
the intension as formally construed. More specifically, linguistic meaning
concerns the conjunction of all terms that must apply to whatever the term
being analyzed applies to. Sense meaning concerns the intension as operatively
construed. Sense meaning concerns the aggregate of such operative criteria on
the grounds of which we may determine whether a given term applies or not.
Sense meaning, when laid explicit, is an anticipatory schema on the grounds of
which we classify experience.

Establishing the truth value of statements requires the intensional analysis
of their component terms. If the truth of a statement can be established solely by
analysis, the statement expresses an analytic truth. If the statement requires,
however, further empirical corroboration, it is a synthetic statement.
Knowledge concerning the truth of analytic statements arises exclusively from
the analysis of the terms being used and their syntactic relations.

Analytic statements can be either explicitly or implicitly analytic.
Explicitly analytic statements wear their analyticity on their sleeve: they state
that something is necessarily the case. Implicitly analytic statements are,
however, prima facie indiscernible from synthetic statements. Their analyticity
can only be established by intensional analysis.

When intensionally construed, also logic is analytic. The truth of logical
propositions is dependent on what the logical constants and the connectives
employed mean. The truth of logical propositions can be established by
intensional analysis, just as is the case with other analytic statements. To this
end, logical propositions differ in no fundamental way from other analytic
statements. The incorporation of given analytic statements in a logical system is
ultimately a matter of convention.

Analytic statements can be known a priori because the knowledge of their
truth arises solely from the intensional analysis of their component terms. By
coming to understand the intensional and syntactic relationships that obtain
between the terms, we may establish that such statements which must hold
under all imaginable circumstances are analytic: they are true, no matter what.
Intensional analysis is a non-experiential activity on the grounds of which we
may determine whether or not a given statement holds under all imaginable
conditions. Because intensional analysis is non-experiential, it suffices as a
priori justification, on the grounds of (AP).

Finally, there are no synthetic statements that can be known a priori. Such
statements that appear to state synthetic a priori knowledge are, in fact,
implicitly analytic statements where we have not yet been able to explicate the
intensional relationships of the component terms sufficiently well. Once the
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intensional relationships are established, if the statement requires no further
corroboration, its truth can be known a priori.

A priori knowledge arises from intensional analysis. Consequently, a
priori knowledge is expressed by analytic statements: statements that can be
shown to be true solely by intensional analysis. The question of the object of a
priori knowledge is, however, still open: what exactly is it that can be known a
priori? I shall now turn to this question.

3.2 Concepts and the Conceptual Scheme

In chapter 3.1, it was argued that a priori knowledge concerns the relationships
between terms, or the anticipatory schemata that constitute their sense
meanings. It was also said that a priori knowledge concerns concepts.”* This
gives rise to two central questions in the context of a priori knowledge. First,
what is the object of a priori knowledge? In other words, what are concepts?
And second, what is the extent and nature of knowledge concerning concepts?
In other words, what do we come to know when we come to possess
knowledge about our concepts, and what is the nature of such knowledge. The
first question is addressed in the present chapter. The second question is the
topic of chapter 3.3.

A term is a linguistic unit that names a concept. The meaning of a term is,
in other words, the concept that the term expresses. The concept of A can be
expressed as the intension of the term “A’. (Lewis 1946, p. 43.) More specifically,
a concept can be construed as equivalent to the implicit sense meaning of a
term: it is a disposition or habit on the grounds of which we may determine
how a particular experience should be classified. (Ibid., p. 136 ff.) When
rendered explicit, a concept is an anticipatory schema on the grounds of which
we classify experience.

This idea of concepts as anticipatory schemata has long-reaching
epistemological consequences. It produces an epistemological position that can
be located between Kant and Quine. It is thoroughly Kantian in the sense that
conceptual categories are inherently epistemological in nature - no Aristotelian
metaphysical categories are accepted in Lewis” philosophy. According to Lewis,
we cannot categorize what there is in an absolute sense, but we may show how
our categorial attitude towards what there is is put together. (Lewis 1929, p.
14.) The Lewisian position distances itself from Kant, however, in holding that
there is no single necessary categorial structure which we would be compelled
to hold on to in conceiving of the world. We may ultimately conceive of the
world in various mutually exclusive ways. (Ibid., pp. 299-300.)

Lewis’ position, as shall be seen in greater detail below, is Quinean in the
sense that also for him concepts form a network of relationships where one
concept is defined in terms of others. (Ibid., p. 89.) Furthermore, as with Quine,
some concepts are more vulnerable to recalcitrant experience than others. (Ibid.,
p- 306). Both commitments are prescient of Quine’s conceptual holism.” As
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See in particular p. 63 and p. 74 above.

» Sinclair (2010) has argued that Quine’s conceptual holism owes in fact a great deal more
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Murphey (2006, p. 74) notes, the major difference between Lewis and Quine is
their attitude towards a priori knowledge. Quine rejected it. Lewis redefined it.

To elucidate the nature of concepts, elements of Lewis” epistemology will
need to be addressed. In this chapter, Lewis” epistemology in general, and the
object of a priori knowledge in particular are studied in detail. First the
fundaments of Lewis” epistemology are laid out. Then the relationship between
concepts and the given element in experience is scrutinized. Finally, features of
concepts and conceptual schemes are studied in detail.

3.21 The Roots of Lewis” Epistemology

Before turning to the details of Lewis’ epistemology, and the role of a priori
knowledge therein, some considerations of the roots of Lewis’ epistemology are
in order. Lewis” epistemology is rooted one part in the logic of Russell, one part
in Kant's first Critique and one part in the classical pragmatism of Peirce, James
and Royce. At its core, Lewis’ epistemology is thoroughly pragmatist.

Shortly after completing his dissertation on epistemology in 1910, Lewis
turned his attention to logic.” While he was greatly impressed with Russell’s
and Whitehead’s Principia Mathematica (1910), he soon became disillusioned
with extensional logic. In his autobiography, Lewis noted: “From the time of
first looking into Principia Mathematica, 1 had felt that the exclusively
extensional logic and the relation of “material implication’, on which the whole
development was based, was defective as a paradigm of logical deduction, and
theoretically oblique” (Lewis 1968b, p. 14).

The critical concern that arose from Lewis” study of the Principia was that
he felt the material implication defended by Russell and Whitehead was
counterintuitive to natural inference. This was not the least because in
extensional logic any proposition follows from a false premise. Lewis set out to
develop a logic of intensions where the material implication would be replaced
by a strict implication more akin to natural inference.”” As was seen above, the
intension later became the central concept in Lewis” semantics.”

to Lewis than is customarily thought. Lewis was one of Quine’s teachers at Harvard. His
influence can, indeed, be explicitly seen in some of Quine’s unpublished graduate papers,
where he demonstrates a firm understanding of Lewis” epistemology, as Sinclair (ibid., p.
8) points out.

The biographical information is here based in particular on the comprehensive biography
by Murphey (2005), the encyclopedic entries on Lewis by Rosenthal (2004), Dayton (2006)
and Hunter (2007), as well as the brief autobiographical sketch by Lewis (1968b) himself.
The strict implication is fundamentally an implication relation restricted by the modal
operator “necessary.” In other words, where extensional implication concerns actual
entities, strict implication dictates the implication in all possible worlds. The notion was
first introduced in Lewis (1914), and became the fundament of the logical system
presented in Lewis (1918).

Lewis has also been lauded as the father of modern modal logic. He published two highly
influential works on the subject. (Lewis 1918 and Lewis & Langford 1932.) This work
drew strongly from his conception of the intension, and was expressly juxtaposed against
Russell’s and Whitehead’s notion of extensional logic. Modal logic has been further
developed by e.g. Marcus (1946), Carnap (1956a), Church (1951) and Kripke (1963). It
should be noted, though, that perhaps apart from the exception of Marcus, contemporary
modal logic has grown distant from its Lewisian origin. For example, in Kripkean modal
logic, intensional meaning is determined in terms of a function fx that maps a formula X
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In developing the logic of strict implication, Lewis came to realize that
there were, in fact, several possible ways to construct a consistent logical
system. This led Lewis to defend the plurality of logics: “there are several
logics, markedly different, each self-consistent in its own terms and such that
whoever, using it, avoids false premises, will never reach a false
conclusion” (Lewis 1929, p. 248).

The work in logic led Lewis back to epistemology. Epistemology became
then the focal point of his philosophy. His epistemological starting point was
Kantian.” He earnestly acknowledged his debt to Kant:

Kant compelled me. He had, so I felt, followed scepticism to its inevitable last stage,
and laid his foundations where they could not be disturbed. I was then, and have
continued to be, impatient of those who seem not to face the sceptical doubt
seriously. Kant attracted me also by his intellectual integrity and by the massiveness
and articulation of his structure. The evidence of Kant in my thinking ever since is
unmistakable, however little I may achieve the excellences which aroused my
youthful admiration. (Lewis 1930, pp. 3-4.)

Following Kant, Lewis acknowledged that there was nothing in experience that
was not somehow affected by our mind: “Experience does not categorize itself.
The criteria of interpretation are of the mind; they are imposed upon the given
by our active attitude.” (Lewis 1929, p. 14.) Lewis maintained that we need
some such concepts, categories, or other methods of rendering what is not in
itself intelligible into forms that are consistent throughout our activities. As
Lewis pointed out: “Until the criteria of our interpretation have been fixed, no
experience could be the sign of anything or even answer any question” (ibid., p.
230).

During his undergraduate and graduate studies at Harvard, Lewis studied
under the pragmatist philosophers William James and Josiah Royce, the latter
acting as the supervisor of his dissertation. While Lewis set out to develop his
epistemology on Kantian grounds, his pragmatistic temperament caused him
soon to digress from the sage of Konigsberg. He noted: “We still suffer from the
delusion that fixed and eternal categories of human thought on the one side are
confronted with equally fixed and given ‘things’ on the other” (ibid., p. 258).%
Unlike Kant, Lewis did not accept the infallibility of the categories: what is

to a possible world I' (Fitting 2007). Thus, the population of I' with definite objects is
already presupposed - a presupposition that cannot hold for Lewis, owing to his Kantian
and pragmatic commitments.

Lewis’ position could be characterized as a pragmatic variant of transcendental idealism
- or, as Rosenthal (2007, p. 36) puts it, “pragmatic kantianism.” This point is also raised
by Murphey (2005, p. 60). Pihlstrom (2003, p. 17 ff.) argues that pragmatism in general
should be considered as a form of transcendental philosophy.

It is, of course, arguable whether this was Kant’s position either. Henry Allison (1983)
has, for example, argued forcibly for an aspectual reading of Kant: “Allison has tried to
show that transcendental idealism ought to be interpreted epistemologically or
methodologically, rather than metaphysically, as a transcendental distinction between
two ways of considering the objects of our experience - on the one hand, as they appear
to us (as spatio-temporal and as subject to the categories), and on the other hand, as they
are in themselves, independently of the ‘epistemic conditions’” of sensibility and
understanding constraining our experiences.” (Pihlstrom 2003, pp. 153-154.) See also
Allison (1996).
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given in experience can be categorized in several equally functional ways. The
necessary conditions of experience may vary.

Lewis’ epistemology is most prominently rooted in American pragmatism.
Lewis belongs to the pantheon of central pragmatist thinkers of the 20™ century.
In this pantheon, Lewis is preceded by Charles Peirce, William James, John
Dewey and Josiah Royce. He has had a direct influence on, among others, such
arguably pragmatic thinkers as W.V.O. Quine and Wilfrid Sellars, and has
consequently influenced also Hilary Putnam and Richard Rorty. Murphey
(2005, p. 407) has even nominated Lewis as the “last, great Pragmatist,”
claiming that he ended the golden era of classical pragmatism, consisting of
Peirce, James, Dewey and finally Lewis.

The pragmatist’s temperament is crystallized in Peirce’s famous pragmatic
maxim:

Consider what effects, which might conceivably have practical bearings, we conceive
the object of our conception to have. Then, our conception of these effects is the
whole of our conception of the object. (Peirce 1992, p. 132.)

The pragmatic maxim dictates that any such speculation that has no
conceivable practical consequences is meaningless. Whatever we conceive of
can, therefore, be specified in terms of what practical effects it can have on us.
In order to sidestep the skepticist’s challenge without collapsing to idealism, the
pragmatist embraces an anti-skeptical fallibilist position. The pragmatist
emphasizes the relevance of the practical differences that arise from the notions
we entertain to make sense of the world.

Pragmatism also mediates between naive realism and extreme
phenomenalism. While realism appeals to our common sense intuitions, it
encounters problems with the ambiguous phenomena of perception, such as
dreams and illusions: if our senses can let us down, how can we ever know
which of our experiences are real and which are not? Phenomenalism, in turn,
lays too much emphasis on the activity of the perceiving agent, leading
eventually to a kind of relativism where everything appears to be entirely
dependent on the subject herself: there is nothing left but experience.

The pragmatist accepts that there are a variety of ways to experience the
world. But it is, nonetheless, the real world that is experienced, one way or the
other. This is elaborately expressed in Giovanni Papini’s hotel metaphor, here
quoted from James (1907, p. 510):

[Pragmatism] lies in the midst of our theories, like a corridor in a hotel. Innumerable
chambers open out of it. In one you may find a man writing an atheistic volume; in
the next some one on his knees praying for faith and strength; in a third a chemist
investigating a body’s properties. In a fourth a system of idealistic metaphysics is
being excogitated; in a fifth the impossibility of metaphysics is being shown. But they
all own the corridor, and all must pass through it if they want a practicable way of
getting into or out of their respective rooms.

The pragmatic hotel affords a multitude of perspectives to the world: but all the
windows in all the rooms open up to show same world. It is only the point of
view that varies. Pragmatism is not a doctrine that says that there is one
substance or that there are many substances, not one that says that there are
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abstract entities or that there are only individuals, not one that says that
experience is primary nor that thought is primary. Pragmatism is a method, an
attitude of orientation that says that all of the above and more are legitimate
avenues of inquiry, insofar as they somehow support our bents and needs in
the world. As James (1907, emphasis omitted) noted, "No particular results
then, so far, but only an attitude of orientation, is what the pragmatic method
means. The attitude of looking away from first things, principles, 'categories',
supposed necessities; and of looking towards last things, fruits, consequences,
facts."

Pragmatism can also be described as an attempt at a synthesis of Kant and
Darwin, as is argued by Pihlstrom (2003, p. 17). From Kant, the pragmatists
draw the conclusion that experience always involves the constructive activity of
the experiencing agent. From Darwin, in turn, the pragmatists draw the notion
that the preconditions of such construction are subject to evolution. Rather than
being representable as fixed categories, as Kant argued, the preconditions of
experience are, in fact, malleable. Such ways of classifying experience survive
that facilitate our purposes. Dysfunctional classifications are eventually weeded
out.

The pragmatist emphasizes the activity of the subject, the reality of the
world, and the evolutive nature of the fundaments of our knowledge. These
notions are taken to play also by Lewis and knitted into an epistemological
theory that presents in systematized form ideas introduced and developed in
particular by Peirce and James. It could be argued that pragmatism was
invented by Peirce, made popular by James, and systematized by Lewis.”

Lewis first published his ideas concerning a priori knowledge in the 1923
paper entitled “A Pragmatic Conception of the A Priori.” In this paper, he
outlined the basic principles of a priori knowledge that would later grow to be
the cornerstone of his epistemology. Already in the 1923 paper, the idea of a
priori knowable truths’ being ultimately a matter of conceptual choice was
presented.

Lewis then took these ideas and developed them into his first concise
epistemological theory in MWO, which includes also much of the 1923 paper in
an edited form. In this book, he took his central notions of the a priori and the
given and presented a systematic epistemology, where knowledge and
perception were concisely explained in terms of these notions. The cornerstone
argument of MWO was that experience can be analyzed in terms of two central
notions: the a priori, or concepts, and the given. Concepts are what precedes
experience and guides our attention within it. The given is that part in
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Murphey (2006, p. 76), for example, notes: “One way to view Lewis” work is to say that
he took over the basic ideas of Pragmatism from Peirce and James and extended and
reformulated them in a precise and systematic form.” It can, of course, be contested
whether there is one such thing as “pragmatism.” All pragmatist thinkers have their own
idiosyncrasies that set them apart from each other. Peirce even renamed his own position
as pragmaticism owing to his dissatisfaction with the way the term ‘pragmatism” had been
appropriated by other thinkers. This problem is, however, pertinent to any school of
thought; no group of philosophers has ever entertained precisely the same tenets. In this
light, regarding Lewis’ position as a systematization of general pragmatistic ideas is
warranted.
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experience that our own categorizing activity cannot affect. These notions are
studied in detail below.

In the 1930’s, after getting acquainted with logical positivism, Lewis
invited Rudolf Carnap and Moritz Schlick for talks in Harvard. Lewis was very
partial towards the developments in positivism, but could not accept the
positivists” reliance on language, as is evident in the paper where he compares
the main ideas of logical positivism and pragmatism (Lewis 1941). The
positivistic influence is, however, present in his second main epistemological
work, the 1946 An Analysis of Knowledge and Valuation.

In this book, Lewis took his notion of a priori knowledge and analyticity
one step further and developed an intensional semantics that would drive his
epistemic position and warrant his notion of a priori knowledge and its
relationship with analyticity. The main features of this theory were presented
above, in chapter 3.1. While analyticity was for Lewis as for many of his
contemporaries a semantic notion, closely linked with language, with his
analysis of intensional sense meanings he could also connect it back to practices
and activities, thus building a bridge from positivism back to Peirce, James and
even Dewey. By employing Lewis' later analytic devices we can also make more
sense of the notions concerning his position on a priori knowledge introduced
in the 1923 paper and refined in MWO. This is the position to which we shall
turn next.

3.2.2 The Given

Lewis holds that there are three elements in empirical knowledge: “the given or
immediate data of sense, the concept, and the act which interprets the one by
means of the other” (Lewis 1926, p. 240). At the center of his epistemology are
the two central notions of the given and concepts. The former accounts for the
brute fact of experience: the fact that what we experience is not entirely
dependent on us. The latter, in turn, concerns the perceiving agent’s categorial
attitudes towards experience.

While there is arguably a substantive element of constructive activity
involved in experience, experience is not entirely subjective. Were experience
solely dependent on anticipatory schemata appropriated by a person, the very
reality itself would become completely dependent on that individual. This kind
of relativism is out of the question for Lewis. To escape the relativist trap, Lewis
introduces the given element in experience:

In experience, mind is confronted with the chaos of the given. In the interest of
adaptation and control, it seeks to discover within or impose upon this chaos some
kind of stable order, through which distinguishable items may become the signs of
future possibilities. (Lewis 1929, p. 230.)

In experience, we face the world as it is. And we make sense of what we face in
order to be able to act in the world. Each experience allows a substantial variety
of mutually exclusive interpretations. But the applicability of such
interpretations is likewise substantially limited. These limits are drawn by what
is given to us.
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Let us consider as an example the duck-rabbit image made famous by
Joseph Jastrow (1901, p. 295). The image may be interpreted easily as either a
duck or a rabbit. But we will be hard pressed to interpret the image as, say, a
monkey wrench. What is given allows the interpretations of duck and rabbit,
but bars quite a few other interpretations, such as that of the monkey wrench.
Actual experience, as experienced, depends a great deal on both what is given
and how we approach it: “[The mind does not] manufacture what is given to it,
but meets the independent given with interpretive structures which it brings to
the encounter” (Dayton 2006, p. 4).

The concept of the given separates Lewis’ epistemology from the more
radically relativistic ones. While there is a great deal of convention-reflexive
relativity present in Lewis’ theory of knowledge, he does not want to join ranks
with such radical skeptics that hold that we can have no knowledge of the real.
His epistemology is, on the contrary, set up exactly to thwart such philosophical
extremism. The question Lewis asks is:

Is there, either antecedent to and supporting the perceptual belief in objective fact, or
in the perceptual experience itself, an element or factor which is the basis of the
perceptual judgment but is not, like this judgment of objective fact, subject to
theoretical doubt? (Lewis 1952, p. 170.)

He answers the question with an affirmative. According to him, there is an
element in experience which is indubitable: the element of present appearances.
These appearances may arise from misinterpretations: we may subsequently
come to realize that the way we conceived of some experience was faulty. But
nonetheless we experience, in having made our interpretation of what is given
to us, the way we do:

When I perceive a door, I may be deceived by a cleverly painted pattern on the wall,
but the presentation which greets my eye is an indubitable fact of my experience. [...]
The given element is this incorrigible presentational element; the criticizable and
dubitable element is the element of interpretation. (Lewis 1952, p. 170.)

When one perceives a door, there is something that satisfies the sense meaning
of the concept ‘door’. The fact that the concept is thus satisfied is indubitable.
The concept itself is an anticipatory schema that we have committed to in
advance to experience, and therefore also indubitable. The applicability of the
concept, in turn, requires for there to be something that satisfies it. This
conceptual satisfaction may, however, be inadequate: after further scrutiny we
may come to realize that what we thought we were perceiving was not, after all,
what we at first thought it was. We may come to realize that the experience did,
indeed, satisfy our expectations up to a certain point, but that it eventually
failed a critical criterion for the concept we originally thought applicable. The
given “is the brute-fact element in perception, illusion and dream” (Lewis 1929,
p- 57).

The given element is that part of experience which satisfies or fails to
satisfy our conceptual interpretation. No concept is ever entirely satisfied -
there are always anticipatory criteria that are left unsatisfied: “the real object, as
known, is a construction put upon this [given] experience of it, and includes
much which is not, at the moment, given in the presentation” (ibid., p. 58).
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Insofar as experience satisfies the criteria of our concepts, we are perfectly
happy with conceiving of the world the way we do. Insofar as ducks appear to
us as ducks and rabbits as rabbits, we shall see no need to check either our
concepts or our sensory apparatus.

The account up till now may, however, convey the impression of Lewis as
a sense data phenomenalist. This position, supported by e.g. the logical
positivists, assumes that we can translate statements referring to existent objects
to statements which refer exclusively to actual or possible experience. The key
idea behind sense data phenomenalism is that experience is constructed out of
the sense data that we receive.”

The assaults mounted on the misconceived notion of the given as pure
sense data, no doubt, culminate in Wilfrid Sellars’s highly influential treatise,
“Empiricism and the Philosophy of Mind” (1963). Sellars notes:

what is known even in non-inferential knowledge, is facts, rather than particulars,
items of the form something’s being thus-and-so or something’s standing in a certain
relation to something else. It would seem, then, that the sensing of sense contents cannot
constitute knowledge, inferential or non-inferential; and if so, we may well ask, what
light does the concept of a sense datum throw on the ‘foundations of empirical
knowledge’? (Sellars 1963, pp. 128-129.)

Sellars argues that knowledge cannot concern particulars; knowledge is always,
to some degree, conceptual. Yet, he claims, the given consists just of such
particulars: the qualities of sensation that are not yet conceptualized. He
remarks that the sense datum theorist would here attempt to “have his cake and
eat it” (Sellars 1963, p. 129). In other words, the sense datum theorist should
here embrace a paradox and claim that knowledge of sense data concerns both
particulars and categorial facts. In order for the given to function as the
foundation for knowledge and inference, it should itself be non-inferential. But
since the given concerns also facts, it must also include an inferential element:
by the least that a given quality of experience is similar to some other.

Sellars objects to “inner episodes” that can occur to human beings without
concept formation that would subsequently be conceptualized. He claims that
the sense data theorist must postulate such entities as sensations of red or the
note C# without which it would be impossible to see that something was red, or
hear that some sound was C#. (Ibid., p. 132.) In a nutshell, Sellars” argument is
that there is no such pure experience that would first be experienced and then
conceptualized. All experience, and subsequently all knowledge, is already
conceptualized one way or another.

Sellars’ argument may be warranted against explicit sense data
phenomenalists. Lewis, however, is no phenomenalist: his position is, in fact,
compatible with Sellars’. His notion of the given is not the notion of
preconceptual experience in terms of there being experience that is first
somehow received by the senses and then processed. (See e.g. Lewis 1929, pp.
58-59.) Rather, for Lewis also, experience is always already conceptualized. He
himself even criticizes the notion of preconceptual experience: if “the given
content of perception is first given and then, in a later moment, interpreted, we

8 See e.g. Schlick (1948) and Carnap (2002). For a detailed discussion of the key differences
between the logical positivists and the pragmatists, Lewis included, see Lewis (1941).
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have no consciousness of such a first state of intuition unqualified by
thought” (Lewis 1929, p. 66).

The sensation of redness or of the note C# require the conceptual
understanding of ‘red” and ‘C#’. They require the possession of some criterion
in mind with which we may determine that something is red and something
else is not; that something is the note C# and something else is not. Lewis
claims as follows: “We do not see patches of color, but trees and houses; we
hear, not indescribable sound, but voices and violins.” (ibid., p. 54.)

However, in order for such concepts to be applicable, something has to be
experienced - something that is not contained in the concepts themselves.
Something must satisfy the concepts of ‘red” and ‘C#” in order for them to apply
in the first place. There has to be something that is experienced that satisfies the
anticipatory criteria that make up the concepts of C# and red - something that
satisfies their sense meaning. We can, abstractly, refer to this as the given.

The critical notion here is of given as an abstraction. It does not have an
ontological status as sense data that somehow precedes experience. It is rather
that element in experience that is independent of our own conceptualizing
activity. Lewis notes: “Subtract, in what we say that we see, or hear, or
otherwise learn from direct experience, all that conceivably could be mistaken; the
remainder is the given content of the experience inducing this belief” (Lewis
1946, pp. 182-183). The given is an abstraction from what we experience: “The
given is in, not before experience” (Lewis 1929, p. 55).%

Furthermore, as Rosenthal notes, “To abstract does not mean to lift out, or
to copy, but to delineate or focus attention upon” (Rosenthal 1976, p. 75). In
speaking of the given, we pay attention to that part of our experience that is
independent of our own conceptualizing activity.

Murphey (2005, p. 141) drives the point home as follows:

We never perceive the given in isolation any more than we do the concept. In both
cases we have an experience, and the given is in the experience just as the
interpretation is. Both the classificatory concept and the given are abstractions from
the concrete experience.®

In experience, once we have determined what we ourselves bring to play as our
anticipatory conceptual principles, what is left to delimit experience is what
actually exists - that is to say, what it in fact is that we do experience in the way
we do. The given does not refer to what is experienced. It abstracts from it.
Hunter (2007, p. 16) claims that the central issue here is that the given,
“unlike our conceptual interpretation of it, isn’t alterable by our will.” The
given is the brute fact of experience - that part of experience that we must

8 The notion of the given can also be described in terms of Peirce’s idea of hypostatic

abstraction. Peirce (1933, CP 4.235) argued that we may, by hypostasis, or subjectal
abstraction, come to argue that a substance that is sweet possesses the property of
sweetness. Likewise, it can be argued that an experience that is given possesses the
property of givenness: that which is not our own contribution to the experience. For a
more detailed analysis of hypostatic abstraction, see e.g. Short (2007, pp. 264-270).
Hookway (2008, p. 276) makes the point that the given is “not what we see, but it is a
crucial element of our seeing it.” He also notes that the given “is not an object of
knowledge; nor can it be described” (ibid., p. 280). This sentiment is also shared by
Dayton (2006, p. 5).

84
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accept willy-nilly. Even if I can look at the duck-rabbit and see now duck, now
rabbit, there is something in front of my eyes that will not go away by a simple
act of reconceptualization.

The certainty of the given does not arise from its being consistent in any
temporal dimension. I may experience a thing now in one way, and the next
moment in another. The certainty of the given arises, instead, from the fact that
right now, there is something that I perceive in some fashion - and the quality
of this present sensation cannot be brought to doubt. If have the sensation that I
see a duck, it is absolutely certain that I presently experience x that satisfies the
concept of duck. And x, whatever it is, is what is given to me in experience. The
fact that I may have been mistaken in conceiving x as a duck reduces in no way
the certainty that at that particular present moment, there has been something
about x that has satisfied the concept of duck.

Roughly, the given/concepts split could be characterized as a distinction
between what we experience and how we experience it. While what is given to
us is what it is, we may ultimately classify it however suits us the best - insofar
as the given affords such a classification. Various viable ways of classifying
experience exist, and each of these ways directs our attention to some aspects of
what is experienced, at the expense of something else. In order to guide our
attention to the given, some forms of classification are, however, required;
otherwise experience would remain the unconceptual chaos of sensations a
newborn baby first encounters. The classification of experience requires
anticipatory schemata that guide our attention to what is experienced: concepts.
I shall now turn to study them in greater detail.

3.2.3 Concepts

According to Lewis, the given element in experience is what we must accept,
come what may. It is the brute fact of experience that we cannot affect by our
conceptualizing activity. (Lewis 1952, p. 170.) It is what is left once we strip out
of an experience everything we ourselves bring to it. (Lewis 1946, pp. 182-183)
Concepts, in turn, guide our attention to what is given in experience. As
Rosenthal (1976, p. 21) notes, our “conceptual schemes do not limit or
determine the given, but they determine our attention to the given, as well as
the attitude we take toward that to which we do attend.”

A concept is the facility or capacity which is required for two important
things:

1) It allows us to differentiate and classify experience into distinct
categories.

2) It allows us to successfully share what we experience by the use of
language.

Only by having concepts can we make sense of the “buzzing blooming
confusion” (Lewis 1926, p. 250) that is given in experience.” In order to make
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The phrase is originally used by William James in his Principles of Psychology (1890): “The
baby, assailed by eyes, ears, nose, skin, and entrails at once, feels it all as one great
blooming, buzzing confusion” (James 1918, p. 488).
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sense of what is given to us by our senses, we need to first anticipate some
distinctive regularities on grounds of which we may direct our attention so as to
tell certain experiences apart from some others, and to classify certain
experiences as akin to some others: “Experience does not categorize
itself” (Lewis 1929, p. 14). Lewis also notes: “until we have certain definite
concepts or meanings in mind, we cannot even approach the problem of
acquiring knowledge of any sorts of things to which such concepts might apply.
We have no handle to take hold of them by.” (Lewis 1926, p. 245.) Concepts are
those criteria in mind on the grounds of which we can guide our attention to
what we experience so as to be able to produce consistent results.
The concept can be analyzed in terms of meaning:

The concept is a definitive structure of meanings, which is what would
verify completely the coincidence of two minds when they understand each other by
the use of language. Such ideal community requires coincidence of a pattern of
interrelated connotations, projected by and necessary to cotperative, purposeful
behavior. (Lewis 1929, p. 89.)

A concept is equivalent with the connotation, or intension, of the term that
names it. The concept of cat is, therefore, explicable as the intension of the term
‘cat’. More specifically, a concept is equivalent with the implicit sense meaning
of the term. What has been said of the intensional analysis of terms in chapter
3.1 applies, therefore, also to concepts. To recapitulate, a concept is a disposition
or habit on the grounds of which we may classify experience. The concept
allows us to guide our attention to some parts of experience at the expense of
others.

For example, the concept of duck allows us to pay attention to the relevant
features of the duck-rabbit image so as to perceive a duck, whereas the concept
of rabbit allows us to pay attention to the same image in a different way, and
consequently to perceive a rabbit. Or, to view the issue from another point of
view, the duck-rabbit given in experience satisfies the anticipatory criteria of
the concept of duck one way, and the anticipatory criteria of the concept of
rabbit another way. But it does not, for example, satisfy the anticipatory criteria
of the concept of monkey wrench.

When rendered explicit, a concept is a schema: an aggregate of
anticipatory criteria on the grounds of which we can determine whether an
experienced object falls into one class of objects or another (Lewis 1946, p. 134).
These criteria can be expressed as terminating judgments that concern only
immediate experience. They may be phrased as counterfactual conditionals of
the form “S being given, if I were to do A, E would ensue.” (ibid., p. 182 ff.) In
other words, they express the anticipation of some consistent effects that should
be producible with whatever the concept is applicable to.

Concepts allow us to anticipate results that follow consistently from a
certain kind of experience. By being able to anticipate given results consistently,
we can classify which experiences are alike and which different. Therefore
concepts function as the grounds of differentiating and classifying experience
into distinct categories. (Lewis 1929, pp. 99-100.)

Concepts are also needed for sharing experiences. We cannot share what
we directly experience. (Ibid., p. 91.) I have no way of determining whether
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what I experience as red is the same as what somebody else experiences as red.
It could well be that the sensation I experience when I perceive strawberries,
tomatoes and fire trucks is the sensation another person experiences when she
perceives plums, orchids and violets. If I were to point at a tomato and say, “I
see red”, she would agree: she would have learned to attribute the term ‘red” to
the sensation she has when seeing a tomato or a strawberry by our conventions
of language use. We cannot, therefore, share what is given to us in experience.
But what we can share is what we anticipate from an experience.

An experience functions as a sign of other possible experience (ibid., p.
192). Furthermore, an experience signifies potential future activity. If I see a
paper, it signifies, among countless other things, the possibility to write. If I see
a door, it signifies the possibility to open it and pass through it. Insofar as we
act together in these predetermined ways, we assume that we conceive of our
experience in a similar manner. But if one were to scream at the top of their
lungs when seeing a paper, or stand on their heads when seeing a door, we
would soon come to believe that these people were conceiving of something
altogether different from us. We cannot share the ideas in our minds. But by
observing the ways we behave, we can infer whether or not we have the same,
or similar, concepts guiding our action: “Congruity of behavior is the ultimate
practical test of common undertaking” (ibid., p. 90).

When I name the concept of a paper and the concept of a door with the
respective terms, I share the potential actions nested in these concepts with
another person - assuming that the person understands the concept in similar
terms as I do. When I refer to an object by the term ‘door’, I share some of the
potential activity that is involved with what is denoted by that term. No
common imagery needs to, nor arguably can, be shared. “It is the congruence of
behavior that demonstrates common concepts, and this congruence does not
require a sharing of the given” (Murphey 2005, p. 143).

Concepts are anticipatory patterns of potential future action: anticipatory
schemata. By designating concepts by terms, we can share and coordinate our
actions by the use of language. In this way, concepts allow us to differentiate
experience by delineating different possible activities a given experience allows,
and to share this experience by pointing to potential future action and behavior
by using language.

Concepts are also thoroughly interdependent. Each concept contains
intensionally other concepts, which in turn contain intensionally other concepts.
All together, the concepts we employ to make sense of the world constitute an
intricate network of conceptual principles: the conceptual scheme. I shall now
turn to the specifics of the conceptual schemes we employ in making sense of
what we experience.

3.24 Conceptual Principles and the Conceptual Scheme

According to Lewis, a concept is a pattern of relationships (Lewis 1929, p. 81).
When analyzed intensionally, a concept, unless intensionally void, contains
other concepts. Just like a term can be analyzed as the conjunction of all the
other terms that apply to what the term denotes, a concept can be analyzed as
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the aggregate of all other concepts that apply to what is denoted on the grounds
of it.

For example, the linguistic meaning of ‘cat’ contains the term ‘animal’.
Therefore the sense meaning of ‘cat’ - the concept of cat - contains the sense
meaning of ‘animal’: the concept of cat contains the concept of animal. Every
operation that is required of something that is classifiable as animal is required
also of something that is classifiable as a cat. The concept of cat contains,
therefore, all the anticipatory criteria that are contained in the concept of
animal. Conceptual containment means that no concept stands alone,
independently of others. On the contrary, concepts are knitted in an
interdependent web that draws the limits of the ways we guide our attention to
what is given to us. Concepts, in other words, form a conceptual scheme.

There is a slight ambiguity in Lewis’” terminology concerning concepts and
conceptual schemes. Namely, he often throws together class concepts such as
the concept of cat and the concept of number with more complex conceptual
patterns such as the laws of mathematics and the laws of logic and calls all of
the above simply concepts. In order to clarify the present discussion, I shall
introduce a new terminological distinction. I will refer to simple concepts
simply as concepts. I will refer to simple concepts and complex conceptual
patterns such as laws of logic as conceptual principles. Finally, the entirety of
conceptual principles forms the conceptual scheme. All together, the terms form a
three-part hierarchy:

1) A concept is a unit of conception. A concept is a disposition or habit on
the grounds of which we interpret experience

2) A conceptual principle is either an individual concept or a fixed
relationship of concepts.

3) A conceptual scheme is the entire network of conceptual principles that
we employ in interpreting experience.

Concepts are the units of conception. A concept, such as the concept of cat, the
concept of number, or the concept of time, is a unitary notion used to discern
what is denoted on the grounds of the concept from other things, concrete or
abstract. Concepts can also constitute conceptual principles. Single concepts
themselves are, of course, simple conceptual principles. But so are such
complex conceptual patterns as the laws of logic, or the axioms of mathematics.
They are complex conceptual relationships that permeate through the entire
conceptual scheme. Conceptual principles consist of concepts and their fixed
relationships that we have committed to in order to render experience
intelligible.

The entire network of conceptual principles that we employ in rendering
experience intelligible is a conceptual system, or to keep with more
contemporary vocabulary, a conceptual scheme: a pattern of relations of potential
future action based on past activity that we resort to in order to understand
what we experience. The conceptual scheme is an intricate network of concepts.
It consists of all our conceptual principles: all such principles of anticipation
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that we commit to antecedently to experience in order to be able to discern what
is what when experienced.*

Lewis holds that all conceptual principles are not of equal value in a
conceptual scheme (Lewis 1929, pp. 305-306). Rather, some conceptual
principles are more central to a conceptual scheme and permeate the entire
fabric of it, whereas others are more peripheral to it.¥ This explains the
predicament Quine brought up in “Two Dogmas”: why some statements are
more likely to be falsified by recalcitrant experience. Statements employing
explicitly a more fundamental conceptual principle are less likely to be given up
in the face of experience than statements employing a more superficial one.

For example, such a statement as “Mars is a planet” attributes the class
concept ‘planet’ to Mars. Given sufficient evidence regarding Mars, such
attributions may change. Such a statement as “a planet is spherical” would in
turn require substantially more radical empirical evidence to be revised. And
such a statement as “Mars either is or is not a planet” employs the logical law of
the excluded middle, and is subsequently very well guarded against empirical
evidence.

A conceptual scheme is hierarchical in nature. The most fundamental level
of the conceptual scheme is formed by the laws of logic. These are followed by
laws of mathematics. Finally, the most vulnerable level is that of class concepts.
Lewis likens the conceptual hierarchy to a pyramid:

the whole body of our conceptual interpretations form a sort of hierarchy or pyramid
with the most comprehensive, such as those of logic, at the top, and the least general,
such as “swans” etc., at the bottom; that with this complex system of interrelated
concepts, we approach particular experiences and attempt to fit them, somewhere
and somehow, into its preformed patterns. Persistent failure leads to readjustment;
the applicability of certain concepts to experiences of some particular sort is
abandoned, and some other conceptual pattern is brought forward for application.
(Lewis 1929, pp. 305-306)

Conceptual principles form a hierarchy where logic forms the most
fundamental level and class concepts the most peripheral one. No individual
principle is immune to change; if a conceptual principle consistently fails to
produce successful results, we shall eventually call that principle to doubt.

8 Lewis does refer time and again to e.g. “conceptual interpretations” (Lewis 1929, p. 305)

and “conceptual patterns” (see e.g. Lewis 1929, pp. 80, 83, 306) in the context of complex
conceptual principles. In order to keep the terminology as intelligible as possible, I shall
keep to referring to these and any other fixed complex conceptual relationships as
conceptual principles. Likewise, I will keep to referring to conceptual schemes in order to
keep with the more contemporary terminology, despite the fact that Lewis employed the
term ‘conceptual system’. Lewis’ ‘conceptual system’, the term ‘conceptual framework’
employed by e.g. Carnap, and the term ‘conceptual scheme” made popular by Quine refer
effectively to the same thing in the context of the present discourse: the entirety of our
conceptual principles.

The temperament here is quite similar to Quine’s conceptual holism (see p. 38 ff. above).
It has to be noted, though, that the very notion of the conceptual scheme was somewhat
vague for Quine; it certainly was not a technical term, as he once noted in an interview.
(Tomida 1994, p. 15.) Lewis, in turn, works his idea of the conceptual scheme into an
elaborate and detailed philosophical notion.
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Changes in the conceptual scheme are not, however, equal throughout the
scheme:

The higher up a concept stands in our pyramid, the more reluctant we are to disturb
it, because the more radical and far-reaching the results will be if we abandon the
application of it in some particular fashion. The decision that there are no such
creatures as have been defined as “swans,” would be unimportant. The conclusion
that there are no such things as Euclidean triangles, would be immensely disturbing.
And if we should be forced to realize that nothing in experience possesses any
stability - that our principle, “Nothing can both be and not be,” was merely a
verbalism, applying to nothing more than momentarily - that denouement would
rock our world to its foundations. (Lewis 1929, p. 306.)

No level in a conceptual scheme is immune to change. We may classify our
experience any way we want. We can, for example, freely classify a duck-billed
platypus as a mammal or as a non-mammal by drawing the criteria of
mammality appropriately. The platypus won’t care. We could also lump cats
and dogs into a single category of ‘cags,” just like we lump the two minerals
jadeite and nephrite into a single category of ‘jade.” There is nothing in
experience that necessarily dictates the ways we must classify experience. Some
classifications are simply better suited for our purposes than others.*

Furthermore, a change in a more fundamental level will reconfigure less
fundamental levels accordingly. If we were to categorize cats and dogs as a
single class of cags, laws of logic would not be affected. But if we were to
relinquish the law of the excluded middle, our entire ways of classifying
discrete entities would change dramatically, cats and dogs included.

Finally, the more fundamental a conceptual principle is, the harder it is, in
most cases, to give up. Mathematics and logic are the fundament, or core, of a
conceptual scheme: “Pure mathematics and logic exemplify that type of the a
priori which have the highest degree of abstraction from experience” (Lewis
1929, p. 249). They form thus the central conceptual principles of a conceptual
scheme; all subsequent conceptual principles must therefore abide by them.
Anything we can rationally say about cats and dogs must follow the laws of
logic and the laws of mathematics. Laws of logic and laws of mathematics
reflect the application of the anticipatory schemata we employ in guiding our
attention. Class concepts in turn reflect the internal structure of such schemata
themselves: which criteria are relevant to singling out the entities denoted on
the grounds of them; which facets of experience in particular the schemata
guide our attention to.

8 It is interesting to note that one could, perhaps, even introduce wilder disjunctive

concepts such as jade or cag. For example, one could regard the duck-rabbit image as an
individual image, a “drabbit’. A drabbit would be, then, somehow simultaneously a duck
and a rabbit. Or as an analogy, consider removing the conceptual distinction between
yellow and orange. There is nothing in the world that forces us to think of yellow and
orange as separate colors: the distinction between the two is completely arbitrary.
Therefore we could just as well introduce the category of ‘yorange’ that consists of all
colors previously thought of as yellow or orange. And even more fantastic classifications
could be introduced, such as Goodman’s grue and bleen: color classifications that depend
on the time of classification. (See Goodman 1983, p. 74 ff.)
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To sum up, conceptual principles are simple concepts and complex fixed
conceptual patterns that we employ to interpret experience. Conceptual
principles are thoroughly interdependent: practically all concepts are
intensionally related to other concepts. The entirety of our conceptual principles
forms a conceptual scheme.

Not all conceptual principles are equal: changes in more fundamental
conceptual principles reconfigure the entire conceptual scheme, whereas
changes in more peripheral conceptual principles are less dramatic. Changes in
class concepts do not affect all the other conceptual principles in a conceptual
scheme, whereas changes in the laws of logic would effectively reconstruct the
entire conceptual scheme from the ground up.

Conceptual schemes are not fixed or static. Rather, they evolve as we learn
to interrogate experience more efficiently. Conceptual schemes are, therefore,
thoroughly malleable and plastic. I shall now turn to scrutinize this inherent
plasticity of the conceptual scheme in greater detail.

3.2.,5 The Plasticity of Conceptual Schemes

According to Lewis, there is always an element of choice involved in
committing to a particular conceptual scheme (Lewis 1929, p. 299). Lewis
advocates, in other words, conceptual relativity: the world can be interpreted
correctly in terms of many mutually exclusive conceptual schemes (ibid., p.
166).*

There is no one single privileged conceptual scheme that we should
commit to. Rather, some conceptual schemes work for some purposes, and
others for some others. There are various viable ways of conceiving of the
world. Making geometrical measurements in a Euclidian framework produces
different results than those made in a Riemannian framework. Nonetheless,
both measurements can be applied to the same object of study: the experienced
world. Both frameworks provide a consistent way of carrying out geometrical
measurements.

As Lewis (1926, p. 257) points out, “the truths of experience must always
be relative to our chosen conceptual systems in terms of which they are
expressed; and that amongst such conceptual systems there may be choice in
application.” There is always a choice involved in our commitment to a

8 Conceptual relativity has been a topic of heated discourse for at least the last six decades.

Prominent defenders of conceptual relativity are Benjamin Whorf and Edward Sapir
(Whorf 1956), classical pragmatists such as William James (1909) and John Dewey (2008),
contemporary pragmatists such as W.V.O. Quine (1968), Hilary Putnam (1990) and
Richard Rorty (1980), and the philosopher of science Thomas Kuhn (1962). Pihlstrom
(2003, p. 292), drawing from a wide pool of philosophy from Kant to Wittgenstein, from
Heidegger to Husserl, from Peirce to James, expresses the core argument of conceptual
relativism as follows: "We always work from within one or another framework - this is
the most universal transcendental truth about us - but what those frameworks are is
always subject to reinterpretation." For critical commentary, see e.g. Davidson (1973).
Davidson argues that conceptual relativism produces a new dualism, the scheme-content
dualism, that encounters similar problems as the sentence-proposition dualism it was
supposed to salvage us from: we cannot specify the limits of conceptual scheme and
empirical content. Davidson ends up quipping that Quinean conceptual relativism is, in
fact, the third dogma of empiricism.
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conceptual scheme: we could always conceive of what we experience
differently than we do.

In commenting on Lewis” philosophy, Victor Lowe (1968, p. 33) phrases
the issue concisely: “Since concepts are essentially instruments, replacement is
authorized if the new concepts promise to be substantially more useful than the
old.” Concepts are instruments we use to make sense of what we experience. If
new instruments suit our needs better, the abandoning of the old instruments is
warranted.

Conceptual schemes also undergo evolution both on an individual and on
a social level: “There will be no assurance that what is a priori will remain fixed
and absolute throughout the history of the race or for the developing
individual.” (Lewis 1929, p. 233.) Conceptual schemes evolve as we learn to
interpret experience more expediently. Functional conceptual principles are
conserved, and dysfunct conceptual principles are eventually weeded out. As
Lewis (1926, p. 254) points out,

the growth of knowledge is a process of trial and error, in which we frame the
content of the given now in one set of concepts, now in another, and are governed in
our final decision by our relative success - by the degree to which our most vital
needs and interests are satisfied.

Conceptual schemes evolve both as an individual learns to interpret her
experience better to suit her needs, and as the society develops new and better
ways of understanding. Conceptual schemes undergo therefore a double
evolution: both as concerns personal development, and as concerns the history
of a society: “While we socially inherit most of our meanings, or come by them
as result of psychological associations established by experience, still we are
responsible for correcting and refining them, and for considered and critical
application of them” (Lewis 1968b, p. 662).

When a child learns that the whale is in fact mammalian, she experiences
an intensional shift: the classification of whales as fish is acknowledged as
invalid, and the aquatic creatures are attributed the property of being
mammalian. In terms of intension, more specifically linguistic meaning, ‘fish’” is
excluded from the intension of ‘whale’, and ‘mammal’ is introduced therein.
This has profound effects on such concepts that include ‘whale” in their
intension, such as the concept of the humpback whale and the concept of the
blue whale.

More profound shifts may also take place. For example, a person may first
become deeply versed in first order predicate logic, which may delineate that
person’s fundamental way of making judgments and drawing inference. She
may then learn about the logical anomalies produced by quantum mechanics,
which may lead her to adopt a completely new kind of fundamental position
concerning the world.” She may then embrace, for example, the notion that
quantum logic is the most fundamental logic.”” Such a conceptual shift has more

20 See footnote 3 above.

Putnam, for example, has argued forcibly in favor of quantum logic’s being adopted as
the fundamental logical framework, on the grounds that classical logic cannot
accommodate for the anomalies of quantum mechanics, which reflects arguably our most
fundamental knowledge of the physical constitution of the world. For further reading,
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profound consequences, effectively affecting the entire worldview of the
person; whereas shifting from whales-as-fish to whales-as-mammals hardly
makes a difference in the worldview.

A recent example of the plasticity of conceptual principles is the case of
Pluto. Up until 2006 Pluto was classified as a planet, owing to its conforming to
the intensional criteria of the term ‘planet’. During the early 21* century, a
number of heavenly bodies were discovered in the proximity of Pluto that
presented the astronomers with a dilemma: either one should accept these new
discoveries to the host of planets, thus increasing the number of planets
radically, or one should re-define the criteria of “planet’ so as to exclude the new
discoveries from planethood. The problem was that no such criteria could be
thought of that would not at the same time exclude also Pluto from this
position.

After heated debate, the International Astronomical Union finally chose
the latter option. The concept “planet’” was redefined in 2006 to include as a
criterion “has cleared the neighborhood around its orbit.” (IAU 2006.) Thus
Pluto no longer qualified as a planet. Pluto, along with such newly-made
discoveries as Eris and Makemake, was given the status of ‘dwarf planet’, thus
introducing a new category to account for these objects. The decision made by
IAU reconfigured the class concept ‘planet’: the intensional criterion “an object
that has cleared the neighborhood around its orbit” was added to it.

The ways in which we classify and judge experience may also change
radically as our culture changes, as is evident in such scientific revolutions as
the Copernican shift and the special theory of relativity. In these cases scientific
discovery has led to our abandoning out-dated conceptual principles wholesale
throughout our entire culture in order to embrace such conceptual principles as
heliocentricity and the relativity of space-time, which yield more
comprehensive scientific theories than their predecessors.

In Lewis” framework, the restructuring of the conceptual scheme produces
something akin to what Thomas Kuhn later called the paradigm shift: the
adoption of a completely new conceptual scheme that is thoroughly differently
configured from the old one.” As Lewis holds, in the evolution of conceptual
schemes,

the truth remains unaltered and new truth and old truth do not contradict.
Categories and concepts do not literally change; they are simply given up and
replaced by new ones. [...] Any contradiction between the old truth and the new is
verbal only [...]. (Lewis 1929, p. 268.)

The intensional relationships between concepts are notably different
throughout the old conceptual scheme and the new. Therefore also the truth of

see e.g. Putnam (1968).

The Kuhnian paradigm shift is construed as a profound enough change in the basic
assumptions within the ruling theory of science that renders the old and new views
mutually unintelligible, or incommensurable. Typical examples of paradigm shifts are the
Copernican turn, the introduction of hyperbolic geometries and the replacement of
Newtonian mechanics with quantum mechanics and the general theory of relativity. See
Kuhn (1962). There are strong similarities between Lewis’ construal of the plasticity of
conceptual schemes and Kuhn’s philosophy of science. As Fuller (2000, p. 268) points out,
Lewis’ notion of the nature of concepts anticipates the Kuhnian turn.
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statements will be different in the old scheme and the new: “Old truth will pass
away when old concepts are abandoned. New truth arises when new
interpretations are adopted.” (Lewis 1926, p. 255.) In the pre-2006 conceptual
scheme, the statement “the number of the planets is nine” was true. In the
post-2006 conceptual scheme, it is flatly false: there are only eight objects that
satisfy the intensional criteria of the term “planet’.

Lewis also holds that in the evolution of concepts, new and old conceptual
truths do not actually contradict one another. Old truths still hold, reflexively to
the old way of thinking - the old conceptual scheme - whereas new truths
require a new way of thinking entirely. (Lewis 1929, p. 268.) The term “planet’
may name two different concepts. One of them includes as an intensional
criterion “has cleared the neighborhood around its orbit,” and the other one
does not. The latter concept, while now abandoned, does not, in a sense cease to
exist: it still exists provisionally. Provided that we were to return to the pre-2006
definition of ‘planet’, that concept would, once again, be accurate. In the case of
planethood, the 2006 decision has simply shifted our attention with respect to
what we expect to find when we expect to find a planet. Or, to paraphrase,
what we pay attention to when judging whether to include an object in the class
of planets.

To take another example, if every person on Earth were to adopt strictly
Riemannian geometry, would the conceptual relationships that hold within
Euclidean geometry cease to exist? Even if Euclidean geometry was thrown
totally and irrevocably out of court, its truths would still hold, reflexively to the
Euclidean axioms. In other words, even if nobody would ever again use the
Euclidean system, we could nonetheless point out that were somebody to adopt
it, such and such relationships would hold. Euclidean geometry still makes a
valid framework for carrying out geometrical measurements. “Rejected systems
[...] remain consistent logical systems, and any empirical claims that were true
relative to that framework remain true relative to that framework” (Rosenthal
2007, p. 55).

While the picture Lewis paints is thoroughly dynamic and relational, it
does not collapse into relativism or skepticism. What is produced is an
epistemology of relations of what exists reflexively to a system of anticipatory
schemata we utilize to make sense of it. In other words, while we may
ultimately only ascertain relationships, we may ascertain real relationships. This
leads to an intriguing conclusion that strikes one at first glance as paradoxical:
conceptual principles are both malleable and universal at the same time. What
this means is that conceptual principles are provisionally universal. This notion
will be studied in greater detail in chapter 3.3.2 below.

3.2.6 Summary

Lewis' conception of a priori knowledge is rooted on pragmatic soil. It starts
from the Kantian position that the experiencing subject has an active role in
constructing experience. Unlike Kant, who assumed that there were necessary
categories to limit experience, the pragmatist embraces a fallibilistic position. In
Lewis’ epistemology, various possible viable perspectives to the world are
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accepted. Lewis shares this position with the classical greats of the pragmatist
tradition, such as Peirce, James and Dewey.

Lewis distinguishes in experience the element that is independent of the
experiencing subject, what the subject herself brings to experience and the act of
interpreting the former in terms of the latter. The independent element - the
given - is not an object of knowledge, and can only be separated in experience
by abstraction. Lewis is no sense data phenomenalist, nor does he promote a
position of pure experience that is subsequently classified. Experience is always
conceptualized. But experience for those parts which do not depend on our
concepts is what is given to us. What is given in experience is the brute fact: that
which we must accept willy-nilly; that which we cannot change, no matter
what.

We can, however, guide our attention to what is given to us. To this end,
we need some such antecedent criteria on the grounds of which we can
determine how to classify what we experience. In other words, we need
concepts. A concept is what a term names. A concept is a network of relations
that allows us to do two things. First, it allows us to classify and differentiate
experience. And second, by naming the concept by a term, it allows us to share
our classifications. Concepts provide us with such criteria on the grounds of
which we can classify and differentiate experience.

What has been said about the sense meaning of terms applies to concepts.
A concept, when implicit and in use, is a disposition or habit on the grounds of
which we can interpret experience. When rendered explicit, a concept is an
anticipatory schema which can be expressed in terms of immediate experience
that would corroborate the denotation of the term that names the concept.
Concepts are also social by nature. We cannot share private imagery. But by
pointing out potential results and behavior by naming them with a term, we
can share concepts.

Conceptual principles are either simple concepts, such as the concept of
cat or the concept of number, or complex conceptual relationships, such as the
laws of mathematics and the laws of logic. Conceptual principles contain other
conceptual principles. Therefore conceptual principles are networked and
thoroughly interdependent. The entirety of conceptual principles entertained by
a person or a group of people constitutes a conceptual scheme. Not all
conceptual principles are, however, equal. Some conceptual principles, such as
the laws of logic and mathematics, are more fundamental than others, such as
class concepts. Laws of logic form the fundament of a conceptual scheme,
followed by the laws of mathematics and ultimately by class concepts. All laws
of mathematics are subject to the laws of logic, and all class concepts are subject
to both laws of mathematics and laws of logic.

Conceptual schemes are not fixed structures. Rather, they evolve both in
the subjective dimension as a person learns to apprehend the concepts used in
her culture, and in the social dimension, as a culture learns to interrogate
experience more expediently. Changes in the more fundamental conceptual
principles are reflected throughout the conceptual scheme, whereas changes in
a more peripheral conceptual principle cause less fundamental changes in a
conceptual scheme. A change in a fundamental conceptual principle causes in
effect what Thomas Kuhn later characterized as a paradigm shift: a change of
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conceptual scheme of such profundity that the old and new conceptual schemes
are incommensurable: they cannot be judged by a shared standard. Finally,
conceptual principles that hold in a discarded conceptual scheme do not
become false. Rather, they remain true reflexively to that conceptual scheme.
Were somebody to re-adopt a discarded conceptual scheme, its conceptual
principles would hold true like the conceptual principles that are entertained in
our present conceptual scheme.

3.3 A Priori Knowledge and Concepts

According to Lewis, a priori knowledge concerns solely concepts (Lewis 1929,
p. X). To keep with the terminology adopted above, in chapter 3.2.4, conceptual
principles are the objects of a priori knowledge. Therefore, the entirety of what
can be known a priori is the entirety of our conceptual principles: the
conceptual scheme.

There are two reasons why this is the case. The first reason is that we need
no experiential corroboration to establish the existence of relationships between
concepts. (Ibid., p. 230.) We can perform intensional analysis, a non-experiential
activity, on a conceptual scheme and in that way establish the existence of
certain relationships between concepts. Intensional analysis functions, therefore
as the non-experiential justification that is required of a priori knowledge.

The second reason is the classical Kantian one: we cannot know
independently of experience but what we ourselves bring to experience.
Knowing what is given in experience always demands experiential
corroboration. Only the conceptual principles that guide our attention that we
have committed to antecedently of experience can be known independently of
experience. (Ibid., pp. 230-231.)

Because conceptual principles are anticipatory to experience, they are
legislative with respect to it (ibid., p. 224). Conceptual principles guide our
attention in what we experience. How this attention is guided depends on the
sense meaning of the conceptual principle: the anticipatory schema that enables
us to single out and classify objects in experience. Because concepts are
anticipatory and legislative to experience, they are also, in an almost
paradoxical sense, universal: they hold, come what may, insofar as we commit
to them. Conceptual principles are, in fact, provisionally universal: they hold
universally as long as a given conceptual scheme is adopted. (Ibid., pp. 231-
232))

The provisional universality of conceptual principles gives also a
dimension of metaphysical necessity to a priori knowledge. Conceptual
principles, and consequently a priori knowledge, hold come what may. A priori
knowable truths are, therefore, necessary truths, as seen within the scope of a
particular conceptual scheme. While the necessity of a priori knowable
conceptual principles arises from our commitment to them, their metaphysical
necessity arises from the fact that we have, for one reason or other, seen it
expedient to commit to them. In our conceptual principles’ expediting our
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pursuits in the world, they also reflect, albeit aspectually, the very fundamental
metaphysical nature of the world. (Ibid., p. 155.)

Finally, reality, consistency or veridicality cannot function as the criteria
on the grounds of which we commit to a conceptual scheme. What is real and
what is true arise reflexively to the conceptual scheme itself. (Ibid., p. 225.)
Furthermore, there are several equally consistent conceptual schemes we can
choose from. The commitment to a particular conceptual scheme arises from the
fact that the conceptual principles therein somehow work - that they somehow
enable us to satisfy our bents and needs. A conceptual scheme is adopted on the
grounds of pragmatic criteria such as comprehensiveness, simplicity and
expediency. (Lewis 1926, p. 257.) Therefore, the ultimate nature of the
conceptual scheme, and consequently a priori knowledge that targets the
conceptual scheme, is pragmatic.

In what follows, the nature of a priori knowledge is studied in detail. First,
the relationship of a priori knowledge and conceptual principles is established.
Then, the provisional universality of conceptual principles, and consequently
the metaphysical necessity of a priori knowable truths, are studied. Finally, the
pragmatic nature of a priori knowledge is elucidated in detail.

3.3.1 Conceptual Principles and A Priori Knowledge

A priori knowledge is knowledge that targets concepts and their relationships.
There are two reasons why this is the case:

1) A priori knowledge arises from the analysis of conceptual principles:
practices that are nested in the conceptual scheme we are, by
convention, committed to.

2) Conceptual principles are knowable a priori, because in order for them
to be useful they must precede experience.

A priori knowledge concerns concepts: “That truth which is a priori rises from
the concept itself” (Lewis 1929, p. 230). It targets the conceptual principles that
we use to classify experience. A priori knowledge concerns the practices of
interpretation and classification embedded in the conceptual scheme we are
committed to: “The a priori is knowable simply through the reflective and
critical formulation of our own principles of classification and
interpretation” (ibid., p. 232).

A priori knowledge concerns the conceptual principles that we have
committed to that guide our attention in experience. These principles reflect our
practices of interpreting experience and acting in the world. (Ibid., p. 230.)
Many such practices are implicit: we have learned to classify experience one
way and not the other by acting in the society we live in. Therefore much of
what is knowable a priori demands great exertions to discover. Consider the
analogy of human anatomy: we are built in a given way, but we can discover
the make of our own body only by extensive studies. Likewise, we are
committed to a given conceptual scheme, but in order to render its structure
explicit, extensive studies are required. Whether we know it or not, the heart
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keeps on beating. And whether we know it or not, cats keep on being classified
as animals.

Once we discover an a priori knowable truth, we come to render explicit
something that we have already practiced. By coming to understand that “all
cats are animals” we come to understand, that it is, and has been, a practice in
our conceptual scheme that anything that is not named an animal is not named
a cat. By understanding “all cats are animals” we come to understand the
practices that are embedded in our uses of the terms ‘cat’ and ‘animal’.
Understanding “all cats are animals” is equal to understanding the operational
conditions regarding the use of ‘cat’ and ‘animal’. We never allow for
something to be denoted by ‘cat” without its being denoted by “animal’.

As was argued in chapters 3.1 and 3.2.3, we come to understand
conceptual principles by intensional analysis. In intensional analysis the
relationships that obtain between conceptual principles are laid explicit. Since
intensional analysis is an activity that is independent of experience, knowledge
justified by intensional analysis qualifies as a priori knowledge.

Conceptual principles must also precede experience, because they are the
principles to which we first commit in order to make sense of what we then
experience. Conceptual principles are legislative to experience. (Ibid., p.
197.) They determine how we guide our attention to what is given in
experience: to which regularities we pay attention to, and which we discard as
redundant. In order for them to be useful, conceptual principles must precede
experience: “Until the criteria of our interpretation have been fixed, no
experience could be the sign of anything or even answer any question” (ibid., p.
230). Also: “we cannot capture the truth of experience if we have no net to catch
itin” (ibid., p. 307).

How could we make sense of experience if there were no criteria on
grounds of which we could decide whether a thing belongs in the same class
with another thing, and is therefore different from yet others? There are an
infinite variety of shades of red, and nonetheless we can easily classify red
objects together. Two different shades of red are two different shades. Their
being classified together demands, therefore, some such criterion on grounds of
which we may rule that the red of the rose and the red of the fire truck are
somehow the same thing.

Conceptual principles are knowable a priori because we make a
categorical commitment to their truth antecedently of experience (ibid., p. x).
The fact that they seem like universal laws is simply because were we to
encounter an experience that was at odds with such laws, we would simply rule
that experience out as non-veridical. Experience that does not conform to our
conceptual principles is thrown out of court as unreal: “We know that any
experience which does not conform to our categorial principle will not be
veridical because the principle states the criteria of reality of that categorial
type” (ibid., p. 225.)

Even hallucinations are, in a sense, real: they are real hallucinations. The fact
that we classify some experience as hallucinatory, but others as not simply
depends on the criteria on the grounds of which we identify hallucinations. In a
famous quote Lewis quips that a “mouse which disappears where there is not a
hole, is no real mouse” (ibid., p. 261). We assume, antecedently to experience,
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that mice do not vanish on their own accord. If our experience would stand
contrary to such an assumption, we would no doubt precipitate to classify the
experience itself as faulty, or look for hidden factors.

For all those conceptual principles that we choose to maintain as
categorical laws in the face of all experience, no experience can overthrow them:

The only sense in which categorial interpretation can be a priori is the sense that the
principle of this interpretation is not subject to recall even if, in the particular case,
what is given should fail to conform. That is a priori which we can maintain in the
face of all experience, no matter what. In the case of an empirical law, a mere
generalization from experience, if the particular experience does not fit it, so much
the worse for the “law.” But in the case of the categorial principle, if experience does
not fit it, then so much the worse for the experience. (Lewis 1929, p. 224.)

Conceptual principles precede experience because we will not give them up in
the face of any particular experience. They are the legislative principles we
commit to in order to make sense of what we experience. Because conceptual
principles precede experience, and because knowledge concerning them
requires no experiential justification, knowledge concerning conceptual
principles is a priori knowledge.

Conceptual principles are legislative to experience because they direct our
attention in what we expect to experience. They are protected from experience
because if we were to experience something at odds with our conceptual
principles, we would simply rule that experience as non-veridical. The
categorical commitment to the conceptual principle is independent of
experience in the sense that we are committed to the principles in the face of all
imaginable experience, insofar as we hold on to the present conceptual scheme.

Once we fix our criteria of interpretation and commit to a conceptual
scheme, it holds universally with respect to everything we experience. As I
argued above, in chapter 3.2.5, conceptual schemes are, however, also plastic.
They evolve both on a subjective and on a social level. This seems to lead to a
paradoxical position: conceptual principles both are and are not universal. The
paradox is dispelled by calling up provisional universality. I shall now turn to this
topic.

3.3.2 The Provisional Universality of Conceptual Principles

Once we have committed to a set of conceptual principles - a conceptual
scheme - those conceptual principles hold come what may. As was seen above,
they are not vulnerable to experience because any experience at odds with the
conceptual principles would be thrown out of court as unreal. They are, rather,
legislative with respect to everything we experience. Therefore conceptual
principles function as the fundamental categorial laws in the light of which we
interpret experience. (Lewis 1929, p. 224.)

Conceptual principles are not, however, fixed. Our conceptual schemes
evolve on both individual and social levels, as was argued in chapter 3.2.5.
Therefore, no classically rigid universality, as was described in chapter 1.1, can
be assumed. From the fundamental nature of conceptual principles and from
the plasticity of conceptual schemes, we seem to land at a paradox: conceptual
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principles both are and are not universal at the same time. This conclusion is,
indeed, accurate.

As Hunter (Hunter 2007, p. 9) notes, the “a priori is what we are prepared
to accept, no matter what experience may bring, and in that sense, true no
matter what, and in that sense necessary. However, a priori principles are
neither principles that are universal nor ones that we have to accept.” To avoid
the paradoxicality of the conclusion, I will introduce here the notion of
provisional universality. Provisional universality explains both the plasticity of
conceptual schemes and the fundamentality of conceptual principles.

Provisional universality is characterized by Lewis in the following
passage:

If relative to R, A is X, and relative to S, A is Y, neither X nor Y is an absolute
predicate of A. But “A is X relative to R” and “A is Y relative to S”, are absolute
truths. Moreover, they may be truths about the independent nature of A. Generally
speaking, if A had no independent character, it would not be X relative to R or Y
relative to S. These relative (or relational) characters, X and Y, are partial but
absolutely valid revelations of the nature of A. (Lewis 1929, p. 168.)

Let us say that Jack is in the possession of the concept of duck but not that of
rabbit, and Jill is in the possession of the concept of rabbit but not that of duck.
When shown Jastrow’s duck-rabbit (DR), Jack can only see a duck, and Jill can
only see a rabbit. Nonetheless the image allows both interpretations. They are
both valid interpretations of the image. “DR is a duck” and “DR is a rabbit” are
both thus provisionally true statements, respectively to the conceptual
principles employed by Jack and Jill. There exists something, DR, that satisfies
both Jack’s duck-interpretation and Jill's rabbit-interpretation.”

Conceptual schemes are plastic in the sense that there are always
alternatives to the ways we conceive of the world. The fact that we can present
indefinitely many viable ways to describe the world endows us with
indefinitely many mutually exclusive conceptual schemes. But insofar as a
given conceptual scheme is employed, its fundamental principles are our go-to
principles on the grounds of which we determine how our experience is
classified. Therefore, reflexively to each conceptual scheme, its conceptual
principles hold universally. (Lewis 1929, p. 272.)

Lewis notes as follows:

It will be evident that the absoluteness of such a priori principles whenever and
wherever they are held, is entirely compatible with their historical alteration, just as
modes of classification or alternative reference systems, expressible in definitive
principles of initial prescriptions, would be absolute while adhered to, but might be
subject to considerations of usefulness and to historical change. (Lewis 1930, p. 17.)

% A similar issue is raised by Gibson in his talking about affordances: objects offer various

possible actions, but the ability to perform such actions depends also on the person using
the object. (See e.g. Gibson (1979, p. 127 ff.).) Ronald Giere (2003) addresses this topic in
his enlightening article “Perspectival Pluralism,” where he notes that objects appear in
different colors depending on the cellular composition of the eyes of the observer. Color
is, therefore, a property that is reflexive to the optical system used in perceiving. See also
Bradley & Tye (2001) for a similar notion.
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To elucidate the issue by the way of an analogy from physics, conceptual
principles are universal quite in the same sense as relativistic velocity is
absolute. Velocity is absolute and relative at the same time. The actual
quantified measurement of the velocity of a given object depends on the frame
of reference. But the object is, nonetheless, moving at some speed with respect
to other objects. This movement can be measured as various values produced
reflexively to various frames of reference.

In one sense, saying that an object has a velocity independent of a frame of
reference is nonsensical. Before we fix some point of view, the object is not in
motion. There is no absolute space with respect to which the object can be said
to move, at least insofar we can count on the general theory of relativity.”
Likewise, claiming that an object is something or other independently of a
conceptual scheme is nonsensical. Saying that an object is something is
equivalent to saying that it is similar to some things and different from some
others. This in turn requires concepts: some such criteria on the grounds of
which we can determine such classification and differentiation. (Lewis 1929, p.
14.) There is no God’s Eye View with respect to which we may rule what each
given object is independently.”

But in another sense the idea of the independent velocity of the object is
not nonsensical. There is something about the object that once we measure its
speed from a fixed frame of reference, we get consistently specific results. Let us
say, we shoot a rocket to the Moon. To construe an example by paraphrasing
Lewis” quote, mutatis mutandis, from above:

If relative to the Earth (E), the Rocket (R) moves at speed X, and relatively to the
Moon (M), R moves at speed Y, neither X nor Y is the absolute speed of R. But “R
moves at speed X relative to E” and “R moves at speed Y relative to M” are absolute
truths. Moreover, they may be truths about the independent nature of the motion of
R. If R had no independent characteristic motion, it would not be moving at speed X
relative to E, or Y relative to M. These relative (or relational) characteristics, X and Y,
are partial but absolutely valid revelations of the nature of R. (Cf. Lewis 1929, p. 168,
quoted above on page 110.)

As what comes to our interpreting experience, there is something about the way
the world is configured insofar as an experience of a particular object is
considered that once we regard it in the context of a given conceptual scheme,
that object will appear as a specific discrete object with identifiable and sharable
characteristics. (Lewis 1929, p. 130.) There is something about the nature of
Jastrow’s image that satisfies the criteria of ‘“duck” and the criteria of ‘rabbit’, but
not the criteria of “‘monkey wrench.” While we cannot specify what this nature
is, in some an sich metaphysical sense, something must exist that is configured
so as to afford the satisfaction of the concepts of duck and rabbit: ““Thing as
known’ is a function of two variables; it depends on the mind, but also it
depends on the thing” (ibid., p. 187).

Conceptual principles are both relative and universal at the same time.
They are relative in the sense that conceptual schemes may change through
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This point is raised explicitly by Einstein (2006).
This point has been later emphatically defended in particular by Hilary Putnam. See e.g.
Putnam (1990).
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subjective and social evolution. But they are universal in the sense that once a
given conceptual scheme is adopted, its conceptual principles hold, come what
may. Because the principles themselves draw the boundaries of the real and the
true, no experience can in itself overthrow them.

Because conceptual principles are universal reflexively to a conceptual
scheme, they are provisionally universal. They are true without exception,
provided that a given conceptual scheme is adopted. Conceptual principles,
however, also bear a deeper metaphysical dimension: they reflect, aspectually,
how things stand. The usefulness of some conceptual principles and not others
is the criterion on the grounds of which we can infer that they reflect some
actual regularities and lawlikenesses. Because conceptual principles reflect such
regularities, and because we have committed to them in the face of all
experience, truths that concern conceptual principles are also metaphysically
necessary. Let us now scrutinize this notion in greater detail.

3.3.3 The Metaphysical Necessity of A Priori Truth

While Lewis” position on a priori knowledge is restricted to the realms of
epistemology and semantics, there is a profound metaphysical dimension to it
as well. In fact, in terms of Lewis’ position, we arrive at a conclusion that
sounds very close to the classical positions on a priori knowledge: a priori
knowable truths are metaphysically necessary.

There is, however, an ambiguity in the way Lewis employs metaphysical
terms, most importantly the term ‘real’. Lewis employs this term to denote both
what is real independently of the experiencing subject and what is denoted as
real in terms of the currently employed conceptual scheme. In MWO, Lewis
writes, for example, about the relationship of the given and reality (Lewis 1929,
p- 157) and the presentation and reality (ibid., p. 159), referring by ‘reality” to
that which is independent of the conceptual interpretation put upon it.
Elsewhere, Lewis speaks explicitly of ‘independent reality’ (Lewis 1955, p. 339)
and ‘ultimate reality’ (ibid., p. 340). In MWO, he also writes, however, that
“decisions of reality and unreality are themselves interpretations involving
principles of the same order as scientific law” (Lewis 1929, p. 261) and
“whatever is denominated ‘real’ must be something discriminated in experience
by criteria which are antecedently determined” (ibid. 1929, p. x), restricting here
the term ‘real’ to mean what is judged to be real in terms of the accepted
conceptual scheme.

To avoid this ambiguity, I will introduce a terminological division of two
ways of employing the term ‘real’:

1) The real means whatever is construed as real on the grounds of the
conceptual principles accepted within a conceptual scheme.

2) The metaphysically real means whatever there is that exists
independently of the observer.

As I argued above, in ch. 3.3.1, what is considered real depends on the
conceptual principles employed within a conceptual scheme. There is, however,
a dimension that renders a further degree of the metaphysically real to our
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experiences. From whatever we experience, we can infer that whatever is given
to us in that experience independently of our constructive activity in making
sense of it at least has the metaphysically real property of its being conceivable
in the present fashion. (Lewis 1955, p. 344.) In other words, while we cannot
infer from experience the entire nature of any object of experience - we could
always be dreaming or brains in a vat - we can still infer that regardless of
whether that object is made of atoms, dream images or a stream of bits, it allows
for it to be interpreted in the way that we presently do. While the object in its
entirety remains unknowable, we can know from experience some aspects of its
metaphysical reality: “We never know or can know all the properties of any
individual thing, but what we do or may know is metaphysically veridical;
these properties are in the things themselves as in our knowledge of
them.” (Lewis 1955, p. 345.)*

If we explicate the structurality of our conceptual principles, we render at
the same time explicit some such relationships that also bear a reference to what
actually exists. The truth of the statement “all cats are animals” is not a merely
conceptual truth: it is an a priori knowable truth that all the actual cats that
there are and possible cats that there could be are, in fact, animals - regardless
of what cats, in the totality of their all attributes, are. The world is certainly
structured some way and not the other to allow the applicability of such a
conceptual principle. Not anything whatsoever can be conceived of as cats on a
whim. And nothing that cannot be conceived of as an animal can be conceived
of as a cat.

Rosenthal (2007, p. 98) frames the point as follows:

if the epistemic process is such that knowledge arises by the application of concepts
to an independent element, then certain conditions must hold of this independent

% Putnam criticized this kind of a position, calling it the “cookie cutter” metaphor. Putnam

denies that there is any “fact of the matter” of which conceptual schemes are actually true
(Putnam 1990, p. 96). In a famous example he pits the ontological models of Rudolf
Carnap and Stanistaw Lesniewski against one another in an imaginary world of three
objects, xi, x; and x; (ibid., pp. 96-97). Putnam then proceeds to argue that Lesniewski’s
mereology in fact yields here seven objects instead of three. Thus, there is arguably a
single world that can either be interpreted as consisting of three objects a la Carnap, or
seven a la Le$niewski. Putnam then presents the crux of his argument: what are the parts
of this “dough”? Are they x;, x; and xs, or rather x;, x;+x, and so forth? According to
Putnam such questions cannot be answered at all, because “there is a limit to how far
questions make sense” (ibid., p. 97). Lewis would, of course, concede to the fact that we
cannot say which objects are the primary metaphysically real objects of the “dough”: “if
some exquisite and super-precious ‘being-in-itself is to be attributed, then I think that at
least it is inexpressible” (Lewis 1955, p. 342). He also emphasizes that we “never know all
the properties of any individual thing, and never can have such exhaustive knowledge of
any” (ibid., p. 345). Where Lewis differs from Putnam’s argument is, however, that while
we cannot say what the parts of the “dough” are, in some an sich fashion, we can say that
from what we experience we can infer that whatever they are themselves, they have at least
the metaphysically real property of being experienceable as they are. While the world can
be interpreted in an innumerable variety of ways, it cannot be interpreted in any way
whatsoever. Experience of the property of an object is a relation: it depends as much on
the subject as it does on the object. (ibid., p. 346). But from the fact that it does depends
also on the object, it can be inferred that there is some property - a potentiality or a
reliable disposition - in the object, whatever it is in itself, that allows such an experience.
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element. In short, the universe must be one that allows for the knowledge situation
as Lewis’s pragmatic epistemology interprets it.

For the attribution of animality to cats to work, the metaphysical reality need
not be made of atoms; it could just as well be made of dream images or bits. But
however the metaphysical reality is configured it must be so configured that the
attribution of animality to cats makes sense. Otherwise such a classification
would be utterly useless to us. What is metaphysically real must, therefore, be
in such a way structured as to render such an attribution useful for our
purposes. While it follows from Lewis” position that a priori knowledge reflects
only what we are conceptually committed to, these commitments themselves
also bear a link to the metaphysically real by virtue of their being such
commitments that work. Those regularities that we anticipate in terms of such
commitments must somehow be genuine: “Our categories are guides to action.
Those attitudes which survive the test of practice will reflect not only the nature
of the active creature but the general character of the experience he
confronts.” (Lewis 1929, p. 21.)

A priori knowable truths are not material truths, but truths that are
definitive to experience (ibid., p. 231). A priori knowledge concerns
expectations, not observations. But what we come to expect arises from what
we observe. As I argued in chapters 3.2.3 and 3.2.5, we come to possess
conceptual principles by acting in a social community. Our first apprehension
of such principles is, of course, experiential. But once we come to possess them
- once we come to understand how our language and our practices work in our
society - we no longer need to recourse to experience to corroborate statements
that express their relationships.”

We have originally come to realize that cats are eukaryotes, or that water
is H20 by scientific experiments. But now that we have made such a
commitment, the statements “all cats are eukaryotes” and “water is H20” hold
a priori. We do not need to consult further experience to establish that if Kitty is
a cat, Kitty is a eukaryote, or that if that substance in the glass is water, it is
H20. Were something to turn out not to be a eukaryote or H20, we would
exclude that something from the class of cats or water, respectively.” Once I

7 The point here is similar to the issue Kant raised in the introduction to the first Critique:

“although our cognition commences with experience, yet it does not on that account all
arise from experience” (Kant 1998, p. B1).

This position can perhaps be used to promote a case against the Kripkean notion of a
posteriori analyticity (see Kripke 1980). The evolutive process, involving scientific
experiments, has produced the intension for the class term ‘water”: the intension of
‘water’” contains ‘H20’. Therefore, we can know a priori that were water put in a glass,
the glass would contain H20. Once we have gained sufficient understanding of the term
‘water” we do understand that in our present use any liquid whose chemical analysis
shows it to be other than H20O is ruled out as not water, such as heavy water, D20. Of
course this conception may change. Recent quantum measurements of water molecules
have indeed given rise to a much debated conception that in some rare cases water
would, due to quantum entanglement, be in fact H1.50 (Schewe, Riordon, & Stein 2003).
In the case such measurements are later vindicated, we are still left with a choice: we can
treat water as a composite class like jade (including both substances jadeite and nephrite),
or we can adopt two different classes for the different compositions of water. For
example, we can call H20 ‘water’ and H1.50 “schwater’. Whichever the way we choose,
once the choice is made, predicate attributions according to the adopted notion are
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understand the meanings of the terms ‘cat’ and ‘eukaryote’, I do not need
empirical corroboration to know the truth of the statement “Kitty the cat is a
eukaryote.”

A priori knowledge concerns conceptual principles that function as the
most fundamental laws and commitments in our interrogating experience: “the
most fundamental laws in any category - or those which we regard as most
fundamental - are a priori” (Lewis 1923, p. 175). In order to think this way or
that, one must adopt also the fundamental categorial commitments that are
expected in that given way of thinking. One cannot be an IAU-certified
astronomer without accepting the IAU definition of “planet’, any more than one
can be a Christian Catholic without accepting transsubstantiation.

That all cats are animals, that water is H20, that planets have cleared their
orbits and that the bread turns to Christ’s body are all a priori knowable truths
respectively to the conceptual schemes in which they are applicable. This is the
case because they are conceptual principles whose negation will not, in their
respective conceptual schemes, be considered, no matter what. They are
necessary because they draw the necessary preconditions in terms of which
experience is interpreted in each respective conceptual scheme. That they are
adopted in their respective conceptual schemes, in turn, reflects the fact that
there is something in metaphysical reality that works to satisfy such conceptual
principles. Adopting such a conceptual principle, in other words, makes a
difference in a very fundamentally pragmatic sense.

While there is no necessity that we should, for example, lump cats and
dogs into the class of animals, making such a classification works: there is
something about the metaphysical reality of cats and dogs that brings it about
that it makes sense to place them in a shared class, whereas there is something
about the metaphysical reality of train engines and lamp posts that brings it
about that it makes sense to exclude them from such a class. While nothing
forces us to make such a classification, in the case we do, we shall discover that
insofar as the present conceptual scheme holds, such a classification will hold
also, come what may. The classification is necessary because its negation cannot
be imagined: if something is not an animal, it is impossible for it to be a cat or a
dog. And the classification is, a fortiori, metaphysically necessary, because
whatever the attributes that cats and dogs share that warrant their inclusion in
the class of animals are, these attributes are metaphysically real attributes of cats
and dogs that we have come to experience. Finally, even if cats and dogs were
suddenly to disappear for good, this classification would not cease to be an a
priori knowable and metaphysically necessary truth. After all, “all dinosaurs
are animals” is just as true now, as it was millions of years ago.

For everything that is thought of as real in a given conceptual scheme,
there is something metaphysically real that allows such an interpretation. While
the properties of an object cannot be exhaustively enumerated, whichever
properties we attribute to it do have a basis in the metaphysical reality in the
sense that it allows such attribution in the first place. And for each relation that
is held a priori - a conceptual principle - that relation's applicability has its
grounds in that it works in sorting out what is what in the metaphysical reality.
If such a relation is necessary on the grounds of its role in a conceptual scheme,

knowable a priori on the grounds of intensional analysis.
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and this necessity is prompted by its applicability to the metaphysically real, it
is metaphysically necessary in that scheme. Independently of how things
actually hold, within this scheme, things will without exception be thus
interpreted.

A priori knowable truths are metaphysically necessary in the sense that
they hold regardless of how the world is configured. It should, however, be
noted that this does not mean that a priori knowable truths would be true in all
possible worlds in its most fundamental Leibnizian sense. Of course, there are
possible worlds where a given conceptual scheme itself does not exist. For
example, we can easily imagine a world where no such concepts as ‘cat’ or
‘animal’ exist.

A priori knowable truths are, however, true in all possible worlds in the
sense that as soon as a given conceptual scheme is accepted, its a priori
knowable truths hold regardless of what objects exist in the metaphysically real
world and what do not. Regardless of whether there are ten cats in the world,
or a million, whether there are dinosaurs or no dinosaurs, such a priori
knowable truths as “cats are eukaryotes” and “dinosaurs are animals” are
necessarily true. Their truth is metaphysically necessary owing to the pragmatic
applicability of the concepts employed in the statements that is derived from
the concepts’ viability with respect to metaphysical reality.

A conceptual scheme forms the entirety of what is knowable a priori. In
expressing a priori knowable statements we render explicit the structure of our
conceptual scheme. The reason we commit to some conceptual principles rather
than others is that they facilitate our needs and purposes in the world. Because
they so do function, they also reflect aspectually the metaphysically real
structure of the world. The motivation to commit to such principles as the law
of the excluded middle, or the classification of cats and dogs as animals arises
from the fact that such commitments are expedient with respect to our activities
in the world. The fundamental criteria for committing to a given conceptual
scheme are, therefore, pragmatic. What this means is the topic to which I will
now turn.

3.34 The Pragmatic Grounds of A Priori Knowledge

While there is an element in experience that we cannot directly influence in
what is given, we may guide our attention to what is given in experience in
practically innumerable ways. We do not quite construct what we experience.
But we pay attention to the relevant aspects of what is given to us, as guided by
our conceptual principles, in order to facilitate action. (Lewis 1929, pp. 154-155.)

This gives rise to a multitude of mutually exclusive but individually viable
ways of interpreting experience. Because there is such a multitude of ways of
interpreting experience, experience ultimately involves a choice. Each
conceptual scheme has always alternatives (ibid., p. 232). While what is given to
us is what it is, the choice of concepts and their application in terms of which
we interpret experience rests ultimately with us. And this choice is, as is argued
below, ultimately pragmatic. That is to say, the choice is driven by such criteria
as comprehensiveness, simplicity and expediency. (Lewis 1926, p. 257.)
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This element of choice is evident in how we employ geometries and logics.
Both the Euclidean system and the Riemannian system are applicable and
viable as geometries. Likewise, with each logic, the axioms and rules of
inference being given, the theorems follow, regardless of what the world is like.
The question of application of a geometry or a logic falls, however, outside of
the system itself. While the structure of the system is independent of
experience, and therefore knowable a priori, its application is ultimately an
empirical question. (Lewis 1929, pp. 298-299.) We can also use whichever
system we wish; but which system we choose to employ depends ultimately on
what we need to do. Therefore the criterion for the choice of a geometry, an
arithmetic or a logic is ultimately pragmatic: we choose to commit to that
system that best supports our actual needs and desires. As Lewis points out: “I
may categorize experience as I will; but what categorical distinctions will best
serve my interests and objectify my own intelligence?” (ibid., p. 265.)

This element of choice extends to the entire conceptual scheme we commit
to in order to make sense of the world. And as with conceptual systems of a
narrower scope such as logics and geometries, the ultimate criterion of
maintaining a commitment to a conceptual scheme is that of its supporting our
pursuits in the world. Just as we choose to use a logic or a geometry when it
works for our purposes, even the foundation of our entire conceptual scheme is
based on what works. (Ibid., pp. 298-299.)

Lewis holds that the criterion for the commitment to a conceptual scheme
cannot be its veridicality. The criteria of veridicality and reality arise from the
conceptual principles of a conceptual scheme itself. (Ibid., p. 227.) What is true
and what is real depends on how we interpret what is given in experience.
Therefore the very definition of what is real and what is not is dependent on the
criteria in terms of which we classify experience. Consequently, the truth of
statements is dependent not only on what exists, but on how what exists is
interpreted in terms of the conceptual scheme. To this end, veridicality and
reality cannot function as the grounds for the choice of conceptual scheme. For
each conceptual scheme, their own conceptual principles are de jure true:

The principles of categorial interpretation are a priori valid of all possible experience
because such principles express the criteria of the veridical and the real. No
experience could possibly invalidate them because any experience not in conformity,
which might be evidence against them, is automatically thrown out of court as not
veridical in that category, and hence not pertinent to them. (Lewis 1929, p. 227.)

The consistency of a conceptual scheme is not a sufficient criterion either, for
similar reasons (Lewis 1929, p. 211). Logic forms the foundation of a conceptual
scheme. And as Lewis points out, “what criteria could determine the validity of
logic, since logic itself provides the criteria of validity used elsewhere, and the
application of these to logic itself would be petitio principii?” (Lewis 1930, p. 6).
There are various consistent ways of conceiving of the world. We cannot judge
whether one or the other would be somehow better on the grounds of
consistency. We may, for example, construe a conceptual scheme on the
grounds of Lukasiewiczian three-valued logic just as well as on the grounds of
classical binary logic: the “present calculus of propositions is only one among a
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number of such systems, each of which may be self-consistent and a possible
choice as an applied logic” (Lewis 1914, p. 247).

Neither veridicality nor consistency can, therefore, warrant our
commitment to a particular conceptual scheme. The criterion of choice that we
are left with is to choose on the grounds of what works for our purposes, and
what does not. The criteria that determine our commitment to a particular set of
a priori knowable conceptual principles are ultimately pragmatic: “In brief,
while the a priori is dictated neither by what is presented in experience nor by
any transcendent and eternal factor of human nature, it still answers to criteria
of the general type which may be termed pragmatic” (Lewis 1929, p. 239). The
pragmatic criteria that drive our choice of conceptual scheme are such criteria
as comprehensiveness, simplicity and expediency:

Wherever such criteria as comprehensiveness and simplicity or serviceability for the
control of nature, or conformity to human bent and human ways of acting play their
part in the determination of such conceptual instruments, there is a pragmatic
element in knowledge. (Lewis 1926, p. 257.)

As a pragmatic criterion for choosing a conceptual scheme, comprehensiveness
means that a wider base of experiences can be explained and predicted in terms
of it. Simplicity, in turn, means that the adopted scheme contains less
redundant conceptual principles than a competing one. And finally, expediency
means that the conceptual scheme adopted somehow forwards our pursuits
better than another one. In other words, we are able to produce more desirable
results in terms of it than in terms of a competing way of interpreting
experience. If a conceptual principle would consistently produce results that
were at odds with our purposes, we would eventually discard that principle.

The reason we are committed to Copernican astronomy rather than
Ptolemaic astronomy is not that the former would be somehow more veridical
or more consistent than the latter. As Lewis (1926, p. 256) notes, the decisive
criterion that sets Copernican astronomy apart from Ptolemaic astronomy is not
truth. The movements of heavenly bodies may be tracked just as well on axes
centered on the Earth as they can be on axes centered on the Sun. We commit to
Copernican astronomy because it is simpler and more comprehensive than the
Ptolemaic one. We commit to Copernican astronomy, because it serves our
purposes better.

Copernican astronomy is the simpler theory of the two: the orbits of the
planets are depicted as neat concentric circles instead of complex epicycles.
Because of its simplicity, its predictive power is greater: it is easier to calculate
the positions of the planets because the mathematical model used to do so is
simpler. The Copernican system is also more comprehensive: it can account for
such planetary motions that could not be properly explained in terms of the
Ptolemaic system. And because of its facilitating our astronomical purposes
better than the Ptolemaic system, Copernican astronomy is the more expedient
one as regards our astronomical pursuits. It works better as regards predicting
the locations of the planets at a given time.

Experience can be interpreted in terms of a multitude of conceptual
schemes, each of them good for some purposes and worse for others. That a
person, a group of people or a culture chooses to entertain a given conceptual
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scheme depends ultimately on the needs of the person, people or culture. That a
person conceives of the world in terms of a mechanistic scientistic worldview, a
theistic or atheistic worldview, or as a wondrous place teeming with fairies,
ghosts and spirits depends ultimately on whether the classifications contained
in such conceptual schemes enables that person to function satisfactorily.

A priori knowledge concerns not some structurality or innate character of
the world or even of experience, but only the conceptual principles we commit
to in order to make sense of the world - in a nutshell, what we expect to
experience. We expect that if something is a planet, it will have an orbit clear of
other celestial bodies, that when two pairs are brought together, four items will
be found, that if Jack is here, it is not the case that Jack is not here and so on and
so forth.

If celestial bodies would be encountered in the orbit of a tentative planet, it
would not be considered a planet. If two and two yielded three, we would
immediately conclude that something had gone awry in our experimental
setting - that a chemical reaction, for example, had annihilated one of our test
items. And if Jack both were and were not there, we would no doubt precipitate
to register ourselves at the nearest mental institution. This we do, because by so
doing we believe we can live our lives more expediently - because it is the
pragmatic thing to do.

3.3.5 Summary

A priori knowledge concerns exclusively conceptual principles. The entirety of
a conceptual scheme constitutes the entirety of what is knowable a priori. This
is because of two reasons: conceptual principles are embedded in practices we
are, by convention, already committed to. These practices can be rendered
explicit by the non-experiential activity of intensional analysis. Also, in order
for conceptual principles to be useful, they must precede experience. Only once
we have committed to some conceptual principles can we interpret experience
on the grounds of them.

While conceptual principles are plastic in the sense that they evolve in the
subjective and the social dimension, they are also in a peculiar way universal.
They are, in effect, provisionally universal. This means that while the
commitment to any given conceptual principle is ultimately volitional, once
such a commitment has been made, the conceptual principle holds universally,
come what may. A conceptual principle functions as a legislative principle on
grounds of which we classify all experience. Therefore it holds universally for
all imaginable experience.

Knowledge concerning conceptual principles also expresses
metaphysically necessary truths. This is because in order for a conceptual
principle to be viable, it must be of some use to us. And in order to be useful, a
conceptual principle must express some such structurality that can be used to
differentiate and classify experience. While the metaphysical reality allows an
unlimited variety of different classifications, the fact that certain classifications
function and others do not lends a metaphysical dimension to the knowledge
concerning conceptual principles. Therefore knowledge that concerns
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conceptual principles - a priori knowledge - is about metaphysically necessary
truths.

Finally, which conceptual scheme we commit to is ultimately a matter of
choice. The grounds for making such a choice cannot be veridical: the very
conceptual principles employed in a conceptual scheme constitute the grounds
of veridicality therein. Likewise, consistency cannot function as the criterion for
committing to a conceptual scheme. There are various equally consistent
conceptual schemes which one may commit to in order to render experience
intelligible. Therefore, the commitment to a conceptual scheme rests on the
criteria of what works for our purposes. The criteria of committing to a
conceptual scheme are such as comprehensiveness, simplicity and expediency.
Insofar as a conceptual scheme allows us to classify experience so as to facilitate
reaching the goals and purposes we have in life, we commit to it. Therefore, the
criteria for committing to a conceptual scheme are ultimately pragmatic.

A priori knowledge concerns the conceptual principles to which we
commit on pragmatic grounds because they enable us to function expediently
in the world. A priori knowledge may be justified by intensional analysis: by
rendering explicit the relationships that obtain amongst the conceptual
principles we have committed to. In so doing we render explicit such practices
and commitments that have already, implicitly, been in place in the ways we
employ language and interpret experience.

A priori knowledge concerns expectations, not observations. This is the
case even while the conceptual principles that are the object of a priori
knowledge first arise from observations. But once we have made the
commitment to interpret experience in terms of a particular conceptual
principle, come what may, that conceptual principle is from thereon out entirely
independent of experience. The conceptual principle, when rendered explicit,
expresses what we expect to find when turning to experience. And the reason
we expect to find one thing rather than another is that having come to go about
our business by such expectations, we have been able to produce desirable
results expediently; that entertaining such expectations has proven to be the
pragmatic thing to do. Therefore: the pragmatic a priori.
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3.4 Possible Objections

Lewis’ epistemology and semantics provide grounds for a compelling
pragmatic account of a priori knowledge. While Lewis’ philosophy produces a
viable position on the nature of a priori knowledge, certain problems arise
especially once the position is studied in the context of other epistemic and
semantic theories. Many later philosophical discoveries can be used to raise
criticism with respect to the Lewisian account.

In what follows, I will first examine Lewis” position against that of Rudolf
Carnap’s. Next, I will note some direct criticism against Lewis” position. Then I
will note and respond to some of the most likely objections to the conception of
pragmatic a priori knowledge presented above, and point out possible avenues
of inquiry that might be pursued to dissolve them.

3.4.1 Lewis, Carnap and the Pragmatic A Priori

The position of framework-dependent analyticity, and consequently a priori
knowledge, has been customarily attributed to Rudolf Carnap especially in the
mainstream literature of analytic philosophy. Lewis, as shall be seen below, has
been mostly ignored in the contemporary a priori discussion. While there are
certainly many aspects that Lewis’ and Carnap’s positions share, it may be
argued that Lewis’ stronger commitment to pragmatism lends, however, his
position some advantages.

Like Lewis’, Carnap’s position on a priori knowledge relies on the
coextensivity of analytic truths and a priori knowledge. What can be known a
priori are such truths that hold always within a given linguistic framework.
Here Carnap sides with other logical positivists, who held that analytic truth
arises from understanding the meanings of the terms used to express a
statement.

More specifically, according to Carnap, analytic truths are such that are
logically true. Contradictory statements are such that are logically false. Every
other statement is synthetic. (Carnap 1936, p. 432.) Later, in Meaning and
Necessity, he introduced the notion of L-truth - truth that depends on semantic
rules. In this framework, analytic statements are L-determined: a statement that
is L-true, i.e. analytic, holds in every state-description. (Carnap 1956a, p. 10.)
Thus, for Carnap, analytic truths coincide with necessary truths, and their
knowledge can be arrived at a priori. Synthetic statements can only be known a
posteriori, since they are not logically determined.

While Carnap's notions of analyticity coincide very strongly with other
positivist thinkers, he, however, introduced novel ideas not unlike those of
Lewis'. In particular, Carnap defended a framework-dependent notion of
analyticity, which can be construed quite similarly to Lewis' notion of
pragmatic a priori knowledge.

Carnap had introduced his famous principle of tolerance in his seminal
1934 work The Logical Syntax of Language. Almost echoing Lewis' notions from
his 1923 paper, Carnap argues that there is no one single logic. Rather, various
different logical frameworks should be allowed:
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In logic, there are no morals. Everyone is at liberty to build up his own logic, i.e. his
own form of language, as he wishes. All that is required of him is that, if he wishes to
discuss it, he must state his methods clearly, and give syntactical rules instead of
philosophical arguments. (Carnap 2002, p. 52.)

Later on, Carnap developed this idea further. In his 1950 paper, “Empiricism,
Semantics and Ontology,” Carnap argued that the choice of logical, or linguistic
framework is driven by such criteria as efficiency, fruitfulness and simplicity
(Carnap 1956b, p. 208). To warrant this position, Carnap introduced a novel
division to drive the notion of framework-reflexivity, that is to say the division
into internal and external questions: questions that can be addressed within a
given linguistic framework, and questions that concern the framework as a
whole, respectively (ibid., p. 206.)

According to Carnap, internal questions are such that can be addressed
once a linguistic framework has been accepted. For example, in what he calls
the ‘thing language’, i.e. language that can express the existence of things, we
can answer such questions as “is there a white piece of paper on my desk?” and
“did King Arthur actually live?” In another language, the ‘number language’,
we can, in turn, answer such questions as “is there a prime number greater than
a hundred?” and “do numbers, in general, exist?” (ibid., pp. 207-208.) From
these, Carnap sets apart questions that are external to the framework, such as
the question of the reality of the thing world itself. These questions also concern
the question as to which framework it is that is the most expedient to choose.
(Ibid., p. 207.)

The received interpretation of Carnap’s position is that this dual
distinction falls roughly together with the division into empirical and
theoretical questions (Bird 2003, p. 97) or is redundant with respect to the
classical division of analytic and synthetic truths (Quine 1966b, p. 133.) It is
important to note, however, that Carnap’s distinction is far more elaborate than
a simple division into empirical and non-empirical questions. As Bird (2003, p.
97) notes, Carnap’s position is, in fact, four-fold: it concerns internal particular
and internal general questions, and external practical and external theoretical
questions.

Internal particular questions are such as “is there a table in the dining
room?” Internal general questions, in turn, are such as “do physical objects
exist?” (with respect to the chosen framework). The first kind of internal
question is resolvable in terms of the vocabulary, rules and test procedures of a
given language (ibid., p. 98). The second can be, however, answered based on
the first kinds of questions. If there is a table in the dining room, then on the
grounds of tables’ being physical objects, physical objects exist. In other words,
answers to internal general questions follow logically from answers to internal
particular questions. (Ibid.)

There, however, remain those questions that cannot be answered within a
given framework: the question of which framework to adopt in the first place,
and the question of the actual metaphysical existence of the particulars that are
denoted in the framework. The first type of questions are external practical
questions: they are such questions that are involved in choosing a linguistic
framework, and as was noted above, concern such criteria as efficiency,
fruitfulness and simplicity. (Carnap, 1956b, p. 208). The second type of
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questions are external theoretical questions. They concern the question of what
things there are independently of a linguistic framework: it is the question of
their real, independent existence. These kinds of questions Carnap, in true
logical positivistic manner, holds to be nonsensical:

To accept the thing world means nothing more than to accept a certain form of
language, in other words, to accept rules for forming statements and for testing,
accepting, or rejecting them. The acceptance of the thing language leads, on the basis
of observations made, also to the acceptance, belief and assertion of certain
statements. But the thesis of the reality of the thing world cannot be among these
statements, because it cannot be formulated in the thing language or, it seems, in any
other theoretical language. (Carnap 1956b, p. 208.)

This, however, is not the whole extent of Carnap’s distinctions. As we can see
now, the question of internal and external questions is far more complicated
than a simple empirical / theoretical, or synthetic / analytic cut. Furthermore,
Carnap still employs his division to analytic and synthetic truths. This division
concerns, however, only internal questions. As Bird (Bird, 2003, p. 108) notes,
“Carnap in ‘ESO’ uses the analytic/synthetic distinction primarily to draw a
contrast between two kinds of language, that is, the formal, logical, languages,
such as the number language in mathematics, and the empirical languages,
such as the thing language.”

For logical or formal languages, such as the number language, internal
questions are analytic and logically true. As Carnap writes: “the answers are
found, not by empirical investigation based on observations, but by logical
analysis, based on the rules for the new expressions” (Carnap, 1956b, p. 209).
For the thing language, the answers to its internal questions will depend on
empirical investigation, and cannot be resolved simply by analysis. The
analytic / synthetic cut is, therefore drawn here precisely in the same way as in
his previous works: analytic truths arise from semantic rules, and synthetic
truths from observation.

Now we have a taxonomy of six different kinds of questions:

1) Internal particular empirical questions: synthetic truths.

2) Internal particular formal questions: analytic truths.

3) Internal general empirical questions: synthetic categorial truths.

4) Internal general formal questions: analytic categorial truths.

5) External practical questions: questions of adopting frameworks.

6) External theoretical questions: framework-independent existence
questions.

The first four elaborate further the division between analytic and synthetic
truths: both analytic and synthetic truths can concern either particulars or
general categories. Questions concerning tables and chairs, or the properties of
numbers and propositions are internal particular questions. The answers to the
former are synthetic truths. The answers to the latter are analytic truths.
Questions concerning whether there are such things as tables and chairs, or
numbers or propositions, are internal general questions. The answers to the
former are synthetic truths that concern the existence of a given category of
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objects such as tables and chairs. The answers to the latter are analytic truths
that concern, likewise, the existence of a given category of objects such as
numbers and propositions. None of these questions can be answered
independently of a linguistic framework: synthetic questions require a thing
language in which they can be addressed. Analytic questions require a number
language or a logical framework in which they can be addressed.

There, remain, however, two types of questions that fall outside the scope
of any given language. Out of these questions, Carnap holds that the last kind,
the external theoretical questions, are unintelligible: “unless and until
[philosophers] supply a clear cognitive interpretation, we are justified in our
suspicion that their question is a pseudo-question” (Carnap 1956b, p. 209.) It
does not make any sense to try to answer these external existential claims, since
any answers to them should be given in terms of some vocabulary, rules and
test procedures of a language: in other words, a linguistic framework.

The external practical questions are, however, resolvable. And it is these
questions where Carnap’s pragmatism lies. Here, the question is whether we
should accept or adopt a given language, such as the thing language or the
number language. And while these questions arise outside of the language, they
are perfectly respectable in that they can be resolved by assessing the benefits of
acceptance and the disadvantages of non-acceptance. In asking whether we
should commit to a given language, the question is ultimately pragmatic:
whether that language is more efficient, fruitful or simple for our purposes than
some other.

In comparison to Lewis, the similarities are striking. Also for Lewis, the
resolution of both analytic and synthetic truths depends on the framework, or
conceptual scheme. While Lewis does not strike a distinct division between
particular and general truths, also for him both theoretical and empirical
questions are questions that are in some respect conceptual. Analytic truths are
such that can be resolved by the analysis of conceptual principles. Synthetic
truths, in turn, require further empirical corroboration.”

Like Carnap, the matter of external questions is critical also to Lewis. The
choice of linguistic framework, or conceptual scheme cannot arise from the
framework or scheme itself. It must, therefore, depend on criteria somehow
external to the framework or scheme: criteria that, as was argued above in ch.
3.3.4 are ultimately pragmatic. While Carnap does not directly cite Lewis here,
he had been in direct contact with Lewis, and must have been aware of Lewis’
notion of the pragmatic a priori. Lewis can certainly claim precedence here as
what comes to the idea of framework-dependent analyticity and a priority.

Precedence of ideas does not, however, necessarily translate to their
strength. In Carnap’s favor must be counted the great deal of rigidity allowed to
it by restricting the discussion to language. Carnap also employed such
powerful tools of the analytic tradition as the distinction between object
language and meta-language. (See e.g. Carnap 1956, p. 4.) Also his clean
distinction between semantics, pragmatics and epistemology must have
appealed to analytic philosophers. Compared to Carnap’s rigorous conceptual
distinctions, Lewis” pragmatic position must have seemed too fuzzy to many,
what with its infinite intensional definitions and references to operational sense

9 Cf. ch. 3.1.4 above.
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meanings. (See above, ch. 3.1.1 & 3.1.2.) Also, a strict differentiation of
semantics, pragmatics and epistemology was, of course, out of the question to
Lewis, owing to his commitment to pragmatism. (See above, ch. 3.1.5 & 3.2.1.)
Carnap also enjoyed the strong support of other logical positivists, and to this
end has arguably had more fruitful grounds to build his position, which
explains a great deal of Carnap’s greater later prominence. Lewis” position has,
however, some significant advantages over Carnap’s.

First of all, Carnap’s position relied at the end of the day on a very
traditional cut between analytic and synthetic truths. To this end, his thinking is
directly polarized with respect to GWQ. For those who do not subscribe to
GWQ's arguments this poses no problem. But for those who do, Carnap's
position encounters the same problem as that of many other notable GWQ-
criticisms: namely, it will ultimately boil down to amplifying and elaborating
such notions as the analytic-synthetic cut and semantic rules that were shown
arguably by GWQ to be at least very suspect notions. Therefore, in terms of
GWQ, a strong commitment to Carnap will simply lead to a division of lines
where the ultimate question will simply be the choice of sides. This, of course,
has been done in abundance in the recent decades, although the consensus
appears to be that GWQ ended up as the winning position. (See e.g. O’Grady
1999, p. 1015.) In terms of Lewis” more lenient definitions, a GWQ-compatible
position can, however, be constructed, as was argued above.

Secondly, Carnap’s heavy reliance on language is quite unacceptable from
a pragmatic point of view. As was argued above in chapter 3.1.2, defining
meaning solely in terms of language leads to a dictionary regress. Meaning
cannot be reduced to simply linguistic conventions and rules. Meaning must
also pertain to our practices. This is, indeed, the major point Lewis raised
already in his 1941 comparison of pragmatism and positivism. In response to
Carnap's “Testability and Meaning” Lewis writes:

However unlikely it may be, it is theoretically possible that a person should know
completely the formation rules and transformation rules of a language - the syntax of
it and all synonyms in the dictionary of it - and yet be completely ignorant of the
empirical signification of any term or sentence in that language. Such empirical
meaning consists precisely in what Carnap here excludes, the associated imagery or
the criterion in terms of sense by which what is meant is recognized when presented
in experience. Words and sentences without such associated imagery are marks or
noises without significance. (Lewis 1941, p. 96.)

Where positivists, Carnap included, emphasize language and logic, to the
pragmatists practices and action are primary. Without reference to sense and
action, language and linguistic rules boil down to meaningless syntactic
relationships. Meaning must be ultimately rooted in our practices.

Thirdly, and most importantly, it must be noted that Carnap does not offer
a very detailed account of how we go about answering the external practical
questions. As O’Grady (1999, p. 1027) points out, he “never spelled out what
was involved in the kind of practical judgment required for a choice of
framework.” The criteria that Carnap offers in passing in “Empiricism,
Semantics and Ontology” - fruitfulness, efficiency and simplicity - directly
reflect Lewis’ pragmatic criteria of comprehensiveness, simplicity and
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serviceability in the control of nature put forth already in 1926 (Lewis 1926, p.
257.) Furthermore, Lewis has the entire arsenal of argumentation of MWO,
AKYV and the papers cited in this work to further elaborate what a pragmatic
commitment to a conceptual scheme or linguistic framework means and how
our practices affect our conceptual schemes. While Carnap has been held as the
primary advocate of the pragmatic a priori by many, he certainly offers very
little argumentation to support the pragmaticity of it.

While Carnap did provide a similar position to that of Lewis’, and while
that position caught on far better than Lewis’, it is untenable from both the
point of view of GWQ, as well as the pragmatist point of view. Carnap’s
position presents a framework-dependent notion of analyticity and
consequently apriority in the Leibnizian-Fregean line of philosophy: the
notions are ultimately linguistic. Lewis’ position, in turn, reflects the pragmatic
a priori in the Kantian-Jamesian line of philosophy: analyticity and apriority
are pragmatic notions that pertain to our practices of making sense of the
world. The debate between these two philosophical traditions can hardly be
settled here. Suffice to say, the argumentation in the present work will
hopefully lend some further support to the viability of the Lewisian position.

3.4.2 Direct Criticism of Lewis” Conception of A Priori Knowledge

There have been scarce few direct criticisms written on Lewis' position on a
priori knowledge. Most notable is the almost complete absence of Lewis from
the contemporary a priori discussion. For example, the seminal contemporary
works on a priori knowledge, Casullo’s A Priori Knowledge (Casullo 1999) and A
Priori Justification (Casullo 2003) make no mention of Lewis at all. This is the
case also with the entries on a priori knowledge in The Blackwell Guide to
Epistemology (Bealer 1999b), The Oxford Handbook of Epistemology (Casullo 2002),
The Oxford Handbook of Contemporary Philosophy (Peacocke 2005), Stanford
Encyclopedia of Philosophy (Russell 2007) and Epistemology: An Anthology (Casullo
2008 & Bealer 2008). In another important round-up of the a priori discussion,
Boghossian’s and Peacocke’s New Essays on the A Priori (Boghossian & Peacocke
2000), Lewis is mentioned only in passing.

Finally, while Laurence BonJour’s paper, “In Defense of the A
Priori” (BonJour 2005) in Contemporary Debates in Epistemology makes no direct
mention of Lewis, he does raise an argument against what he calls the moderate
empiricist view. He has elsewhere argued that Lewis was the main proponent
of this view (BonJour 1998, p. 38 ff.). Indeed, practically the only notable critical
analysis of Lewis’ conception of a priori knowledge in the contemporary
discussion is the critique by BonJour in his In Defense of Pure Reason (1998). This
criticism will be addressed below.

In addition to the prominence of Carnap in regards to framework-reflexive
notion of analyticity, there are at least three reasons for the absence of Lewis’
position in the a priori discussion. First of all, and most notably, Lewis' theory
had only started to take off when it hit the brick wall of GWQ. As was seen
above, Lewis was strongly committed to both the analytic-synthetic cut as well
as the coincidence of analytic truths and a priori knowledge. Lewis operated,
however, in the very same philosophical space that was soon occupied by
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Goodman, White and Quine both intellectually and geographically. His
philosophy was a part of the Harvard pragmatic continuum, and with the
onslaught of GWQ, it seemed that his position, with its heavy reliance on
analyticity, was no longer interesting enough to warrant further study.

In his critical paper on Lewis” philosophy, Joel Isaac (2006) argues that
Lewis” philosophy fails entirely in light of GWQ. Lewis did voice his concerns
regarding the viability of the analytic-synthetic distinction: “the whole body of
my philosophic conceptions [...] depends on the validity of this distinction; and
if that plank is pulled out from under me, the whole structure will come
tumbling down” (Lewis 1968b, p. 659). Murphey (2006, p. 72), however, notes
that the concerns Lewis voiced here target the trend evident in Quine and
others towards extensionalism; for Lewis, the notion of analyticity depended on
intensional relationships, and was thus safe-guarded against Quine’s attack.
Furthermore, when analysis is construed as pragmatic heuristic activity, as was
argued above in chapter 2.3, Lewis” analytic framework can be reinstated, thus
offering an avenue of inquiry to vindicate Lewis’” position with respect to GWQ.

The second reason is that Lewis' philosophy was loaded with notions that
are much easier and much more lucrative to criticize. Many of the most notable
critics of Lewis latched on his notion of the given, ignoring his position on a
priori knowledge. The given element in Lewis” philosophy has been criticized
by many philosophers, for example Tomas (1951), Firth (1968), Haack (1993),
BonJour (2004), and most notably by Sellars (1963).

The third reason is that it appears that those few critics that have taken
their time to address Lewis' a priori directly seem to have not considered
properly the more radical notions in Lewis' position arising from his pragmatic
commitments. Assessments by pragmatist reviewers, such as Rosenthal
(1976) and Murphey (2005) have, in general, been favorable to Lewis.
Philosophers committed to more positivistic or rationalistic positions, however,
such as Collins (1948), Ducasse (1948) or BonJour (1998), have arguably failed to
construe properly Lewis” repositioning of the notion of a priori knowledge as
knowledge that targets our conceptual commitments.'” In particular, the
dynamic nature of concepts and the pragmatic nature of the choice of
conceptual schemes appears to have been given little or no scrutiny at all by
Lewis' critics."

1% Collins attempts to do away with Lewis’ conception of the a priori by questioning the

way Lewis has struck the division of analytic and empirical truths. Ducasse, in turn,
studies Lewis” conception of meaning from a heavily extensional point of view which, as
was argued above, is not compatible with Lewis” semantics to begin with. BonJour lumps
Lewis together with logical positivists such as Ayer, thus ignoring his pragmatist
heritage.

Lewis” conception of the a priori is also addressed, albeit superficially, in several of the
reviews of his epistemological monographs, in particular in the reviews given by Schiller
(1930), Baylis (1930), Cunningham (1930) and Miller (1931) for Mind and the World Order
and Baylis (1947), Henle (1948), Stace (1948), Robson (1948) and Hempel (1948) for An
Analysis of Knowledge and Valuation. Many of the reviews are rather favorable to Lewis,
and almost all acknowledge the value of Lewis” systematic analyses. Out of the more
critical ones, it may be argued that Miller does not quite grasp the details of Lewis’
system, treating it as a kind of a correspondence theory, which is, of course, out of the
question for Lewis, owing to his commitment to pragmatism (see also Murphey 2005, p.
171). Schiller’s analysis raises issues concerning Lewis’ logical foundations, but ends in

101



128

Asher Moore (1968) offers one of the few thorough critical analyses of
Lewis” notion of the a priori. Moore addresses several features of Lewis’
position. He begins with distinguishing the content of and evidence for a priori
knowledge. He then studies Lewis” notion of analyticity in detail. Moore also
presents critique of Lewis’ notion of intensional meaning, ending his paper with
an emphatic dissent with Lewis’ position. It may, however, be argued, that
Moore’s critique is somewhat superficial, and ignores in particular the more
innovative features of Lewis’ theory.

Moore first distinguishes between the questions of the content of a priori
knowledge and the evidence for a priori knowledge. The content of a priori
knowledge concerns those truths that are knowable a priori. The evidence of a
priori knowledge concerns how we can come to know those truths a priori.
(Moore 1968, pp. 156-157.) Moore argues correctly that Lewis” position is that
the evidence for an priori proposition consists in introspectively understanding
the relationship between ideas (ibid., p. 158). This position is in Moore’s views
warranted in particular owing to the long Berkeleyan-Kantian-Absolute
Idealistic-Pragmatistic tradition leading to it (ibid., p. 167).

Moore then turns to scrutinize the notion of analyticity in greater detail.
He enumerates four answers to the question of what analytic statements are:

1) The realist answer, that analytic statements are about realities;

2) The conceptualist answer that they are about ideas;

3) The nominalist answer that they are about language; and

4) The positivist answer that they are semantically void and therefore not
about anything. (Moore 1968, p. 168.)

Here Moore argues that Lewis oscillates between the positions 2) and 4), and
that he should rather commit to strict conceptualism. He argues that those
Lewis” statements that support the interpretation of Lewis as belonging to the
class 4) should be discounted. (Moore 1968, p. 168.) This is, however, a mistake
on Moore’s part. Lewis is not a pure conceptualist. His position on analyticity
does, indeed, incorporate elements of 4).

Here is a typical pivotal point where the consequences of Lewis’
repositioning of a priori knowledge become evident. He is a conceptualist in the
sense that a priori knowledge concerns ideas, or concepts. But he also shares the
positivistic notion that a priori knowledge, and more particularly, analytic
truths that are knowable a priori, are semantically void. Lewis says, “in one
sense all analytic statements ‘say the same thing’ and ‘say nothing’, in another
sense (that of their analytic meaning) they say different things, and what they
say is significantly factual.” (Lewis 1946, p. 87.)

The intension of an analytic statement is zero: it applies to everything
thinkable. This is, however, the case only of the analytic statement as a whole,
or as Lewis puts it, holophrastically. (Ibid.) According to Lewis, the meaning of a
statement can be construed in two ways. First is the meaning of the statement as
a whole. This is the holophrastic meaning of the statement. The second is the

conciliatory tones. Stace, in turn, acknowledges his bafflement in the face of Lewis’
systematizations, and admits that he may simply not understand the theses presented in
the AKV.
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meaning of the statement as analyzed into its constituents. This is the analytic
meaning of the statement. As was argued above, in chapter 3.1.3, the analyticity
of a statement arises from the intensions of its constituents and its syntactic
structure. If a statement is such that the intensions of its constituents and its
syntactic structure yield a statement that is true of everything thinkable, it is
analytic, and therefore intensionally void.

However, the constituents of such a statement - its analytic meaning - do
not have zero or universal intension. While “all bachelors are unmarried” and
“all cats are animals” have zero intension holophrastically, it is obvious that the
intension of ‘bachelor’ and the intension of ‘cat’ differ from one another. The
reason the holophrastic intension of the statements is void is that the predicate
‘“unmarried’ is intensionally contained in the term ‘bachelor’, and the predicate
‘animal’ in the term ‘cat’. Both statements apply to everything thinkable. But
their constituents differ intensionally, and therefore denote different objects in
different circumstances.

When construed in terms of analytic meaning, Lewis’ position is that a
priori knowledge concerns concepts, such as ‘cat’ or ‘bachelor’. When construed
in terms of holophrastic meaning, Lewis’ position is that a priori knowledge
concerns statements that are intensionally void and denote every possible
world and therefore make no factual claims as to how the world should be
configured. There is no particular way the world must be in order for “all cats
are animals” to be true. The classification would be true even if no cats existed.
Therefore, one should by no means strike out the statements where Lewis
defends 4). By repositioning his notion of a priori knowledge, Lewis
incorporates and integrates elements from both 2) and 4) into a position that
could be characterized as the fifth answer to the notion of analyticity:

5) The pragmatic answer that analytic statements are about such
relationships of concepts that are legislative to our classification of
experience.

Moore then turns to analyze Lewis’ notion of intensional meaning. He argues
strongly against Lewis” idea of intensional meaning on the grounds that there
can be no such ideas that were implicit, or non-conscious (Moore 1968, p. 190).
Moore argues that “in the end I just cannot swallow the notion that my ideas
may have parts of which I am unconscious” (ibid., p. 194). This is reminiscent
also of White’s (1950) notion of the vagueness of those passages where Lewis
appeals to imagination.

Addressing this notion would require entering into a long and convoluted
discussion concerning the nature of the human mind. For its slightly tangential
nature to the present endeavor, this discussion will be omitted here. Suffice to
say, while Lewis” application to imagination and implicit ideas is criticizable in
this manner, it does also offer us a powerful account of analytic truth and the
relationship of analyticity and apriority, as was argued above in chapter 3.1.
Owing to the value of this contribution, application to imagination and implicit
ideas should not be discarded simply because these notions warrant further
study and clarification.
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While Moore’s analysis does raise interesting questions concerning Lewis’
position, its biggest problem is that instead of studying Lewis’ theory as a
whole, Moore has simply chosen individual notions entertained by Lewis and
contrasted them with positions of Hume, Berkeley and Kant, without regard for
the way Lewis has developed and repositioned these positions. As Lewis noted
in his reply to Moore’s criticism, “Moore does not concern himself with my
foundations, but with certain items of the structure I have built on
them.” (Lewis 1968b, p. 660).

While there are not many direct criticisms of Lewis” position on a priori
knowledge, critical accounts can be constructed both with respect to the
contemporary a priori discussion, as well as by observing the central aspects of
Lewis’ theory in the light of more recent philosophical findings. I shall now
turn to these critical positions for the remainder of the present chapter.

3.4.3 Counter-arguments from Epistemic Positions

To follow Casullo’s (2003) taxonomy presented in the introduction, the
Lewisian position falls under the category of non-epistemic positions. A priori
knowledge is justified by intensional analysis, which is a type of semantic
analysis. Consequently, a priori knowledge is expressed in exclusively analytic
statements: statements whose truth may be settled solely in terms of analysis.
Therefore, analyticity and apriority coincide for pragmatic a priori knowledge.

Owing to the non-epistemic nature of Lewis” position, it is vulnerable to
critique from such epistemic positions that apply to a particular epistemic
source of a priori justification, such as rational insight or intuition, as well as
epistemic positions drawing from a strength or a defeasibility condition. While
it was pointed out in chapter 1.1.1 that the Cartesian epistemic position
encounters problems with its assumption of infallibility, fallibilistic epistemic
apriorism can still present a credible case for a priori knowledge. It is in
particular such advocates of fallibilistic epistemic apriorism as Laurence
BonJour (1985, 1998) and George Bealer (1998, 1999a, 1999b) that could raise an
objection on the grounds of the source of a priori justification.

Above, it was argued that a priori knowledge receives its justification
from semantic analysis performed in a consistent analytic framework. It was
suggested that one very powerful framework for such purposes is presented in
Lewis” intensional semantics. An epistemic apriorist might raise at least three
different critiques here. First, the epistemist could argue, as BonJour (1998, p. 38
ff.) does, that in fact a position relying on the process of analysis still requires as
an ultimate justification something akin to rational insight. Secondly, the
epistemist might argue that while intensional analysis is, on the grounds of
(AP) a sufficient condition for a priori knowledge, it is not a necessary one. Of
course, there might be other ways of satisfactorily justifying knowledge non-
experientially, such as rational insight. And thirdly, she might argue that the
position presented here does not take issues of defeasibility sufficiently well
into account.

As what comes to the first argument, it could be argued that while we
may arrive at logical truths by analysis, the justification of logic itself requires
rational insight. BonJour points out:
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merely listing the elements that would have to be grasped in order to understand the
proposition provides no insight into how the proposition is known on the basis of
those elements. Lewis seems to be saying merely that once those elements are
understood, one can just see or grasp intuitively that the relation [in the AAA
syllogism] is transitive, a view that is, of course, entirely indiscernible from that of
the rationalist. (BonJour 1998, p. 39.)

It appears that the justification of logical truth can only rely on intuition.
However, as was argued above, in chapter 3.1.4, also logical truth can be shown
to arise from the relationships of the sense meanings of logical constants and
connectives, and the syntactic structure of the logical proposition. Once we
come to understand the application of the constants and connectives by
intensional analysis, we may resolve the truth of a logical proposition without
needing to recourse to rational insight.

BonJour might object to this argument, owing to his construal of Lewis’
conception of sense meaning. He argues that sense meaning, as an “experiment
in imagination” offers no sufficient grounds for many cases of a priori
knowledge (BonJour 1998, p. 48). BonJour, however, fails to construe sense
meaning as anticipatory to experience in the sense specified above in chapters
3.1.2 and 3.2.3 ff. Once concepts are construed as anticipatory schemata, and a
priori knowledge construed as knowledge concerning concepts and their
relationships, it may be argued that even logical propositions can be analyzed
in terms of such schemata, as was argued in chapter 3.1.4. Therefore, intensional
analysis functions as a sufficient justifier of a priori knowledge.

While intensional analysis may be a sufficient justifier for a priori
knowledge, it is, however, by no means a necessary one. There may be other a
priori justifiers, such as rational insight or intuition. This argument, while
sound, may be criticized on the grounds of the haziness of the concept of
intuition itself. Granted, other ways to justify a priori knowledge may exist in
addition to intensional analysis. But the determination of what exactly qualifies
as intuition is a very difficult endeavor. Despite in-depth scrutiny by e.g. Bealer
(1999a), the notion of “intuition’ is arguably far from systematically determined.
Whether or not intuition qualifies as an independent faculty that may provide a
priori justification, it could thus be argued that a more systematic and explicit
account of this faculty is needed.

It could also be argued that the notion of intuition can be elucidated by
introducing Lewisian concepts. It can be argued that intuitive inference is, in
fact, based on the implicit sense meanings employed by a person.
Understanding, for example, intuitively the apriority of a mathematical proof
would require the possession of the mathematical concepts utilized, that is to
say the possession of the implicit sense meanings of the mathematical terms
employed. The intuitive understanding of apriority would, therefore, be based
on the implicit understanding of the intensional relationships that obtain
between the terms employed.

The third possible objection concerns defeasibility. Since conceptual
schemes are subject to evolution, it seems that a priori knowledge is defeasible,
even by experience. Owing to the fallibilistic nature of Lewis  position,
defeaters of a priori knowledge must be allowed. There are, however, at least
two promising avenues of inquiry one might pursue with respect to defeaters in
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the context of the present position. First of all, intensional analysis lends a very
strong degree of justification to a belief. If we can show by analysis that the
truth of a statement depends solely on our commitment to the meanings of the
terms used in it, such an analysis is in itself a very strong justifier for the belief
expressed in such a statement. Any defeater of a belief thus justified should be
of an equal or greater strength.

The second avenue of inquiry would require a repositioning of the notion
of defeasibility. This position draws its strength from the notion of provisional
universality of a priori knowledge defended above: the notion that a priori
knowledge is indefeasible with respect to the conceptual scheme in which it
holds. Once an intensional analysis justifies a belief, we know the truth of that
belief no matter what, insofar as we keep to the conceptual scheme in which
that belief holds true.

However, as was argued in chapters 3.1.5., 3.2.5, 3.3.2 and 3.34,
recalcitrant experience presents us always with a choice of conceptual
principles. Therefore, experience may function as a defeater of a priori
knowledge in case it causes us to relinquish a conceptual principle in favor of
another. This type of defeasibility does not, however, affect a priori knowledge
in the more traditional epistemological sense: it is not the justification of the
belief in question that is defeated. Rather, a strong defeater could function as an
instigator of a change of conceptual schemes. An a priori justified belief could
be defeated because the conceptual principles that it targeted would no longer
be considered applicable. However, the old item of a priori knowledge would
still hold reflexively to the abandoned conceptual scheme. A belief that was
justified in terms of the old conceptual scheme is still justified in terms of it.

3.4.4 Non-epistemic Positions

In Casullo’s taxonomy, Lewis’ position belongs with the non-epistemic
positions. It belongs more particularly with such positions that argue in favor of
the coextensivity of analyticity, necessity and apriority. The coextensivity of
analyticity and apriority would certainly receive criticism from Kantian
apriorists. A Kantian philosopher would object to the dismissal of the synthetic
a priori.

A Kantian apriorist could argue that there are fundamental differences
between classically analytic statements, such as “all bachelors are unmarried”
and such allegedly synthetic a priori statements as “a patch cannot be red and
green all over,” as well as the truths of mathematics. The Kantian would argue
that the latter are not merely explicative, but rather augment synthetically our
knowledge. (Kant 1998, p. B10 ff.) Prima facie such an argument seems, indeed,
credible. After all, it does appear to be the case that Perelman’s proof of the
Poincaré conjecture, for example, has not just explicated something, but
augmented what we now know about mathematics as well.

Within the scope of Lewis’ intensional semantics, it can, however, be
demonstrated, as was done in chapter 3.1.6, that such allegedly synthetic a
priori statements as “a patch cannot be red and green all over” are knowable a
priori precisely because of the intensional structure of ‘red” and ‘green’.
Therefore such statements are actually analytic and explicative as construed in
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terms of intensional semantics. As concerns mathematics, it can be argued that
the truths of mathematics can be shown to consist of similar intensional
containment relations as other more clearly analytic a priori knowable truths.

With Lewis’ concept of the sense meaning, the intensional relationships at
even the most fundamental conceptual level can be rendered explicit by
conceptual analysis. Within the scope of the intensional framework introduced
above, it may be therefore argued that the truths of mathematics are analytic in
the sense that their truth can be determined in terms of intensional analysis.
Their apparent synthetic nature, in turn, arises from the fact that many a priori
knowable relations of conceptual principles are so deeply embedded in our
practices that their explication is a tremendously difficult task, as was argued in
chapter 3.3.1.

It should, however, be noted that in order to steer clear from GWQ, we
must allow the existence of several analytic frameworks within which semantic
and conceptual analysis may be expediently carried out. Lewis’ intensional
semantics is simply one of many possible viable ones. The Kantian position
involves ultimately a quite different analytic framework than that of Lewis’. To
this end, the Kantian position cannot be overturned within the scope of the
present work. At best, it can be argued that synthetic a priori knowledge fails
within the scope of Lewis’” intensional framework, whereas it remains essential
to the scope of Kant’s transcendental framework.'”” To make headway with this
question, a detailed comparison of the benefits and drawbacks of the Kantian
and Lewisian analytic frameworks would be in order. To this end, it should be
noted that Lewis’ framework does have some advantages compared to the
Kantian one. Firstly, Lewis” intensional semantics provides a lucid account of
predicate containment. Secondly, Lewis’ position does not assume the
infallibility of the categories of the interpretation of experience, which is a
problematic notion as was argued in chapter 1.1.3.

It may also be argued that Lewis’ theory contains traces of the Fregean
idea that mathematical truths could be reduced to logical truths.'” The present
position may therefore be vulnerable to some of the criticism leveled against
logicism."™ Lewis’ position does not, however, entail the reduction of
mathematical truths to logical truths. In Lewis” framework, logical truths are
more fundamental than mathematical truths: the principles of logic apply to
mathematics, but not vice versa. Therefore, mathematics cannot be reduced to
logic: mathematics is intensionally subject to logic. In terms of anticipatory
schemata, mathematical truths can be construed to concern operations on units,
and ultimately schematic iterations. Logical truths, in turn, can be construed to

12 Sellars (1956), for example, argues that if we adhere to Lewis’ interpretations of ‘a priori’

and ‘synthetic’, synthetic a priori knowledge is a logical impossibility.

108 See Frege (1950).

10 It has, for example, often been argued that Godel’s incompleteness theorems can be used
to demonstrate the implausibility of logicism (Godel 1931). Godel demonstrated that in a
consistent formal system, not all theorems are derivable. It can be argued that Godel’s
first incompleteness theorem shows that the theorems of elementary arithmetic cannot be
derived in any formal logical system. In other words, there will always be statements
about natural numbers that are true but that cannot be proven in the system. (See e.g.
Hellman 1981.)
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concern operations on concepts themselves, iterations included, as was shown
in chapter 3.1.4.

What the exact intensional relationships between the truths of
mathematics and the truths of logic are, remains an open question and therefore
open to criticism. Addressing the questions concerning the nature of logic and
mathematics and their relationships is, however, a gigantic philosophical
endeavor, which cannot be pursued within the scope of the present work.
Whether the philosophy of mathematics can benefit from intensional analysis
would demand further research on these topics.

3.4.5 Post-linguistic-turn Positions

Issues raised by post-linguistic-turn philosophers such as the later Ludwig
Wittgenstein pose serious problems to Lewis’ position. In Lewis” position
concepts, while changing through time and personal evolution, are still
attributed a Platonic nature that is unacceptable to a post-linguistic-turn
philosopher.

For Lewis, as for the great majority of philosophers preceding him,
meanings are fixed. Lewis writes, for example, as follows:

We may, thus, entertain and utilize certain meanings or we may disregard them.
Most of the precise meanings which could be thought of, never will be thought of or
expressed just as the finite numbers which no one will ever make use of exceed those
which will be used in counting. (Lewis 1946, p. 110.)

Lewis (1946, p. 110) even likens meanings to entities living in Plato’s heaven.
The meaning of a term is what it is, and if there is a discrepancy between
meanings, this is simply a case of using the same terms to signify different
meanings, as is the case with homonyms. Recourse to such fixed meanings has,
however, proved problematic.

While Lewis” position may be constructed as an abstract analytic
framework, it is nonetheless vulnerable to arguments from the vagueness of
natural language. In particular, Lewis’ position is vulnerable to Wittgenstein's
argument of family resemblance and its successors. According to Wittgenstein,
two meanings might not resemble one another at all, apart from belonging to a
“family” of similar meanings. (Wittgenstein 2001, p. 27 ff.)

Drawing from Wittgenstein, Eleanor Rosch demonstrated empirically that
there are, indeed, minute variations both as to which entities are included in a
class by a person, as well as variance from one person and culture to another.
The empirical studies conducted by e.g. Rosch, Mervis and Lakoff that led to
the conception of the prototype theory of concepts have provided grounds for a
strong claim that natural language is thoroughly vague. The vagueness of
natural language gives rise to a strong criticism of there being such distinct
anticipatory schemata that would be shareable across a society as was argued
above.

On the grounds of the work of Wittgenstein, Rosch and Lakoff, there is an
indefinite variance of meanings from one culture to another, from one
language-user to another, even in the use of one individual from one day to
another. Attributing this variance to a shift from one meaning to another would
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populate the world with such a myriad crowd of almost alike meanings that
there would be no beginning of making sense of it. Furthermore, justifying why
two almost alike, but not identical, meanings facilitate communication becomes
difficult.

While Lewis’ position does not offer a way out of the problem of
vagueness, its usefulness may still be defended. It was argued in the first part of
the present treatise that language should, indeed, be treated as vague in the
sense that no such rigid distinctions can be made as are demanded from an
analytic framework, barring abstractions or idealizations. An analytic
framework, intensional semantics included, must, however, be construed
rigidly enough for it to be useful. It should be asked what amount of detail we
should include in an analytic framework so that it still remained useful for our
philosophical purposes. Where is the line drawn where analytic distinctions
become so myriad as to murk the intellectual clarity provided by the
framework? It is a valid question whether the Lewisian analytic framework
would actually benefit from an augmented level of detail, or whether
introducing vagueness would render it so enormously complex that it would
lose its heuristic value. It may, therefore, be argued that utilizing strictly
dichotomous criteria as a way of abstracting regularities that obtain in the object
of study can be defended.

Finally, if more finely cut distinctions are needed in the intensional
framework, the framework may perhaps be developed to further account for
the findings of Wittgenstein and Rosch. If distinctly dichotomous criteria cannot
be established for concepts on the grounds of Rosch’s and others’ findings, the
notion of intensional criteria could perhaps be salvaged by introducing fuzzy
criteria.

The prototype theory has been often modeled using the fuzzy set theory of
Lotfi A. Zadeh (1965). Also the intensional criteria that guide our attention in
experience can be construed as fuzzy in a similar fashion. That is to say, the
intensions can be construed as fuzzy so that some criteria would be more
central for the application of a term than others. For instance, animalhood is
more critical to cathood, than, say, furriness. Nonetheless, both animalhood and
furriness are criteria on grounds of which we normally identify cats. By
distributing variable weights to different intensional criteria, fuzzy set theory
could be employed in analyzing a term intensionally in greater detail. Further
development of intensional semantics is demanded to establish whether such
avenue of inquiry could in fact yield satisfactory results.

3.4.6 Anti-Descriptivism

The position on a priori knowledge defended above is based on Lewis’
epistemology which is in turn driven by his intensional semantics. Lewis’
semantics can be construed as a variant of classical descriptivism. In classical
descriptivism, the sense of ‘cat’ was construed as ‘feline animal’. In Lewis’
intensional semantics, meanings are construed in a similar fashion: the
intension of ‘cat’ is the conjunction of such terms as ‘feline’, “animal’, and so
forth.'®

105 For accounts of classical descriptivism, see e.g. Frege (1892) and Russell (1905).
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Around 1970’s there surfaced, however, a very influential movement
against classical descriptivism, whose culminating arguments pose problems
also to Lewis’ semantics, and consequently to the pragmatic a priori. The new
theory of meaning, often referred to as the causal theory of meaning and
advocated most prominently by Saul Kripke (1980), demonstrated that classical
descriptivism was riddled with problems.'®

The most famous arguments against descriptivism are the three
arguments presented by Kripke in his seminal Naming and Necessity. These are
the argument from ignorance, the argument from mistaken identity and the
modal argument. (Kripke 1980, p. 71 ff.) Classical descriptivism held that the
meaning of a term is the unique description associated with it. For example, the
meaning of ‘Richard Feynman’ could be “the physicist who developed the
Feynman diagrams”. According to Kripke, such a definition of meaning is
insufficient. He proceeds to demonstrate why this is the case.

Krikpe’s argument from ignorance states that a person may truthfully use
such a term as ‘Richard Feynman’ to refer to the famous physicist, even if that
person did not have any idea as to who Richard Feynman was. The argument
from mistaken identity, in turn, refers to such cases where a person associates a
faulty description to a name, such as in the case “Albert Einstein invented the
atomic bomb.” In such a case, the person still actually refers to Albert Einstein,
even while the description she entertains is at fault. And the modal argument
concerns the fact that such criteria as “the philosopher who taught Alexander”
cannot be an a priori knowable criterion on the grounds of which the reference
of such a term as “Aristotle” is defined: it could conceivably have been that
Aristotle never taught Alexander.

The debate between the advocates of some form of descriptivism, such as
John Searle (1967) and Frank Jackson (1998) and the causal theorists is far from
settled, and I cannot address these issues in detail here. There is, however, an
avenue of inquiry that may be pursued to establish whether Lewis’ semantics
and his position on a priori knowledge survives the arguments grounded on
the causal theory.

The evolutive nature of the intension could in fact be argued to show
compatibility between intensional semantics and the causal theory. The causal
theory is based on the idea that a name refers by a causal connection to its
object. Instead of being dependent on intensional or definite descriptions, terms
refer causally on the grounds of an initial contact with the object being denoted.
A causal chain to the initial contact - initial “baptism”, as Kripke calls it - then
explains how terms denote.

The subjective evolution of intensions, as explained in chapter 3.2.5, can,
however, be construed as a causal evolution, originating from the initial
baptism. When coming to terms with an object for the first time, a person
apprehends some such criteria on the grounds of which she will subsequently
identify that object. As the object is studied further, and as the criteria are
shared socially, the intension diversifies and evolves, but remains all the while
causally connected to the original source of naming. Thus Lewis’
systematization of the intension can be utilized to open up a fruitful avenue of

100 The causal theory is also supported by e.g. Keith Donnellan (1970) and Hilary Putnam
(1975).
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inquiry to further develop the causal theory of meaning by explicating the
causal relationship of a term to its object by intensional evolution.

3.4.7 Summary

While Lewis” account of a priori knowledge presents us with a powerful
position that sheds light to many aspects of this type of knowledge, it is far
from free of problems. Some of its problems ensue from its strong commitment
to the analyticity of a priori knowledge. Others arise simply because the issues
concerned were not yet raised before or during Lewis’ time.

It is important to note that while Carnap has been customarily thought of
as the primary advocate of framework-dependent notion of analyticity and
consequently apriority in the literature of analytic philosophy, Lewis” position
has some significant advantages over Carnap’s more positivistically inclined
position. Lewis” position stands stronger against GWQ owing to it’s more
pragmatic and holistic commitments. His position is also less vulnerable against
the dictionary regress argument that can be leveled against Carnap owing to his
strong linguistic commitment. And finally, unlike Carnap, Lewis offers a
detailed account of the criteria of choice of conceptual scheme in many of his
works.

Lewis’ position has not received substantial direct criticism. This is mainly
due to its being shadowed ultimately by GWQ and philosophical developments
that arose from that argument. Those few direct critiques that exist have
arguably not considered thoroughly enough the extent to which Lewis
repositioned the notion of a priori knowledge. Picking individual statements
and arguments with no respect to Lewis” philosophical system leads to weak
criticism of his position.

With respect to the contemporary discussion on a priori knowledge, the
position defended here may receive criticism from other apriorists. Epistemic
apriorists may also claim that a priori knowledge requires some ultimate
epistemic justification such as rational insight. It was, however, argued, that
intensional analysis functions as a sufficient justifier of a priori knowledge.
Epistemic apriorists may rightly hold that intensional analysis is not necessarily
an exclusive a priori justifier. While this may be the case, further clarification of
the notion of intuition provided by the epistemists as the grounds of a priori
justification is in order. Also, it should be noted that Lewis” position offers some
promising avenues of inquiry to study with respect to the alleged intuitive
justification.

Finally, an epistemic apriorist might raise issues concerning defeasibility.
This argument could be addressed in at least two ways. First, the Lewisian
could apply to the strength of intensional analysis as a justifier. And secondly, it
might be argued that in a sense, a priori knowledge is indefeasible with respect
to a particular conceptual scheme. An epistemic defeater could cause change of
conceptual scheme but not defeat a priori knowledge with respect to the
conceptual scheme within which it holds.

Non-epistemic apriorists may criticize Lewis” position of its refutation of
the synthetic a priori. Lewis offers a quite strong argument in favor of the
refutation. Nonetheless, the argument is sound only in the present analytic
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framework. In a Kantian framework, for example, synthetic a priori still holds.
Therefore, the question of the synthetic a priori is ultimately a question of a
choice of analytic framework. Lewis’ position may also attract accusations of
logicism. This criticism, however, collapses because Lewis’ position is not, in
fact, committed to the reduction of mathematical truth to logical truth.
Mathematical truth is intensionally subject to logical truth, but not reducible to
it.

The findings concerning the vagueness of natural language also pose
problems to Lewis’ insistence that meaning is fixed. It may, however, be
defended that Lewis” framework may be assumed as an abstractive framework,
where the rigor that arises from fixed meanings serves a heuristic purpose.
There are also potential avenues of inquiry that may be followed in order to
develop Lewis” semantics further in the light of the findings of the advocates of
the vagueness of natural language.

Owing to its strong foundation in semantics, Lewis’ position is also
vulnerable to findings in semantics of the latter half of the 20th century. The
causal theory of meaning poses problems to Lewisian semantics just like it does
to classical descriptivism. A degree of compatibility may, however, be
establishable by applying to the evolution of concepts as an explication of the
causal progression involved in the causal theory.

Lewis’ position provides us with a powerful framework in terms of which
we may determine which beliefs we can justify independently of experience
and which require experiential justification. Lewis” intensional semantics is an
analytic framework that can be used to abstract certain regularities that obtain
in natural language. As a model of natural language, it abstracts and simplifies
from the complexities of natural language. In rendering explicit the pragmatic
nature of our conceptual commitments and in giving us insight concerning the
relationship of conceptual principles and a priori knowledge, commitment to
Lewis” position yields productive results and opens up promising avenues of
further inquiry.

3.5 Concluding Remarks

The Goodman-White-Quine argument left us in the position where, in order to
salvage the notion of a priori knowledge, it had to be construed as an
abstraction that brings to light some such properties of the conditions of
knowledge that are generic, if not universal. It was subsequently argued that in
this light, a strong case for a priori knowledge could be built by drawing from
C.I. Lewis’ philosophy.

It was also argued that a priori knowledge can be justified by semantic
analysis. To this end, Lewis produces a powerful and detailed account of
meaning and analyticity that relies on his notion of intensionality. The
analyticity of statements is determined on the grounds of the intensions of their
component terms and their syntactic relations. By coming to understand that an
attribution made in an analytic statement only explicates the intensional
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structure of the terms used in it, we may determine that such a statement holds
come what may. Analyticity, therefore, coincides with apriority.

Owing to its analytic nature, a priori knowledge concerns conceptual
principles. A concept is what a term names: it is, in other words, the meaning of
the term. A concept is a disposition or habit that allows us to differentiate and
classify experience by guiding our attention to what is given in experience.
Concepts form conceptual principles. Conceptual principles are either simple
concepts or complex conceptual patterns. All together, the conceptual principles
entertained form a conceptual scheme: an interdependent network of
conceptual principles that guides our attention to what we experience.

Conceptual schemes are plastic in the sense that there is no one privileged
God’s Eye View to the world. Rather, many perspectives function well in our
pursuits. Conceptual schemes also evolve as a person learns to interrogate her
experience more efficiently, and as a society makes conceptual breakthroughs,
such as scientific revolutions. The latter causes the reconfiguration of the
conceptual scheme on the grounds of the findings.

There are two reasons why a priori knowledge concerns conceptual
schemes. First of all, conceptual principles may be rendered explicit by
intensional analysis which is a non-experiential activity. By analyzing our
conceptual principles we render explicit our practices and conventions of
classification which we will not forgo in the face of any experience. Secondly,
we can only know a priori that which we ourselves bring to experience.
Knowledge of what is given in experience requires always experiential
corroboration and is therefore knowable only a posteriori. Therefore a priori
knowledge targets exclusively the ways we ourselves classify experience.

Conceptual principles are in a peculiar way both relative and universal.
They are relative on the grounds of their plasticity. But they are also universal
in the sense that once a given conceptual scheme is adopted, its categorial truths
hold come what may. The truths of each conceptual scheme are universal
reflexive to that scheme, just like the axioms of Euclidean geometry are
universal reflexively to Euclidean geometry.

The provisional universality of a priori knowable conceptual principles
also reflects the metaphysical structure of the world. This is because
commitment to given conceptual principles works. Therefore there must be
something that satisfies the principles, albeit aspectually and partially. Because
a priori knowledge holds in all possible worlds, and reflects the metaphysical
structure of the world, a priori knowledge is in a quite classical sense
metaphysically necessary.

Finally, the criteria for adopting a given conceptual scheme cannot be
based on its veridicality or consistency. The veridicality of a conceptual scheme
arises from itself: the conceptual principles function as the grounds of
interpreting what is true and what is false. And since there are several
consistent conceptual schemes, they cannot be pitted against one another on the
grounds of consistency. We adopt a conceptual scheme because it allows us to
expediently pursue our goals and purposes in the world. Therefore, the criteria
for adopting a conceptual scheme, and consequently the fundaments of what
can be known a priori, are ultimately pragmatic.
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Lewis’ account provides us with a systematic and elaborate
characterization of a priori knowledge. Lewis’ theory provides us with a concise
account of the nature and object of a priori knowledge that steers on the one
hand clear of the problem of the alleged infallibility of the classical positions,
and on the other presents a functional approach to explain the fact that we do
know the truth of many statements independently of experience. As such, the
Lewisian position is of significant philosophical value and should be included
as an important point of view in the contemporary discussion on a priori
knowledge.



4 CONCLUSION

In the beginning of the present work, I set out to address two questions. They
were:

1) Is there a priori knowledge?
2) If yes, then what is the nature and object of a priori knowledge?

The motivation for the present study arose from the fact that both the classical
positions on a priori knowledge as well as the contemporary positions derived
from them have met with problems that have called the entire notion of a priori
knowledge to doubt. The classical positions on a priori knowledge encountered
problems on the grounds of their assumed infallibility. These problems have
been addressed by many epistemically and non-epistemically oriented
apriorists with varying success. Even the contemporary positions face a
challenge, however, with the question of the viability of the notion of a priori
knowledge. Therefore it was suggested that the discussion could benefit from
repositioning.

The first step of the repositioning was to address the question of the
viability of a priori knowledge. This inquiry was pursued in the context of the
most prominent anti-apriorist argument of the 20" century, the argument
against analyticity of Goodman, White and Quine. It was acknowledged, that
the classical infallibilist positions became untenable by the latest in the context
of GWQ. However, this left us with a void to explain the apparent epistemic
difference in the justification of certain statements. It was subsequently argued
that while GWQ convincingly demonstrated that no classically rigid
dichotomies could be employed in the discussion on a priori knowledge, using
the analytic-synthetic and a priori - a posteriori distinctions as heuristic devices
to elucidate language use and epistemic practices, we could present a
philosophical account of the observed epistemic differences between statements
that seem to require experiential corroboration and statements that do not. By
employing such heuristics, the answer to the first question was affirmative:
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there are such statements whose truth can be known a priori, insofar as we can
demonstrate by semantic analysis or some such method that such statements’
truth requires no further experiential corroboration. In other words, there is
such a thing as a priori knowledge, and it concerns true beliefs that are justified
by semantic analysis carried out in a consistent analytic framework.

It was then argued that powerful tools for the repositioning required to
study the nature and object of a priori knowledge could be found in the
semantics and epistemology of the American pragmatist C.I. Lewis. It was
argued that Lewis’ intensional semantics provides us with a rigorous and
powerful analytic framework within which we can make sense of such arguably
vague notions connected to analyticity as predicate containment. In exploring
Lewis” intensional semantics, it was argued that Lewis” framework provides us
with the tools with which we may analyze statements to find out whether or
not their truth requires further empirical corroboration. Since intensional
analysis is a non-experiential activity, it suffices as a criterion for a priori
knowledge as defined in (AP) in chapter 1.3. A priori knowledge is, thus,
knowledge that is justified on grounds of intensional analysis. To paraphrase, a
priori knowledge concerns a belief that is justified by intensionally
demonstrating that a statement expressing the belief is true or false regardless
of empirical circumstances.

Having thus established a case for the analytic nature of a priori
knowledge, the next topic was the object of a priori knowledge. It was argued
that, following Kant, we can know prior to experience only that which we
ourselves bring to experience. Therefore, a priori knowledge concerns the
conceptual principles that we commit to in order to make sense of experience.
The object of a priori knowledge is the conceptual scheme in terms of which we
make sense of what we experience. More specifically, a priori knowledge
concerns the conceptual principles nested within a conceptual scheme.

It was argued that conceptual schemes evolve both individually and
socially. Therefore, particular a priori knowledge holds only with respect to the
presently employed conceptual scheme. Because the very criteria of veridicality
arise from the conceptual scheme itself, another criterion for choosing a
conceptual scheme, and thereby delimiting the scope of a priori knowledge,
was required. It was finally argued that criterion of choice of a conceptual
scheme is pragmatic. Such concepts survive evolution that work for our
purposes, and such that produce results at odds with our bents and needs get
weeded out. Because the criteria of the choice of conceptual scheme are
pragmatic, and because the a priori knowable truths are the conceptual
principles contained in a particular conceptual scheme, what can be known a
priori is ultimately based on our needs and desires. Therefore, the nature of a
priori knowledge is thoroughly pragmatic.

A priori knowledge concerns expectations, not observations. A priori
knowledge concerns conceptual principles that guide our attention in
experience, which can either be included in a conceptual scheme or discarded
thereof, depending on pragmatic criteria. Conceptual principles allow us to
anticipate future experience, to classify experience, and to share our experiences
with others. Our conceptual principles direct our attention to various facets of
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experience at the expense of others. This produces a position that is perspectival
or aspectual: the world can be viewed in various different ways.

Lewis” epistemology and semantics produce a graceful position on a priori
knowledge. The Lewisian account of a priori knowledge steers clear of the
problems evoked by the classical positions on a priori knowledge, which arise
from the assumption of the infallibility of a priori knowledge. Furthermore, it
offers us a powerful analytic tool to render explicit those conceptual structures
we are committed to. In so doing, we can explain many of the notions
pertaining to the special epistemic status of statements that are considered
knowable a priori. What we know a priori are the conceptual principles that
direct our attention in experience. What the mind introduces to experience
holds under all circumstances, for it is what we are committed to maintain, no
matter what.

The intention of the present work has not been to settle conclusively the
question of a priori knowledge. It has, rather, been to defend a pragmatic
approach to a priori knowledge, one that may first elucidate the nature of such
knowledge, and second offer further fruitful avenues of inquiry to pursue. I
wish, therefore, to conclude with a sentiment that I fully share with Lewis; one
that he expressed in his autobiography concerning the theses put forward in
his first epistemological monograph, Mind and the World Order. Lewis wrote:

I wish only that my discussion in the book had less the air of 'proving;' and more that
of simply calling attention to: I come to think that matters so fundamental are, just by
being thus fundamental, beyond the reach of anything appropriately to be regarded
as proof. (Lewis 1968b, p. 19.)

In this work, I have defended three theses. First: there is a priori knowledge.
Second: the object of a priori knowledge is the conceptual scheme. And third:
the nature of a priori knowledge is pragmatic. In defending these theses, I hope
to have succeeded, similarly to Lewis, in calling attention to some of the
peculiar features of that elusive concept central to so much of philosophy: a
priori knowledge.
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mute. - Moderni valtio-oppi ja nainen.
Mykkien ja kuurojen valinen keskustelu.

252 p. Tiivistelma 4 p. 1993.

MaTIKAINEN, TuULA, Ty6taitojenkehittyminen
erityisammattikouluvaiheen aikana. -
Development of working skills in special
vocational school. 205 p. Summary 4 p. 1994.
PHLAJARINNE, MARJA-LEENA, Nuoren sairastumi-
nen skitsofreeniseen hiirioon. Perheterapeut-
tinen tarkastelutapa. - The onset of
schizophrenic disorder at young age. Family
therapeutic study. 174 p. Summary 5 p. 1994.
KuusINeN, Kirsti-Lisa, Psyykkinen itseséétely
itsehoidon perustana. Itsehoito I-tyypin
diabetesta sairastavilla aikuisilla. - Self-care
based on self-regulation. Self-care in adult
type I diabetics. 260 p. Summary 17 p. 1994.
MENGISTU, LEGESSE GEBRESELLASSIE,
Psychological classification of students with
and without handicaps. A tests of Holland’s
theory in Ethiopia. 209 p. 1994.

LESKINEN, MARKKU (ED.), Family in focus. New
perspectives on early childhood special
education. 158 p. 1994.

LESKINEN, MARKKU, Parents’” causal attributions
and adjustment to their child’s disability. -
Vanhempien syytulkinnat ja sopeutuminen
lapsensa vammaisuuteen. 104 p. Tiivistelméa
1p.1994.

MartHies, AiLa-LEENA, Epévirallisen sektorin ja
hyvinvointivaltion suhteiden modernisoitu-
minen. - The informal sector and the welfare
state. Contemporary relationships. 63 p.
Summary 12 p. 1994.

ArrtoLa, HELENA, Tutkimustyon ohjaus ja
ohjaussuhteet tieteellisessd jatkokoulutuk-
sessa. - Mentoring in postgraduate education.
285 p. Summary 5 p. 1995.

LiNDEN, MIRjA, Muuttuva syovan kuva ja
kokeminen. Potilaiden ja ammattilaisten tul-
kintoja. - The changing image and experience
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123

124

of cancer. Accounts given by patients and
professionals. 234 p. Summary 5 p. 1995.
VALIMAA, Jussl, Higher education cultural
approach. - Korkeakoulututkimuksen
kulttuurindkokulma. 94 p. Yhteenveto 5 p.
1995.

Karrio, Katevl, Yhteisollisyys kasvatuksessa.
yhteistkasvatuksen teoreettinen analyysija
kéaytantoon soveltaminen. - The community as
an educator. Theoretical analysis and practice
of community education. 250 p. Summary 3 p.
1995.

HANNIKAINEN, MARITTA, Nukesta vauvaksi ja
lapsesta ladkariksi. Roolileikkiin siirtymisen
tarkastelua piagetilaisesta ja kulttuurihistori-
allisen toiminnan teorian ndkokulmasta. 73 p.
Summary 6 p.1995.

IkoNEN, Ova. Adaptiivinen opetus. Oppimis-
tutkimus harjaantumiskoulun opetussuunni-
telma- ja seurantajérjestelman kehittamisen
tukena. - The adaptive teaching. 90 p.
Summary 5 p. 1995.

Suutama, TiMo, Coping with life events in old
age. - Elam&dn muutos- ja ongelmatilanteiden
kasittely idkkailld ihmisilla. 110 p. Yhteenveto
3 p. 1995.

DersEeH, TiBEBU BOGALE, Meanings Attached to
Disability, Attitudes towards Disabled People,
and Attitudes towards Integration. 150 p.
1995.

SAHLBERG, Pasl, Kuka auttaisi opettajaa. Post-
moderni ndkokulma opetuksen muu-tokseen
yhden kehittamisprojektin valossa. - Who
would help a teacher. A post-modern
perspective on change in teaching in light of

a school improvement project. 255 p. Summary
4 p. 199.

UniNk1, ArLo, Distress of unemployed job-
seekers described by the Zulliger Test using
the Comprehensive System. - Tyottdmien
tyontekijoiden ahdinko kuvattuna Compre-
hensive Systemin mukaisesti kaytetyilla
Zulligerin testilld. 61 p. Yhteenveto 3p. 1996.
ANTIKAINEN, Risto, Clinical course, outcome
and follow-up of inpatients with borderline
level disorders. - Rajatilapotilaiden osasto-
hoidon tuloksellisuus kolmen vuoden
seurantatutkimuksessa Kys:n psykiatrian
klinikassa. 102 p. Yhteenveto 4 p. 1996.
RuusuvirTa, Tivo, Brain responses to pitch
changes in an acoustic environment in cats
and rabbits. - Aivovasteet kuulodarsykemuu-
toksiin kissoilla ja kaneilla. 45 p. Yhteenveto 2
p. 1996.

Visti, ANNALISA, Tyoyhteison ja tyon tuotta-
vuuden kehitys organisaation transformaa-
tiossa. - Dovelopment of the work communi-ty
and changes in the productivity of work
during an organizational transformation
process. 201 p. Summary 12 p. 1996.

SALLINEN, MIKAEL, Event-ralated brain
potentials to changes in the acustic environ-
ment buring sleep and sleepiness. - Aivojen
heritevasteet muutoksiin kuulodrsykesar-
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130

131
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134

jassa unen ja uneliaisuuden aikana. 104 p.
Yhteenveto 3 p. 1997.

LamminmAkl, Tuya, Efficasy of a multi-faceted
treatment for children with learning
difficulties. - Oppimisvaikeuksien neuro-
kognitiivisen ryhméakuntoutuksen tuloksel-
lisuus ja sithen vaikuttavia tekij6itd. 56 p.
Yhteenveto 2 p. 1997.

LUTTINEN, JAANA, Fragmentoituva kulttuuripoli-
tiikka. Paikallisen kulttuuripolitiikan tulkinta-
kehykset Yld-Savossa. - Fragmenting-cultural
policy. The interpretative frames of local
cultural politics in Y14-Savo. 178 p. Summary
9 p.1997.

MARTTUNEN, MK, Studying argumentation in
higher education by electronic mail. -
Argumentointia yliopisto-opinnoissa sahko-
postilla. 60 p. (164 p.) Yhteenveto 3 p. 1997.
JaakkoLa, HANNA, Kielitieto kielitaitoon pyritta-
essd. Vieraiden kielten opettajien kasityksia
kieliopin oppimisesta ja opetta-misesta. -
Language knowledge and language ability.
Teachers” conceptions of the role of grammar
in foreign language learning and teaching.
227 p. Summary 7 p. 1997.

SuBRA, LEENA, A portrait of the political agent
in Jean-Paul Sartre. Views on playing, acting,
temporality and subjectivity. - Poliittisen
toimijan muotokuva Jean-Paul Sartrella.
Nékymié pelaamiseen, toimintaan,
ajallisuuteen ja subjektiivisuuteen. 248 p.
Yhteenveto 2 p. 1997.

Haarakancas, Kauko, Hoitokokouksen dénet.
Dialoginen analyysi perhekeskeisen psykiatri-
sen hoitoprosessin hoitokokous-keskusteluis-
ta tyéryhman toiminnan ndakokulmasta. - The
voices in treatment meeting. A dialogical
analysis of the treatment meeting
conversations in family-centred psychiatric
treatment process in regard to the team
activity. 136 p. Summary 8 p. 1997.
MatiNHEIKKI-KOKKO, Kalja, Challenges of
working in a cross-cultural environment.
Principles and practice of refugee settlement in
Finland. - Kulttuurienvélisen tyon haasteet.
Periaatteet ja kdytanté maahanmuuttajien
hyvinvoinnin turvaamiseksi Suomessa. 130 p.
Yhteenveto 3 p. 1997.

Krviniewmr, Kari, Opettajuuden oppimisesta
harjoittelun harhautuksiin. Aikuisopiskeli-
joiden kokemuksia opetusharjoittelusta ja sen
ohjauksesta luokanopettajakoulutuksessa. -
From the learning of teacherhood to the
fabrications of practice. Adult students” ex-
periences of teaching practice and its super-
vision in class teacher education. 267 p.
Summary 8 p. 1997.

KantoLa, Jouko, Cygnaeuksen jaljilld késityon-
opetuksesta teknologiseen kasvatukseen. - In
the footsteps of Cygnaeus. From handicraft
teaching to technological education. 211 p.
Summary 7 p. 1997.

KAARTINEN, Jukka, Nocturnal body movements
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and sleep quality. - Yolliset kehon liikkeet ja
unen laatu. 85 p. Yhteenveto 3 p. 1997.
MusToNEN, ANU, Media violence and its
audience. - Mediavékivalta ja sen yleiso. 44 p.
(131 p.). Yhteenveto 2 p. 1997.

PERTTULA, JuHA, The experienced life-fabrics of
young men. - Nuorten miesten koettu
elamankudelma. 218 p. Yhteenveto 3 p. 1998.
TikkaNEN, TARJA, Learning and education of

older workers. Lifelong learning at the margin.

- Ikdantyvan tyovaeston oppiminen ja koulu-
tus. Elinikédisen oppimisen marginaalissa.

83 p. (154 p.). Yhteenveto 6 p. 1998.

LEINONEN, MARKKU, Johannes Gezelius van-
hempi luonnonmukaisen pedagogiikan
soveltajana. Comeniuslainen tulkinta. -
Johannes Gezelius the elder as implementer of

natural padagogy. A Comenian interpretation.

237 p. Summary 7 p. 1998.

KatLio, EEva, Training of students’ scientific
reasoning skills. - Korkeakouluopiskelijoiden
tieteellisen ajattelun kehittdiminen. 90 p.
Yhteenveto 1 p. 1998.

NIEmI-VAKEVAINEN, LEENA, Koulutusjaksot ja
elamanpolitiikka. Kouluttautuminen yksilol-
listymisen ja yhteisollisyyden risteysasemana.
- Sequences of vocational education as life
politics. Perspectives of invidualization and
communality. 210 p. Summary 6 p. 1998.
Parikka, MatT1, Teknologiakompetenssi.
Teknologiakasvatuksen uudistamishaasteita
peruskoulussa ja lukiossa. - Technological
competence. Challenges of reforming techno-
logy education in the Finnish comprehensive
and upper secondary school. 207 p. Summary
13 p. 1998.

TA OPETTAJAN APUNA - EDUCATIONAL TA FOR
TEACHER. Professori Pirkko Liikaselle omistettu
juhlakirja. 207 p. Tiivistelma - Abstract 14 p.
1998.

YLONEN, HiLkka, Taikahattu ja hopeakengit -
sadun maailmaa. Lapsi pédivakodissa sadun
kuulijana, nékijana ja kokijana. - The world of
the colden cap and silver shoes. How kinder
garten children listen to, view, and experience
fairy tales. 189 p. Summary 8 p. 1998.
MorLANEN, PEnTTl, Opettajan toiminnan perus-
teiden tulkinta ja tulkinnan totuudellisuuden
arviointi. - Interpreting reasons for teachers’
action and the verifying the interpretations.
226 p. Summary 3p. 1998.

Vaurio, LEENA, Lexical inferencing in reading
in english on the secondary level. - Sana-
pédttely englanninkielisté tekstiad luettaessa
lukioasteella. 147 p. Yhteenveto 3 p. 1998.
ETELAPELTO, ANNELI, The development of
expertise in information systems design. -
Asiantuntijuuden kehittyminen tietojarjestel-
mien suunnittelussa. 132 p. (221p.).
Yhteenveto 12 p. 1998.

PIRHONEN, ANTTI, Redundancy as a criterion for
multimodal user-interfaces. - Kasitteistd luo
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157

ndkokulman kayttoliittymaanalyysiin. 141 p.
Yhteenveto 3 p. 1998.

RONKA, ANNA, The accumulation of problems of
social functioning: outer, inner, and
behavioral strands. - Sosiaalinen selviytymi-
nen lapsuudesta aikuisuuteen: ongelmien
kasautumisen kolme viylda. 44 p. (129 p.)
Yhteenveto 3 p. 1999.

NAUKKARINEN, Amvo, Tasapainoilua kurinalai-
suuden ja tarkoituksenmukaisuuden vililla.
Oppilaiden ei-toivottuun kiyttaytymiseen
liittyvan ongelmanratkaisun kehittiminen
yhden peruskoulun yldasteen tarkastelun
pohjalta. - Balancing rigor and relevance.
Developing problem-solving associated with
students’ challenging behavior in the light of a
study of an upper comprehensive school.

296 p. Summary 5 p. 1999.

HorMma, JuHa, The search for a narrative.
Investigating acute psychosis and the need-
adapted treatment model from the narrative
viewpoint. - Narratiivinen ldhestymistapa
akuuttiin psykoosiin ja tarpeenmukaisen
hoidon malliin. 52 p. (105 p.) Yhteenveto 3 p. 1999.
LEepPANEN, Paavo H.T., Brain responses to
changes in tone and speech stimuli in infants
with and without a risk for familial dyslexia. -
Aivovasteet ddni- ja puhedrsykkeiden muu-
toksiin vauvoilla, joilla on riski suvussa esiin-
tyvédn dysleksiaan ja vauvoilla ilman tatd
riskid. 100 p. (197 p.) Yhteenveto 4 p. 1999.
SuoMALA, JYRKI, Students” problem solving

in the LEGO/Logo learning environment. -
Oppilaiden ongelmanratkaisu LEGO/Logo
oppimisymparistossa. 146 p. Yhteenveto 3 p.
1999.

HutTuNeN, Rauno, Opettamisen filosofia ja
kritiikki. - Philosophy, teaching, and critique.
Towards a critical theory of the philosophy of
education. 201 p. Summary 3p. 1999.
Karexivy, LEeNa, Ehkd en kokeilisikaan, jos ...
Tutkimus ylivieskalaisten nuorten tupakoin-
nista ja paihteidenkéytosta ja niihin liittyvasta
terveyskasvatuksesta vuosina 1989-1998. -
Maybe I wouldn’t even experimentif .... A
study on youth smoking and use of intoxi-
cants in Ylivieska and related health educat-
ion in 1989-1998. 256 p. Summary 4 p. 1999.
Laakso, MARJA-LEENA, Prelinguistic skills and
early interactional context as predictors of
children’s language development. - Esi-
kielellinen kommunikaatio ja sen vuorovaiku-
tuksellinen konteksti lapsen kielen kehityksen
ennustajana. 127 p. Yhteenveto 2 p. 1999.
MAauNoO, SAjA, Job insecurity as a psycho-social
job stressor in the context of the work-family
interface. - Tyon epavarmuus tyon psyko-
sosiaalisena stressitekijana tyon ja perheen
vuorovaikutuksen kontekstissa. 59 p. (147 p.)
Yhteenveto 3 p. 1999.

MAEeNsivu Kirstl, Opettaja méérittelijang,
oppilas maariteltdvana. Sanallisen oppilaan
arvioinnin sisallon analyysi. - The teacher as
a determiner - the pupil to be determined -
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content analysis of the written school reports.
215 p. Summary 5 p. 1999.

FeLDT, TARU, Sense of coherence. Structure,
stability and health promoting role in working
life. - Koherenssin rakenne, pysyvyys ja
terveyttd edistdva merkitys tyoelaméssa. 60 p.
(150 p.) Yhteenveto 5 p. 2000.

MAnTY, TARjA, Ammatillisista erityisoppilaitok-
sista eldmédn. - Life after vocational special
education. 235 p. Summary 3 p. 2000.

SARrJA, ANNELL Dialogioppiminen pienryhmas-
sé. Opettajaksi opiskelevien harjoitteluproses-
si terveydenhuollon opettajankoulutuksessa. -
Dialogic learning in a small group. The
process of student teachers” teaching practice
during health care education. 165 p. Summary
7 p. 2000.

JARVINEN, ANITTA, Taitajat idnikuiset. - Kotkan
ammattilukiosta valmiuksia elamaan, tycela-
maéan ja jatko-opintoihin. - Age-old
craftmasters -Kotka vocational senior
secondary school - giving skills for life, work
and further studies. 224 p. Summary 2 p. 2000.
Kontio, MARja-Liisa, Laitoksessa asuvan
kehitysvammaisen vanhuksen haastava
kayttaytyminen ja hoitajan kdyttamia vaiku-
tuskeinoja. - Challenging behaviour of
institutionalized mentally retarded elderly
people and measures taken by nurses to
control it. 175 p. Summary 3 p. 2000.
KILPELAINEN, ARrJA, Naiset paikkaansa etsimés-
séd. Aikuiskoulutus naisen elamankulun
rakentajana. - Adult education as determinant
of woman'’s life-course. 155 p. Summary 6 p.
2000.

RuTesuo, ANNIKKI, A preterm child grows.
Focus on speech and language during the
first two years. - Keskonen kasvaa: puheen

ja kielen kehitys kahtena ensimmadisend elin-
vuotena. 119 p. Tiivistelmé 2 p. 2000.
TAURIAINEN, LEENA, Kohti yhteistd laatua. -
Henkilokunnan, vanhempien ja lasten laatu-
kasitykset paiviakodin integroidussa erityis-
ryhmdssa. - Towards common quality: staff’s,
parents” and children’s conseptions of quality
in an integration group at a daycare center.
256 p. Summary 6 p. 2000.

Raupaskoski, LEENA, Ammattikorkeakoulun
toimintaperustaa etsiméassa. Toimilupahake-
musten sisdllonanalyyttinen tarkastelu. - In
search for the founding principles of the
Finnishpolytechnic institutes. A content
analysis of the licence applications. 193 p.
Summary 4 p. 2000.

TAKKINEN, SANNA, Meaning in life and its
relation to functioning in old age. - Eliman
tarkoituksellisuus ja sen yhteydet toiminta-
kykyyn vanhuudessa. 51 p. (130 p.)
Yhteenveto 2 p. 2000.

LAuNONEN, LEgvl, Eettinen kasvatusajattelu
suomalaisen koulun pedagogisissa teksteissa
1860-luvulta 1990-luvulle. - Ethical thinking
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179

in Finnish school’s pedagogical texts from the
1860s to the 1990s. 366 p. Summary 3 p. 2000.
KuoreLaHTI, MATTI, Sopeutumattomien luokka-
muotoisen erityisopetuksen tuloksellisuus. -
The educational outcomes of special classes
for emotionally/ behaviorally disordered
children and youth.176 p. Summary 2p.
2000.

KurunmMmAKy, Jusst, Representation, nation and
time. The political rhetoric of the 1866
parliamentary reform in Sweden. - Edustus,
kansakunta ja aika. Poliittinen retoriikka
Ruotsin vuoden 1866 valtiopdivireformissa.
253 p. Tiivistelmé 4 p. 2000.

RasINEN, Akl, Developing technology
education. In search of curriculum elements
for Finnish general education schools. 158 p.
Yhteenveto 2 p. 2000.

SunDHOLM, LARs, Itseohjautuvuus organisaatio-
muutoksessa. - Self-determination in
organisational change. 180 p. Summary 15 p.
2000.

AHONNISKA-ASSA, JaaNA, Analyzing change in
repeated neuropsychological assessment. 68
p- (124 p.) Yhteenveto 2 p. 2000.

HoFrREN, Jarl, Demokraattinen eetos - rajoista
mahdollisuuksiin. - The democratic ethos.
From limits to possibilities? 217 p. Summary
2 p. 2000.

HexxiNen, Hannu L. T., Toimintatutkimus,
tarinatja opettajaksi tulemisen taito.
Narratiivisen identiteettitydn kehittiminen
opettajankoulutuksessa toimintatutkimuksen
avulla. - Action research, narratives and the
art of becoming a teacher. Developing
narrative identity work in teacher education
through action research. 237 p. Summary 4 p.
2001.

VUORENMAA, MARITTA, Ikkunoita arvioin- nin
tuolle puolen. Uusia avauksia suoma-
laiseen koulutusta koskevaan evaluaatio-
keskusteluun. - Views across assessment:
New openings into the evaluation

discussion on Finnish education. 266 p.
Summary 4 p. 2001.

LirmaNEN, Tario, The struggle over risk. The
spatial, temporal, and cultural dimensions of
protest against nuclear technology. - Kamp-
pailu riskistd. Ydinteknologian vastaisen
protestin tilalliset, ajalliset ja kulttuuriset
ulottuvuudet. 72 p. (153 p.) Yhteenveto 9 p.
2001.

AuNoLa, Kaisa, Children’s and adolescents”
achievement strategies, school adjustment,
and family environment. - Lasten ja nuorten
suoritusstrategiat koulu- ja perheympéristois-
sd. 51 p. (153 p.) Yhteenveto 2 p. 2001.
OksaNEN, ELINA , Arvioinnin kehittiminen
erityisopetuksessa. Diagnosoinnista oppimi-
sen ohjaukseen laadullisena tapaustutkimuk-
sena. - Developing assessment practices in
special education. From a static approach to
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dynamic approach applying qualitative case.
182 p. Summary 5 p. 2001.

VurraLa, Kaisu, “Kylld se tommosellaki lapsel-
la on kovempi urakka”. Sikidaikana alkoholil-
le altistuneiden huostaanotettujen lasten
elaméntilanne, riskiprosessit ja suojaavat
prosessit. - “It’s harder for that kind of child to
getalong”. The life situation of the children
exposed to alcohol in utero and taken care of
by society, their risk and protective processes.
316 p. Summary 4 p. 2001.

HanssoN, Leent, Networks matter. The role of
informal social networks in the period of socio-
economic reforms of the 1990s in Estonia. -
Verkostoilla on merkitysta: infor-maalisten
sosiaalisten verkostojenasema  Virossa
1990-luvun sosio-ekonomisten muutosten
aikana. 194 p. Yhteenveto 3 p. 2001.

Book, MaRrja LEENA, Vanhemmuus ja vanhem-
muuden diskurssit tydttomyystilanteessa . -
Parenthood and parenting discourses in a
situation of unemployment. 157 p. Summary
5 p. 2001.

Kokko, Katja, Antecedents and

consequences of long-term unemployment.

- Pitkdaikaisty ttomyyden ennakoijiaja seu-
rauksia. 53 p. (115 p.) Tiivistelmé 3 p. 2001.
KokkoNEN, MARjaA, Emotion regulation

and physical health in adulthood: A
longitudinal, personality-oriented

approach. - Aikuisidn tunteiden séétely ja
fyysinen terveys: pitkittdistutkimuksellinen
ja persoonallisuuskeskeinen lahestymis-
tapa. 52 p. (137 p.) Tiivistelmé 3 p. 2001.
MANNIKKO, Kaisa, Adult attachment styles:

A Person-oriented approach. - Aikuisten
kiintymystyylit. 142 p. Yhteenveto 5 p. 2001.
KatvaLa, Satu, Missd diti on? Aitejé ja ditiyden
uskomuksia sukupolvien saatossa. - Where's
mother? Mothers and maternal beliefs over
generations. 126 p. Summary 3 p. 2001.
KuskiNEN, ANNA-Liisa, Ymparistohallinto
vastuullisen elaméntavan edistdjana.

- Environmental administration as

promoter of responsible living. 229 p.
Summary 8 p. 2001.

SimoLa, AnTl, Tydterveyshuolto-organi-
saation toiminta, sen henkildston henkinen
hyvinvointi ja toiminnan tuloksellisuus. -
Functioning of an occupational health
service organization and its relationship to
the mental well-being of its personnel, client

satisfaction, and economic profitability. 192 p.

Summary 12 p. 2001.

VESTERINEN, PIRKKO, Projektiopiskelu- ja oppi-
minen ammattikorkeakoulussa. - Project -
based studying and learning in the
polytechnic. 257 p. Summary 5 p. 2001.
KEemPPAINEN, JaaNa, Kotikasvatus kolmessa
sukupolvessa. - Childrearing in three
generations. 183 p. Summary 3 p. 2001.
HomHENTHAL-ANTIN LEONIE, Luvan ottaminen -
Ikaihmiset teatterin tekijoin. - Taking
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permission- Elderly people as theatre makers.
183 p. Summary 5 p. 2001.

Kakkorl, LEENA, Heideggerin aukeama.
Tutkimuksia totuudesta ja taiteesta Martin
Heideggerin avaamassa horisontissa.

- Heidegger's clearing. Studies on truth and
artin the horizon opened by Martin Heideg-
ger. 156 p. Summary 2 p. 2001.

NARHI, VESa, The use of clinical neuro-
psychological data in learning disability
research. - Asiakastyon yhteydessa kerdtyn
neuropsykologisen aineiston kdytto
oppimisvaikeustutkimuksessa. 103 p.
Yhteenveto 2 p. 2002.

Suomi, Asta, Ammattia etsiméssa.
Aikuisopiskelijat kertovat sosiaaliohjaaja-
koulutuksesta ja narratiivisen patevyyden
kehittymisesta. - Searching for professional
identity. Adult students' narratives on the
education of a social welfare supervisor and
the development of narrative competence.

183 p. Summary 2 p. 2002.

PERkKILA, PA1vi, Opettajien matematiikka-
uskomukset ja matematiikan oppikirjan
merkitys alkuopetuksessa. 212 p.

- Teacher's mathematics beliefs and

meaning of mathematics textbooks in the

first and the second grade in primary

school. Summary 2 p. 2002.

VESTERINEN, MaRjA-Lisa, Ammatillinen  har-
joittelu osana asiantuntijuuden kehittymistd
ammattikorkeakoulussa. - Promoting
professional expertise by developing practical
learning at the polytechnic. 261 p. Summary

5 p. 2002.

PonjaNEN, JormA, Mitd kello on? Kello moder-
nissa yhteiskunnassa ja sen sosiologisessa
teoriassa. - What's the time. Clock on

modern society and in it's sociological
theory. 226 p. Summary 3 p. 2002.

RANTALA, ANJA, Perhekeskeisyys - puhetta vai
todellisuutta? Tyontekijoiden kasitykset
yhteisty0std erityistd tukea tarvitsevan lapsen
perheen kanssa. - Family-centeredness
rhetoric or reality? Summary 3 p. 2002.
VALANNE, Enja, "Meidén lapsi on arvokas"
Henkilokohtainen opetuksen jérjestimista
koskeva suunnitelma (HOJKS) kunnallisessa
erityiskoulussa. - "Our child is precious" - The
individual educational plan in the context of
the special school. 219 p. Yhteenveto 2 p. 2002.
HorLoPAINEN, LEENA, Development in

reading and reading related skills; a follow-
up study from pre-school to the fourth

grade. 57 p. (138 p.) Yhteenveto 3 p. 2002.
HEekkINEN, HANNU, Draaman maailmat
oppimisalueina. Draamakasvatuksen vakava
leikillisyys. - Drama worlds as learning areas -
the serious playfulness os drama education.
164 p. Summary 5 p. 2002.

HytoneN, Tuna, Exploring the practice of
human resource development as a field of
professional expertise. - Henkiloston
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kehittamistyon asiantuntijuuden rakentumi-
nen. 137 p. (300 p.) Yhteenveto 10 p. 2002.
RipaTTI, MIKKO, Arvid Jarnefeldt kasvatus-
ajattelijana. 246 p. Summary 4 p. 2002.
VIRMASALO, ILKKA, Perhe, tyottomyys ja lama.

- Families, unemployment and the economic
depression. 121 p. Summary 2 p. 2002.
WIKGREN, JAN, Diffuse and discrete associations
in aversive classical conditioning. - Tasmail-
liset ja laaja-alaiset ehdollistumat klassisessa
aversiivisessa ehdollistumisessa. 40 p. (81 p.)
Yhteenveto 2 p. 2002.

Joxivuori, PerTT, Sitoutuminen tydorgani-
saatioon ja ammattijarjestoon. - Kilpailevia
vai tdydentévia?- Commitment to organisation
and trade union. Competing or
complementary? 132 p. Summary 8 p. 2002.
GonzALEZ VEGA, NaRrciso, Factors affecting
simulator-training effectiveness. 162 p.
Yhteenveto 1 p. 2002.

SaLo, Kary, Teacher Stress as a Longitudinal
Process - Opettajien stressiprosessi. 67 p.
Yhteenveto 2 p. 2002.

V AUHKONEN, JOUNI, A rhetoric of reduction.
Bertrand de Jouvenel’s pure theory of politics
as persuasion. 156 p. Tiivistelméa 2 p. 2002.
KonToniemr, MariTa, “Milloin siné otat itseési
niskasta kiinni?” Opettajien kokemuksia
alisuoriutujista. - “When will you pull your
socks up?” Teachers” experiences of
underachievers. 218 p. Summary 3 p. 2003.
SAUKKONEN, SakARI, Koulu ja yksilollisyys;
Jannitteitd, haasteita ja mahdollisuuksia.

- School and individuality: Tensions,
challenges and possibilities. 125 p. Summary
3 p. 2003.

ViLjamaa, Marja-LEENA, Neuvola tanaan ja
huomenna. Vanhemmuuden tukeminen,
perhekeskeisyys ja vertaistuki. - Child and
maternity welfare clinics today and tomorrow.
Supporting parenthood, family-centered
sevices and peer groups. 141 p. Summary 4 p.
2003.

ReMEs, Lisa, Yrittdjyyskasvatuksen kolme
diskurssia. - Three discourses in
entrepreneurial learning. 204 p. Summary 2 p.
2003.

KarjaLa, KALLE, Neulanreidstd panoraamaksi.
Ruotsin kulttuurikuvan ainekset erdissa
keskikoulun ja B-ruotsin vuosina 1961-2002
painetuissa oppikirjoissa. - From pinhole to
panorama - The culture of Sweden presented
in some middle and comprehensive school
textbooks printed between 1961 and 2002.
308 p. Summary 2 p. 2003.

LarLukka, Kirsl, Lapsuusiki ja ikd lapsuudes-
sa. Tutkimus 6-12 -vuotiaiden sosiokulttuu-
risesta ikitiedosta. - Childhood age and age
in childhood. A study on the sociocultural
knowledge of age. 234 p. Summary 2 p. 2003.
Puukary, SauLl, Video Programmes as Learning
Tools. Teaching the Gas Laws and Behaviour
of Gases in Finnish and Canadian Senior
High Schools. 361 p. Yhteenveto 6 p. 2003.
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Lorsa, Raga-LeeNa, The polysemous
contemporary concept. The rhetoric of the
cultural industry. - Monimerkityksinen
nykykisite. Kulttuuriteollisuuden retoriikka.
244 p. Yhteenveto 2 p. 2003.

HoropraiNeN, Esko, Kuullun ja luetun tekstin
ymmaértidmisstrategiat ja -vaikeudet peruskou-
lun kolmannella ja yhdekséannellad luokalla. -
Strategies for listening and reading
comprehension and problematic listening and
reading comprehension of the text during the
third and ninth grades of primary school.

135 p. Summary 3 p. 2003.

PENTTINEN, SEPPO, Lahtokohdat liikuntaa
opettavaksi luokanopettajaksi. Nuoruuden
kasvuympiéristot ja opettajankoulutus
opettajuuden kehitystekijoina.- Starting points
for a primary school physical education
teacher. The growth environment of
adolescence and teacher education as
developmental factors of teachership.

201 p. Summary 10 p. 2003.

IxAnemo, Heikki, Tunnustus, subjektiviteetti ja
inhimillinen elamdnmuoto: Tutkimuksia
Hegelistd ja persoonien vilisistd tunnustus-
suhteista. - Recognition, subjectivity and the
human life form: studies on Hegel and
interpersonal recognition. 191 p. Summary

3 p. 2003.

Asunta, TuuLa, Knowledge of environmental
issues. Where pupils acquire information and
how it affects their attitudes, opinions, and
laboratory behaviour - Ympéristoasioita
koskeva tieto. Mistd oppilaat saavat informaa-
tiota ja miten se vaikuttaa heidan asenteisiin-
sa, mielipiteisiinsa ja laboratoriokayttaytymi-
seensd. 159 p. Yhteenveto 4 p. 2003.

KujaLa, Erkki, Sodan pojat. Sodanaikaisten
pikkupoikien lapsuuskokemuksia isyyden
nikokulmasta - The sons of war. 229 p.
Summary 2 p. 2003.

Jusst KURUNMAKT & Karr PALOINEN (Hg./eds.)
Zeit, Geschicte und Politik. Time, history and
politics. Zum achtzigsten Geburtstag von
Reinhart Koselleck. 310 p. 2003.

LAITINEN, ARTO, Strong evaluation without
sources. On Charles Taylor’s philosophical
anthropology and cultural moral realism.

- Vahvoja arvostuksia ilman lahteita.

Charles Taylorin filosofisesta antropolo-
giasta ja kulturalistisesta moraalirealis-
mista. 358 p. Yhteenveto 4 p. 2003.

Gurrorm, Tomi K. Newborn brain responses
measuring feature and change detection and
predicting later language development in
children with and without familial risk for
dyslexia. - Vastasyntyneiden aivovasteet
puheéinteiden ja niiden muutosten havait-
semisessa sekd myohemman kielen kehityk-
sen ennustamisessa dysleksia-riskilapsilla.
81 p. (161 p.) Yhteenveto 3 p. 2003.
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NaKARI, Marja-Lisa, Tydilmapiiri, tyonte-
kijoiden hyvinvointi ja muutoksen mah-
dollisuus - Work climate, employees” well-
being and the possibility of change. 255 p.
Summary 3 p. 2003.

METSAPELTO, RirtTA-LEENA, Individual
differences in parenting: The five-factor
model of personality as an explanatory
framework - Lastenkasvatus ja sen yhteys
vanhemman persoonallisuuden piirteisiin.
53 p. (119 p.) Tiivistelma 3 p. 2003.
PuLkkINEN, O1Ll, The labyrinth of politics -

A conceptual approach to the modes of the
political in the scottish enlightenment. 144 p.
Yhteenveto 2 p. 2003.

JuujArvy, PETRI, A three-level analysis of
reactive aggression among children. -
Lasten aggressiivisiin puolustusreaktioihin
vaikuttavien tekijoiden kolmitasoinen
analyysi. 39 p. (115 p.) Yhteenveto 2 p.
2003.

PorkoNeN, Pirjo-Liisa, “Opetussuunnitelma
on sitd eldamdd”. Paivakoti-kouluyhteiso
opetussuunnitelman kehittdjana. - “The
curriculum is part of our life”. The day-cara -
cum - primary school community as a
curriculum developer. 154 p. Summary 3 p.
2003.
SOININEN, Suvl, From a “Necessary Evil’ to an
art of contingency: Michael Oakeshott’s
conception of political activity in British
postwar political thought. 174 p. Summary
2p. 2003.
ALARAUDANJOKI, Esa, Nepalese child labourers’
life-contexts, cognitive skills and well-being.
- Tyossédkadyvien nepalilaislasten elamén-
konteksti, kognitiiviset taidot ja hyvinvointi.
62 p. (131 p.) Yhteenveto 4 p. 2003.
LERKKANEN, MARJA-KRISTINA, Learning to read.
Reciprocal processes and individual
pathways. - Lukemaan oppiminen:
vastavuoroiset prosessit ja yksilolliset
oppimispolut. 70 p. (155 p.) Yhteenveto 5 p.
2003.
FriMAN, MERvI, Ammatillisen asiantuntijan
etiikka ammattikorkeakoulutuksessa.
- The ethics of a professional expert in the
context of polytechnics. 199 p. 2004.
MERONEN, AuLl, Viittomakielen omaksumi-
sen yksilolliset tekijit. - Individual
differences in sign language abilities. 110 p.
Summary 5 p. 2004.
THLIKKALA, Liisa, Mestarista tuutoriksi.
Suomalaisen ammatillisen opettajuuden
muutos ja jatkuvuus. - From master to tutor.
Change and continuity in Finnish vocational
teacherhood. 281 p. Summary 3 p. 2004.
ARro, Mikko, Learning to read: The effect of
orthography. - Kirjoitusjarjestelmén vaikutus
lukemaan oppimiseen. 44 p. (122 p.)
Tiivistelmd 2 p. 2004.
Laaxkso, Erkki, Draamakokemusten darella.
Prosessidraaman oppimispotentiaali
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opettajaksi opiskelevien kokemusten valossa.
- Encountering drama experiences. The
learning potential of process drama in the
light of student teachers’ experiences. 230 p.
Summary 7 p. 2004.

PERALA-LITTUNEN, Satu, Cultural images of a
good mother and a good father in three
generations. - Kulttuuriset mielikuvat
hyvaisté didistd ja hyvista isdstd kolmessa
sukupolvessa. 234 p. Yhteenveto 7 p. 2004.
RINNE-KOISTINEN, EvA-MARITA, Perceptions of
health: Water and sanitation problems in
rural and urban communities in Nigeria.
129 p. (198 p.) Yhteenveto 3 p. 2004.
PaLMROTH, AINo, Kddnnosten kautta
kollektiiviin. Tuuliosuuskunnat toimija-
verkkoina. - From translation to collective.
Wind turbine cooperatives as actor
networks. 177 p. Summary 7 p. 2004.
VIERIKKO, ELINA, Genetic and environmental
effects on aggression. - Geneettiset ja ympa-
ristotekijidt aggressiivisuudessa. 46 p. (108 p.)
Tiivistelmé 3 p. 2004.

NARrHI, KaTI, The eco-social approach in social
work and the challenges to the expertise of
social work. - Ekososiaalinen viitekehys ja
haasteet sosiaalityon asiantuntijuudelle.
106 p. (236 p.) Yhteenveto 7 p. 2004.

UrsIN, Jani, Characteristics of Finnish medical
and engineering research group work.

- Tutkimusryhmitydskentelyn piirteet lidke-
ja teknisissé tieteissa. 202 p. Yhteenveto 9 p.
2004.

TrREUTHARDT, LEENA, Tulosohjauksen yhteis-
kunnalliuus Jyvaskylan yliopistossa.
Tarkastelundkokulmina muoti ja seurustelu.
- The management by results a fashion and
social interaction at the University of
Jyviskyld. 228 p. Summary 3 p. 2004.
MATTHIES, JURGEN, Umweltpadagogik in der
Postmoderne. Eine philosophische Studie
uber die Krise des Subjekts im
umweltpddagogischen Diskurs.

- Ymparistokasvatus postmodernissa.
Filosofinen tutkimus subjektin kriisista
ymparistokasvatuksen diskurssissa.400 p.
Yhteenveto 7 p. 2004.

LartiLa, AARNO, Dimensions of expertise in
family therapeutic process. - Asiantunti-
juuden ulottuvuuksia perheterapeuttisessa
prosessissa. 54 p. (106 p.) Yhteenveto 3 p.
2004.

LAAMANEN (ASTIKAINEN), Pia, Pre-attentive
detection of changes in serially presented
stimuli in rabbits and humans. - Muutoksen
esitietoinen havaitseminen sarjallisesti
esitetyissd drsykkeissad kaneilla ja ihmisilla.
35 p. (54 p.) Yhteenveto 3 p. 2004.
JuusenaHO, RuTTA, Peruskoulun rehtoreiden
johtamisen eroja. Sukupuolinen ndkokulma.
- Differences in comprehensive school
leadership and management. A gender-based
approach. 176p. Summary 3 p. 2004.
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VAARAKALLIO, TUULA, ”Rotten to the Core”.
Variations of French nationalist anti-system
rhetoric. - ”Systeemi on métd”. Ranska-
laisten nationalistien jarjestelman vastainen
retoriikka. 194 p. Yhteenveto 3 p. 2004.
KuusiNeN, Patrik, Pitkdaikainen kipu ja
depressio. Yhteytta sédételevit tekijat.

- Chronic pain and depression: psychosocial
determinants regulating the relationship.

139 p. Summary 8 p. 2004.
HANNIKAINEN-UUTELA, ANNA-L1sa, Uudelleen
juurtuneet. Yhteisokasvatus vaikeasti
péihderiippuvaisten narkomaanien kuntou-
tuksessa. - Rooted again. Community
education in the rehabilitation of substance
addicts. 286 p. Summary 3 p. 2004.
PALONIEMI, SusANNA, Ikd, kokemus ja osaa-
minen tydelamassa. Tyontekijoiden kasityksia
idn ja kokemuksen merkityksestd ammatil-
lisessa osaamisessa ja sen kehittdmisessa.

- Age, experience and competence in working
life. Employees' conceptions of the the
meaning and experience in professional
competence and its development. 184 p.
Summary 5 p. 2004.

Ruiz Cerezo, MoNTsE, Anger and Optimal
Performance in Karate. An Application of the
IZOF Model. 55 p. (130 p.) Tiivistelma 2 p.
2004.

LaponLanTi, Tarja, Haasteita palvelujdrjes-
telmalle. Kehitysvammaiseksi luokiteltu
henkilo psykiatrisessa sairaalassa.

- Challenges for the human service system.
Living in a psychiatric hospital under the
label of mental retardation. 176 p. Summary

3 p. 2004.

KovaNeNn PAivi, Oppiminen ja asiantuntijuus
varhaiskasvatuksessa. Varhaisen oppimaan
ohjaamisen suunnitelma erityista tukea
tarvitsevien lasten ohjauksessa. - Learning
and expertice in early childhood education. A
pilot work in using VARSU with children
with special needs. 175 p. Summary 2 p. 2004.
Vimi, VEIKKO, Turvallinen koulu. Suoma-
laisten ndkemyksia koulutuspalvelujen
kansallisesta ja kunnallisesta priorisoinnista.
- Secure education. Finnish views on the
national and municipal priorities of
Finland’s education services. 134 p.
Summary 5 p. 2005.

ANTTILA, TiMO, Reduced working hours.
Reshaping the duration, timing and tempo

of work. 168 p. Tiivistelma 2 p. 2005.

UcastE, AINO, The child’s play world at home
and the mother’s role in the play. 207 p.
Tiivistelma 5 p. 2005.

Kurri, KaT1ja, The invisible moral order:
Agency, accountability and responsibility

in therapy talk. 38 p. (103 p.). Tiivistelma 1 p.
2005.
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CotLiN, Kapa, Experience and shared practice
- Design engineers’ learning at work.- Suun-
nitteluinsinoorien tydssd oppiminen

- kokemuksellisuutta ja jaettuja kdytantoja.
124 p. (211 p.). Yhteenveto 6 p. 2005.

Kurki, Ena, Nékyvd ja ndkyméaton. Nainen
Suomen helluntailiikkeen kentilla. - Visible
and invisible. Women in the Finnish
pentecostal movement. 180 p. Summary 2 p.
2005.

HEIMONEN, SIRkKAL1ISA, Tyoikdisend Alzhei-
merin tautiin sairastuneiden ja heidan
puolisoidensa kokemukset sairauden
alkuvaiheessa. - Experiences of persons
with early onset Alzheimer’s disease and
their spouses in the early stage of the disease.
138 p. Summary 3 p. 2005.

PuromNen, HanNu, Epdvarmuus, muutos ja
ammatilliset jinnitteet. Suomalainen
sosiaalityc 1990-luvulla sosiaalityontekijoi-
den tulkinnoissa. - Uncertainty, change and
professional tensions. The Finnish social
work in the 1990s in the light of social
workers’ representations. 207 p. Summary

2 p. 2005.

MAKINEN, JARMO, Sdétio ja maakunta.
Maakuntarahastojarjestelméan kentit ja
verkostot. - Foundation and region: Fields and
networks of the system of the regional funds.
235 p. Summary 3 p. 2005.

PetRELIUS, PAIVI, Sukupuoli ja subjektius
sosiaalitydssa. Tulkintoja naistyontekijoiden
muistoista. - Gender and subjectivity in social
work - interpreting women workers’
memories. 67 p. (175 p.) 2005.

Hokkanen, Tina, Aiting ja isana eron jilkeen.
Yhteishuoltajavanhemmuus arjen kokemuk-
sena. - As a mother and a father after divoce.
Joint custody parenthood as an everyday life
experience. 201 p. Summary 8 p. 2005.
HanNu SIRkkILA, Eldttéjyytta vai erotiikkaa.
Miten suomalaiset miehet legitimoivat pari-
suhteensa thaimaalaisen naisen kanssa?

- Breadwinner or eroticism. How Finnish
men legitimatize their partnerships with Thai
women. 252 p. Summary 4 p. 2005.
PeNTTINEN, LEENA, Gradupuhetta tutkielma-
seminaarissa. - Thesis discourse in an
undergraduate research seminar. 176 p.
Summary 8 p. 2005.

KarvoNEeN, Pirkko, Péivikotilasten lukuleikit.
Lukutaidon ja lukemistietoisuuden kehit-
tyminen interventiotutkimuksessa- Reading
Games for Children in Daycare Centers. The
Development of Reading Ability and Reading
Awareness in an Intervention Study . 179 p.
Summary 3 p. 2005.

KosoNEN, Pekka A., Sosiaalialan ja hoitotyon
asiantuntijuuden kehitysehdot ja
opiskelijavalinta. - Conditions of expertise
development in nursing and and social care,
and criteria for student selection. 276 p.
Summary 3 p. 2005.
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NIRANEN-LINKAMA, PAIvVI, Sosiaalisen
transformaatio sosiaalialan asiantuntun-
tijuuden diskurssissa. - Transformation of
the social in the discourse of social work
expertise. 200 p. Summary 3 p. 2005.
Karra, Outi, Characteristics, course and
outcome in first-episode psychosis.

A cross-cultural comparison of Finnish
and Spanish patient groups. - Ensiker-
talaisten psykoosipotilaiden psyykkis-
sosiaaliset ominaisuudet, sairaudenkulku
ja ennuste. Suomalaisten ja espanjalaisten
potilasryhmien vertailu. 75 p. (147 p.)
Tiivistelma 4 p. 2005.

LenTtoMAkl, ELINA, Pois oppimisyhteiskun-
nan marginaalista? Koulutuksen merkitys
vuosina 1960-1990 opiskelleiden lapsuu-
destaan kuurojen ja huonokuuloisten
aikuisten elaménkulussa. - Out from the
margins of the learning society? The
meaning of education in the life course of
adults who studied during the years 1960-
1990 and were deaf or hard-of-hearing
from childhood. 151 p. Summary 5 p. 2005.
KINNUNEN, MARjA-Liisa, Allostatic load in
relation to psychosocial stressors and
health. - Allostaattinen kuorma ja sen suhde
psykososiaalisiin stressitekijoihin ja
terveyteen. 59 p. (102 p.) Tiivistelma 3 p.
2005.

276 UortNEN, VIrel, I'm as old as I feel. Subjective

age in Finnish adults. - Olen sen ikdinen
kuin tunnen olevani. Suomalaisten aikuis-
ten subjektiivinen ika. 64 p. (124 p.)
Tiivistelma 3 p. 2005.

277 SaLokoskl, Tarja, Tietokonepelit ja niiden

278

279

280

pelaaminen. - Electronic games: content and
playing activity. 116 p. Summary 5 p. 2005.
HinanaLa, Kauko, Laskutehtédvien suoritta-
misesta késitteiden ymmartdmiseen.Perus-
koululaisen matemaattisen ajattelun
kehittyminen aritmetiikasta algebraan
siirryttdessa. - Transition from the
performing of arithmetic tasks to the
understanding of concepts. The
development of pupils' mathematical
thinking when shifting from arithmetic to
algebra in comprehensive school. 169 p.
Summary 3 p. 2005.

WaALLIN, Risto, Yhdistyneet kansakunnat
organisaationa. Tutkimus kasitteellisesta
muutoksesta maailmanjérjestéon organi-
soinnin periaatteissa - From the league to
UN. The move to an organizational
vocabulary of international relations. 172 p.
Summary 2 p. 2005.

VALLEALA, ULLA MA1jA, Yhteinen ymmir-
tdminen koulutuksessa ja tydssa. Kontekstin
merkitys ymmartadmisessa opiskelijaryh-
mén ja tyotiimin keskusteluissa. - Shared
understanding in education and work.

281
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287

288

289

290
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292

Context of understanding in student group
and work team discussions. 236 p. Summary
7 p. 2006.
RasINEN, Tua, Nakokulmia vieraskieliseen
perusopetukseen. Koulun kehittdmishank-
keesta koulun toimintakulttuuriksi.
- Perspectives on content and language
integrated learning. The impact of a
development project on a school’s
activities. 204 . Summary 6 p. 2006.
VIHOLAINEN, HELENA, Suvussa esiintyvan
lukemisvaikeusriskin yhteys motoriseen ja
Kkielelliseen kehitykseen. Tallaako lapsi
kielensa péélle? - Early motor and language
development in children at risk for familial
dyslexia. 50 p. (94 p.) Summary 2 p. 2006.
KLy, JoHanNA, Lasten osallistumisen
voimavarat. Tutkimus Ipanoiden osallistu-
misesta. - Resources for children’s
participation. 226 p. Summary 3 p. 2006.
LeppAMAKI, LAURA, Tekijanoikeuden oikeut-
taminen. - The justification of copyright.
125 p. Summary 2 p. 2006.
SANAKSENAHO, SANNA, Eriarvoisuus ja
luottamus 2000-luvun taitteen Suomessa.
Bourdieulainen ndkokulma. - Inequality and
trust in Finland at the turn of the 21st
century: Bourdieuan approach.
150 p. Summary 3 p. 2006.
VALKONEN, LEENA, Millainen on hyvi iti tai
isd? Viides- ja kuudesluokkalaisten lasten
vanhemmuuskasitykset. - Whatis a good
father or good mother like? Fifth and sixth
graders’ conceptions of parenthood. 126 p.
Summary 5 p. 2006.
MARTIKAINEN, Liisa, Suomalaisten nuorten
aikuisten eldméan tyytyvaisyyden monet
kasvot. - The many faces of life satisfaction
among Finnish young adult’s. 141 p.
Summary 3 p. 2006.
Hawmarus, PArvi, Koulukiusaaminen ilmiona.
Yldkoulun oppilaiden kokemuksia
kiusaamisesta. - School bullying as a
phenomenon. Some experiences of Finnish
lower secondary school pupils. 265 p.
Summary 6 p. 2006.
LerPANEN, ULLA, Development of literacy in
kindergarten and primary school.
Tiivistelma 2 p. 49 p. (145 p.) 2006.
KorveLa, PAuL-ERriK, The Machiavellian
reformation. An essay in political theory.
171 p. Tiivistelma 2 p. 2006.
METSOMAKI, MARJO, “Suu on syomista
varten”. Lasten ja aikuisten kohtaamisia
ryhméperhepaivikodin ruokailutilanteissa.
- Encounters between children and adults
in group family day care dining situations.
251 p. Summary 3 p. 2006.
LATVALA, JuHA-MATT, Digitaalisen kommuni-
kaatiosovelluksen kehittiminen kodin ja
koulun vuorovaikutuksen edistamiseksi.
- Development of a digital communication
system to facilitate interaction between home
and school. 158 p. Summary 7 p. 2006.
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PrrkANEN, Tuut, Alcohol drinking behavior
and its developmental antecedents. - Alko-
holin juomiskéyttdytyminen ja sen ennusta
minen. 103 p. (169 p.) Tiivistelma 6 p. 2006.
LiNNILA, MATA-LISA, Kouluvalmiudesta koulun
valmiuteen. Poikkeuksellinen koulunaloitus
koulumenestyksen, viranomaislausuntojen
ja perheiden kokemusten valossa. - From
school readiness to readiness of school -
Exceptional school starting in the light of
school attainment, official report and
family experience. 321 p. Summary 3 p. 2006.
LeEINONEN, ANU, Vanhusneuvoston funktioita
jaljittaméassa. Tutkimus maaseutumaisten
kuntien vanhusneuvostoista. - Tracing
functions of older people’s councils. A study
on older people’s councils in rural
municipalities. 245 p. Summary 3 p. 2006.
KAUPPINEN, MARKO, Canon vs. charisma.
”"Maoism” as an ideological construction.

- Kaanon vs. karisma. “Maoismi” ideologise-

na konstruktiona. 119 p. Yhteenveto 2 p. 2006.

VEHKAKOSKI, TANJA, Leimattu lapsuus? Vam-
maisuuden rakentuminen ammatti-ihmisten
puheessa ja teksteissa. - Stigmatized
childhood? Constructing disability in
professional talk and texts. 83 p. (185 p.)
Summary 4 p. 2006.

LeppAano, HENRY, Matemaattisen ongelman
ratkaisutaidon opettaminen peruskoulussa.
Ongelmanratkaisukurssin kehittdminen ja
arviointi. - Teaching mathematical problem
solving skill in the Finnish comprehensive
school. Designing and assessment of a
problem solving course. 343 p. Summary 4 p.
2007.

Kuvaja, KristiNg, Living the Urban Challenge.
Sustainable development and social
sustainability in two southern megacities.
130 p. (241 p.) Yhteenveto 4 p. 2007.

PonjoLa, Pasi, Technical artefacts. An
ontological investigation of technology. 150 p.
Yhteenveto 3 p. 2007.

Kaukua, JAR, Avicenna on subjectivity. A
philosophical study. 161 p. Yhteenveto 3 p.
2007.

KuriLa, PArvi, “Mindko asiantuntija?”. Varhais-
kasvatuksen asiantuntijan merkitysperspektii-
vinjaidentiteetin rakentuminen. -“Me, an
expert?” Constructing the meaning perspective
and identity of an expert in the field of early

childhood education. 190 p. Summary 4 p. 2007.

SILVENNOINEN, P1ia, Ikd, identiteetti ja ohjaava
koulutus. Tkddntyvit pitkdaikaistyottomét
oppimisyhteiskunnan haasteena. - Age,
identity and career counselling. The ageing,
long-term unemployed as a challenge to
learning society. 229 p. Summary 4 p. 2007.
REINIKAINEN, MARjO-RitTA, Vammaisuuden
sukupuolittuneet ja sortavat diskurssit:
Yhteiskunnallis-diskursiivinen ndkokulma
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309

310

311

312

313

314

vammaisuuteen. - Gendered and oppressive
discourses of disability: Social-discursive
perspective on disability. 81 p. (148 p.)
Summary 4 p. 2007.

MAATTA, Jukka, Asepalvelus nuorten naisten
ja miesten opinto- ja tyduralla. - The impact
of military service on the career and study
paths of young women and men. 141 p.
Summary 4 p. 2007.

PYYKKONEN, MIIKKA, Jdrjestdytyvit diasporat.
Etnisyys, kansalaisuus, integraatio ja hallinta
maahanmuuttajien yhdistystoiminnassa.

- Organizing diasporas. Ethnicity,
citizenship, integration, and government in
immigrant associations. 140 p. (279 p.)
Summary 2 p. 2007.

Rasku, MINNA, On the border of east and west.
Greek geopolitical narratives. - Idén ja lannen
rajalla. Narratiiveja kreikkalaisesta geopoli-
tiikasta. 169 p. Yhteenveto 3 p. 2007.
LarioLanTi, Ramvo, Koulutuksen arviointi
kunnallisen koulutuksen jarjestdjan tehtava-
n4. Paikallisen arvioinnin toteutumisedelly-
tysten arviointia erddn kuntaorganisaation
ndkokulmasta. - The evaluation of schooling
as a task of the communal maintainer of
schooling - what are the presuppositions of
the execution of evaluation in one specific
communal organization. 190 p. Summary 7 p.
2007.

NaTALE, KaTjA, Parents’ Causal Attributions
Concerning Their Children’s Academic
Achievement . - Vanhempien lastensa koulu-
menestystd koskevat kausaaliattribuutiot.

54 p. (154 p.) Yhteenveto 3 p. 2007.

VAHTERA, SIRPA, Optimistit opintielld. Opin-
noissaan menestyvien nuorten hyvinvointi
lukiosta jatko-opintoihin. - The well-being of
optimistic, well-performing high school
students from high school to university. 111 p.
Summary 2 p. 2007.

Korvisto, PArvi, “Yksilollistd huomiota arkisis-
sa tilanteissa”. Pdivakodin toimintakulttuurin
kehittaminen lasten itsetuntoa vahvistavaksi.
- “Individual attention in everyday
situations”. Developing the operational
culture of a day-care centre to strengthen
children’s self-esteem. 202 p. Summary 4 p.
2007.

LAHIKAINEN, JOHANNA, “You look delicious”

- Food, eating, and hunger in Margaret
Atwood’s novels. 277 p. Yhteenveto 2 p.

2007.

Linnavuort, HANNARIKKA, Lasten kokemuksia
vuoroasumisesta. — Children’s experiences of
dual residence. 202 p. Summary 8 p. 2007.
ParviaINEN, Tina, Cortical correlates of
language perception. Neuromagnetic studies
in adults and children. - Kielen kasittely
aivoissa. Neuromagneettisia tutkimuksia
aikuisilla ja lapsilla. 128 p. (206 p.) Yhteenve-
to 5 p. 2007.
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Kara, HANNELE, Ermutige mich Deutsch zu
sprechen. Portfolio als evaluationsform von
miindlichen leistungen. - “"Rohkaise minua
puhumaan saksaa” - kielisalkku suullisen
kielitaidon arviointivélineend. 108 p. Yhteen-
veto 3 p. 2007.

MAKELA, AARNE, Mité rehtorit todella tekevit.
Etnografinen tapaustutkimus johtamisesta ja
rehtorin tehtdvistd peruskoulussa. - What
principals really do. An ethnographic case
study on leadership and on principal’s tasks
in comprehensive school. 266 p. Summary

5 p. 2007.

PuoLakaNaHO, ANNE, Early prediction of
reading - Phonological awareness and
related language and cognitive skills in
children with a familial risk for dyslexia.

- Lukemistaitojen varhainen ennustaminen.
Fonologinen tietoisuus, kielelliset ja kognitii-
viset taidot lapsilla joiden suvussa esiintyy
dysleksiaa. 61 p. (155 p.) Yhteenveto 3 p.
2007.

HorrvaN, Davip M., The career potential of
migrant scholars in Finnish higher education.
Emerging perspectives and dynamics. -
Akateemisten siirtolaisten uramahdollisuudet
suomalaisessa korkeakoulujirjestelméssa:
dynamiikkaa ja uusia ndkokulmia. 153 p.
(282 p.) Yhteenveto 2 p. 2007.

Fapjukorr, PAvi, Identity formation in
adulthood. - Identiteetin muotoutuminen
aikuisidssd. 71 p. (168 p.) Yhteenveto 5 p.
2007.

MAKIKANGAS, ANNE, Personality, well-being
and job resources: From negative paradigm
towards positive psychology. - Persoonalli-
suus, hyvinvointi ja tyén voimavarat: Kohti
positiivista psykologiaa. 66 p. (148 p.) Yhteen-
veto 3 p. 2007.

Jokisaarl, MARKKU, Attainment and reflection:
The role of social capital and regrets in
developmental regulation. - Sosiaalisen
péddoman ja toteutumattomien tavoitteiden
merkitys kehityksen séételyssa. 61 p. (102 p.)
Yhteenveto 2 p. 2007.

HAMALAINEN, JaARMO, Processing of sound rise
time in children and adults with and without
reading problems. - Aénten nousuaikojen
prosessointi lapsilla ja aikuisilla, joilla on
dysleksia ja lapsilla ja aikuisilla, joilla ei ole
dysleksiaa. 48 p. (95 p.) Tiivistelmi 2 p. 2007.
KANERvVIO, PEKKA, Crisis and renewal in one
Finnish private school. - Kriisi ja uudistumi-
nen yhdessa suomalaisessa yksityiskoulussa.
217 p. Tiivistelma 2 p. 2007.

MAATTA, Sami, Achievement strategies in
adolescence and young adulthood. - Nuorten
ajattelu- ja toimintastrategia. 45 p. (120 p.)
Tiivistelmd 3 p. 2007.

Torpra MINNA, Pathways to reading
acquisition: Effects of early skills, learning
environment and familial risk for dyslexia.
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- Yksilollisid kehityspolkuja kohti lukemisen
taitoa: Varhaisten taitojen, oppimisympé-
riston ja sukuriskin vaikutukset. 53 p. (135 p.)
2007.

KankaINEN, Tomi, Yhdistykset, instituutiot ja
luottamus. - Voluntary associations,
institutions and trust.158 p. Summary 7 p.
2007.

PirnEs, Esa, Merkityksellinen kulttuuri ja
kulttuuripolitiikka. Laaja kulttuurin késite
kulttuuripolitiikan perusteluna. - Meaningful
culture and cultural policy. A broad concept
of culture as a basis for cultural policy. 294 p.
Summary 2 p. 2008.

Niemi, PETTERIL, Mieli, maailma ja referenssi.
John McDowellin mielenfilosofian ja seman-
tiikan kriittinen tarkastelu ja ontologinen
tdydennys. - Mind, world and reference: A
critical examination and ontological
supplement of John McDowell’s philosophy
of mind and semantics. 283 p. Summary 4 p.
2008.

GRANBOM-HERRANEN, Liisa, Sananlaskut
kasvatuspuheessa - perinnettd, kasvatusta,
indoktrinaatiota? - Proverbs in pedagogical
discourse - tradition, upbringing,
indoctrination? 324 p. Summary 8 p. 2008.
Kykyri, Virr-Lusa, Helping clients to help
themselves. A discursive perspective to
process consulting practices in multi-party
settings. - Autetaan asiakasta auttamaan itse
itsedédn. Diskursiivinen ndkokulma prosessi-
konsultoinnin kdytantsihin ryhmétilanteissa.
75 p. (153 p.) Tiivistelmi 2 p. 2008.

Kiuru, NooNa, The role of adolescents”
peergroups in the school context. - Nuorten-
toveriryhmien rooli kouluymparistossa. 77 p.
(192 p.) Tiivistelma 3 p. 2008.

PARTANEN, TERHI, Interaction and therapeutic
interventions in treatment groups for
intimately violent men. 46 p. (104 p) Yhteen-
veto 2 p. 2008.

RarTILA, RALA, Retkelld. Lasten ja kaupunki-
ympaériston kohtaaminen. - Making a visit.
Encounters between children and an urban
environment. 179 p. Summary 3 p. 2008.
SuME, HELENA, Perheen pytrteinen arki.
Sisdkorvaistutetta kdayttavan lapsen matka
kouluun. - Turbulent life of the family. Way to
school of a child with cochlear implant.

208 p. Summary 6 p. 2008.

KotranTa, Turja, Aktivoinnin paradoksit.

- The paradoxes of activation. 217 p.
Summary 3 p. 2008.

RuorriLa, Isto, HUUHTANEN, PEKKA, SEITSAMO,
JOorRMA AND ILMARINEN, JUHANI, Age-related
changes of the work ability construct and its
relation to cognitive functioning in the older
worker: A 16-year follow-up study. 97 p. 2008.
TIKKANEN, Pirjo, “Helpompaa ja hauskempaa
kuin luulin”. Matematiikka suomalaisten ja
unkarilaisten perusopetuksen neljasluokka-
laisten kokemana.- “Easier and more fun that
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I thought”. Mathematics experienced by
fourth-graders in Finnish and Hungarian
comprehensive schools. 309 p. Summary 3 p.
2008.

KaurpINEN, ILkka, Tiedon omistaminen on valtaa
- Globalisoituvan patenttijirjestelmén poliit-
tinen moraalitalous ja globaali kapitalismi.

- Owning knowledge is power. Political moral
economy of the globalizing patent system and
global capitalism. 269 p. Summary 5 p. 2008.

KujaLa, Maria, Muukalaisena omassa maassa.

Miten kasvaa vuorovaikutuskonflikteissa?

- A stranger in one’s own land. How to grow
in interaction conflicts? 174 p. Summary 7 p.
2008.

KoroneN, Tulrg, Calculation and Language:
Diagnostic and intervention studies. -
Laskutaito ja kieli: Diagnostinen ja kuntou-
tustutkimus. 49 p. (120 p.) Tiivistelma 2 p.
2008.

HauraLa, PAIvi-MARIA, Lupa tulla nakyvéksi.
Kuvataideterapeuttinen toiminta kouluissa.

- Permission to be seen. Art therapeutic
activities in schools. 202 p. 2008.

SIPARI, SALLA, Kuntouttava arki lapsen tueksi.
Kasvatuksen ja kuntoutuksen yhteistoimin-
nan rakentuminen asiantuntijoiden keskuste-
luissa. - Habilitative everyday life to support
the child. Construction of the collaboration of
education and rehabilitation in experts
discussions. 177 p. Summary 4 p. 2008.
LEHTONEN, PA1vi HANNELE, Voimauttava video.
Asiakasldhtoisyyden, myonteisyyden ja
videokuvan muodostama tydorientaatio
perhetydn menetelména. - Empowering video.
A work orientation formed by client-focus,
positivity and video image as a method for
family work. 257 p. Summary 3 p. 2008.
RuonomAki, Jyrki, “Could Do Better”.
Academic Interventions in Northern Ireland
Unionism. - “Could Do Better” Akateemiset
interventiot Pohjois-Irlannin unionismiin.

238 p. Tiivistelmad 2 p. 2008.

Sarmi, Paura, Nimedminen ja lukemisvaikeus.
Kehityksen ja kuntoutuksen nikokulma. -
Naming and dyslexia: Developmental and
training perspectives.

169 p. Summary 2 p. 2008.

RANTANEN, JoHANNA, Work-family interface and
psychological well-being: A personality and
longitudinal perspective. - Tyon ja perheen
vuorovaikutuksen yhteys psyykkiseen hyvin-
vointiin sekd persoonallisuuteen
pitkittdistutkimuksen nikokulmasta 86 p.
(146 p.) Yhteenveto 6 p. 2008.

347 Puppo, Jukka, Trust, Autonomy and Safety at

348

Integrated Network- and Family-oriented
mode for co-operation. A Qualitative Study.
70 p. (100 p.) Yhteenveto 2 p. 2008.

HATINEN, MARJA, Treating job burnout in
employee rehabilitation: Changes in
symptoms, antecedents, and consequences. -

349

350

351

352

353

354

355

356

357

358
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Tyouupumuksen hoito tyéikdisten kuntou-
tuksessa: muutokset tyduupumuksen oireissa,
ennakoijissa ja seurauksissa. 85 p. (152 p.)
Tiivistelma 4 p. 2008.

Price, GavIN, Numerical magnitude
representation in developmental dyscalculia:
Behavioural and brain imaging studies.

139 p. 2008.

RauTiaINEN, MATTI, Keiden koulu? Aineen-
opettajaksi opiskelevien kisityksid koulu-
kulttuurin yhteisollisyydesta. - Who does
school belong to? Subject teacher students’
conceptions of community in school culture.
180 p. Summary 4 p. 2008.

UOTINEN, SANNA, Vanhempien ja lasten
toimijuuteen konduktiivisessa kasvatuksessa.
- Into the agency of a parent and a child in
conductive education. 192 p. Summary 3 p.
2008.

AHONEN, HELENA, Rehtoreiden kertoma johta-
juus ja johtajaidentiteetti. - Leadership and
leader identity as narrated by headmasters.
193 p. 2008.

Morsio, OLLI-PekkaA, Essays on radical
educational philosophy. 151 p. Tiivistelméa

3 p. 2009.

Linpovist, Ranja, Parisuhdevikivallan
kohtaaminen maaseudun sosiaalitydssa. -
Encountering partner violence with rural
social work. 256 p. 2009.

TamMELIN, Mi1A, Working time and family time.
Experiences of the work and family interface
among dual-earning couples in Finland. -
Tyoaika ja perheen aika: kokemuksia tyon ja
perheen yhteensovittamisesta Suomessa.

159 p. Tiivistelma 3 p. 2009.

RiNNE, PArvi, Matkalla muutokseen. Sosiaali-
alan projektitoiminnan perustelut, tavoitteet ja
toimintatavat Sosiaaliturva-lehden kirjoituk-
sissa 1990-luvulla. - On the way to the change.
221 p. Summary 2 p. 2009.

VALTONEN, RutTa, Kehityksen ja oppimisen
ongelmien varhainen tunnistaminen Lene-
arvioinnin avulla. Kehityksen ongelmien
paéllekkdisyys ja jatkuvuus 4-6-vuotiailla
sekd ongelmien yhteys koulusuoriutumiseen.
- Lene-assessment and early identification of
developmental and learning problems. Co-
occurrence and continuity of developmental
problems from age 4 to age 6 and relation to
school performance. 73 p. (107 p.) Summary

2 p. 2009.

SuHONEN,KATRI, Mitéd hiljainen tieto on hengelli-
sessd tyossd? Kokemuksellinen ndkokulma
hiljaisen tiedon ilmenemiseen, siirrettdvyyteen
ja siirrettdvyyden merkitykseen ikdantyneiden
diakoniatyontekijoiden ja pappien tyossa.

- What is tacit knowledge in spiritual work?
An experiential approach to the manifestation,
significance and distribution of tacit
knowledge in the work of aged church
deacons and ministers. 181 p. Summary 6 p.
2009.
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JumpPANEN, Aaro, United with the United States
- George Bush'’s foreign policy towards
Europe 1989-1993. 177 p. Yhteenveto 3 p.
2009.

HueMER, SINI, Training reading skills.
Towards fluency. - Lukemistaitojen harjoitta-
minen. Tavoitteena sujuvuus. 85 p. (188 p.)
Yhteenveto 3 p. 2009.

EskeLINEN, TEPPO, Putting global poverty in
context. A philosophical essay on power,
justice and economy. 221 p. Yhtenveto 1 p.
2009.

TarpALE, SakARI, Transformative technologies,
spatial changes: Essays on mobile phones
and the internet. 97 p. (184 p.) Yhteenveto 3 p.
2009.

KORKALAINEN, PauLa, Riittimattomyyden
tunteesta osaamisen oivallukseen. Ammatilli-
sen asiantuntijuuden kehittdminen varhais-
erityiskasvatuksen toimintaympéristdissa. -
From a feeling of insuffiency to a new sense of
expertise. Developing professional
knowledge and skills in the operational
environments for special needs childhood
education and care. 303 p. Summary 4 p.
2009.

SEPPALA-PANKALAINEN, TaRjA, Oppijoiden
moninaisuuden kohtaaminen suomalaisessa
lahikoulussa. Etnografia kouluyhteison
aikuisten yhdesséd oppimisen haasteista ja
mahdollisuuksista. - Confronting the
Diversity of Learners in a Finnish
Neighbourhood School. An Ethnographic
Study of the Challenges and Opportunities of
Adults Learning Together in a School
community. 256 p. Summary 4 p. 2009.
SEVON, Eija, Maternal Responsibility and
Changing Relationality at the Beginning of
Motherhood. - Aidin vastuu ja muuttuvat
perhesuhteet ditiyden alussa. 117 p. (200 p.)
Yhteenveto 5 p. 2009.

Hurtunen-Scor, TiNa, Auditory duration
discrimination in children with reading
disorder, attention deficit or both. -
Kuulonvarainen keston erottelu lapsilla, joilla
on lukemisvaikeus, tarkkaavaisuuden ongel-
ma tai molemmat. 68 p. (112 p.)

Tiivistelma 3 p. 2009.

NEUVONEN-RAUHALA, MARJA-Lnisa, Tyoeldma-
lahtoisyyden méérittiminen ja kdyttdminen
ammattikorkeakoulun jatkotutkinto-
kokeilussa. - Defining and applying working-
life orientation in the polytechnic
postgraduate experiment. 163 p.

Summary 7 p. 2009.

NymaN, Tarja, Nuoren vieraan kielen opettajan
pedagogisen ajattelun ja ammatillisen asian-
tuntijuuden kehittyminen. - The development
of pedagogical thinking and professional
expertise of newly qualified language
teachers. 121 p. (201 p.) Summary 4 p. 2009.
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Puurio, Risto, Hidden agendas. Situational
tasks, discursive strategies and institutional
practices in process consultation. 83 p. (147 p.)
Tiivistelma 2 p. 2009.

ToIvANEN, JuHANA, Animal consciousness. Peter
Olivi on cognitive functions of the sensitive
soul. 369 p. Yhteenveto 4 p. 2009.

Nokia, Miriam, The role of the hippocampal
theta activity in classical eyeblink
conditioning in rabbits. - Hippokampuksen
theta-aktiivisuuden rooli klassisessa
silméniskuehdollistamisessa kaneilla. 41 p.
(80 p.) Yhteenveto 2 p. 2009.

LAHTEENMAKI, V1L, Essays on early modern
conceptions of consciousness: Descartes,
Cudworth, and Locke. 160 p. 2009.

Bjork, Kaj, What explains development.
Development strategy for low human
development index countries. 212 p. Yhteenve-
to 1 p. 2009.

PuurpoNEN, ANTTI, Maaseutuyrittdjyys, verkos-
tot ja paikallisuus. Tapaustutkimus pieni-
muotoisen elintarviketuotannon kestavyydes-
td Keski-Suomessa. - Rural entrepreneurship,
networks and locality. A case study of the
sustainability of small-scale food production
in Central Finland. 100 p. (191 p.) Summary

3 p. 2009.

HALTTUNEN, LEENA, Pédivahoitoty6 ja johtajuus
hajautetussa organisaatiossa. - Day care work
and leadership in a distributed organization.
181 p. Summary 4 p. 2009.

Kamesoja, Tuukka, Studies on ontological and
methodological foundations of critical realism
in the social sciences. 65 p. (187 p.) Yhteenve-
to 9 p. 2009.

SiproLA, MARKKU, A low road to investment
and labour management? The labour process
at Nordic subsidiaries in the Baltic States.

272 p. Tiivistelmé 2 p. 2009.

SANTALA, OLLI-PEKKA, Expertise in using the
Rorschach comprehensive system in
personality assessment. 150 p. Tiivistelma

1 p. 2009.

HAaRrJUNEN, HANNELE, Women and fat:
Approaches to the social study of fatness.

- Naiset ja lihavuus: nakokulmia lihavuuden
yhteiskuntatieteelliseen tutkimukseen 87 p.
(419 p.) Tiivistelma 4 p. 2009.

KETTUNEN, Liisa, Kylld vai ei. Peruskoulun
sukupuolikasvatuksen oppimateriaalin
kehittdmisty6 ja arviointi. - Yes or no? The
development and evaluation of teaching
material for sex education in the Finnish
comprehensive school. 266 p. Summary 3 p.
2010.

From, KrisTINE, “Ettd sais olla lapsena toisten
lasten joukossa”. Substantiivinen teoria
erityisté tukea tarvitsevan lapsen toiminnalli-
sesta osallistumisesta toimintaympéristois-
sdan. - To be a child just as the others in the
peer group. A substantive theory of activity-
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based participation of the child with special
educational needs. 174 p. Summary 4 p. 2010.
MYKKANEN, JOHANNA, Iséksi tulon tarinat,
tunteet ja toimijuus. - Becoming a father -
types of narrative, emotions and agency.

166 p. Summary 5 p. 2010.

RaAsuMAA, VEsa, Perusopetuksen rehtori
opettajien osaamisen johtajana. - Knowledge
management functions of a principal in basic
education. 349 p. Summary 5 p. 2010.
SusIAINEN, LAaurl, Foucault’s voices: Toward the
political genealogy of the auditory-sonorous. -
Foucault'n dénet. Kohti auditoris-sonoorista
poliittista genealogiaa. 207 p. Tiivistelméa

2 p. 2010.

PutLi, TuuLa, Totta ja unta. Draama puhe-ja
kehitysvammaisten ihmisten yhteisollisena
kuntoutuksena ja kokemuksena. - The Real
and the Illusory. Drama as a means of
community-based rehabilitation and
experience for persons with severe learning
and speech disabilities. 281 p. Summary 7 p.
2010.

SuskoNEN, TiNa, Kielelliset erityisvaikeudet ja
lukemaan oppiminen. - Specific language
impairments and learning to read. 205 p.
Summary 3 p. 2010.

Lyyra, Pessi, Higher-order theories of
consciousness: An appraisal and application.
- Korkeamman kertaluvun tietoisuusteoriat:
arvio ja kdyttoehdotus. 163 p. Yhteenveto 5 p.
2010.

KARJALAINEN, MERjA, Ammattilaisten kdsityksid
mentoroinnista tyopaikalla. - Professionals’
conceptions of mentoring at work. 175 p.
Summary 7 p. 2010.

GEMECHU, DEREJE TEREFE, The implementation of
a multilingual education policy in Ethiopia:
The case of Afaan Oromoo in primary schools
of Oromia Regional State. 266 p. 2010.
KorvuLa, MERJA, Lasten yhteisollisyys ja
yhteisollinen oppiminen péivikodissa. -
Children’s sense of community and
collaborative learning in a day care centre.
189 p. Summary 3 p. 2010.

NIEmI, MINNA, Moraalijédrjestystd tuottamassa.
Tutkimus poliisityostd lasten parissa. -
Producing moral order. A Study on police
work with children. 190 p. Summary 3 p.
2010.

ALEMAYEHU TEKLEMARIAM HAYE, Effects of
intervention on psychosocial functioning of
hearing and hard of hearing children in
selected primary schools of Addis Ababa,
Ethiopia. 195 p. Executive summary 4 p. 2010.
KaskiHarju, Eja, Koteja ja kodinomaisuutta.
Tutkimus vanhenemisen paikoista valtio-
péivapuheissa 1950 - 2005. - Homes and
homelikeness. A study on places for ageing in
parliamentary speeches from 1950 to 2005.
244 p. Summary 5 p. 2010.
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MAHLAKAARTO, SALME, Subjektiksi tyossa -
Identiteettid rakentamassa voimaantumisen
kehitysohjelmassa. - Becoming a subject at
work - Constructing identity within a
program of empowerment. 95 p. (198 p.)
Yhteenveto 1 p. 2010.

Tario, TarjA, “Meild on kaikila samanlaiset
tarinat”. Tarinankerrontatutkimus tornion-
laaksolaisuudesta vanhimpien aapualaisten
arjessa ja tulevaisuudessa. - “We all have the
same stories”. A storytelling case study of
Torne Valley -ness in the everyday life and
future of elderly Aapua residents. 261 p.
Summary 6 p. 2010.

RauTiAINEN, Eja-Lisa, Co-construction and
collaboration in couple therapy for
depression. - Yhteistoiminnallisuus masen-
nuksen pariterapiassa. 56 p. (122 p.) Yhteen-
veto 3 p. 2010.

AALTONEN, TErHI, “Taiteilija ei vanhene”.
Haastattelututkimus kuvataiteilijoiden
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