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Abstract

We prove the intrinsic Harnack’s inequality for a general form of a parabolic equation that
generalizes both the standard parabolic p-Laplace equation and the normalized version aris-
ing from stochastic game theory. We prove each result for the optimal range of exponents
and ensure that we get stable constants.
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p-parabolic equation
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1 Introduction

We prove the intrinsic Harnack’s inequality for the following general non-divergence form
version of the nonlinear parabolic equation

du = |Vul9P div (|Vu|""2 Vu) = |Vul!™? (Au+ (p — 2) AN w), (1.1)

for the optimal range of exponents. The theorem states that a non-negative viscosity solution
satisfies the following local a priori estimate

y™' sup uCto = 0r%) < u(x0,10) <y inf uCe1o +0r%) (12)
r (X0

By (x0)

for a scaling constant & which depends on the value of . This intrinsic waiting time is the
origin of the name and is required apart from the singular range of exponents where the
elliptic Harnack’s inequality holds [19]. We also establish stable constants at the vicinity of
q=2.
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When ¢ = p, the Eq. 1.1 is the standard p-parabolic equation for which the intrinsic
Harnack’s inequality was proven by DiBenedetto [7] and Kwong [9], see also [8]. These
results were generalized for equations with growth of order p by DiBenedetto, Gianazza,
and Vespri [4] and by Kuusi [21]. When g # p, the Eq. 1.1 is in non-divergence form. For
non-divergence form equations parabolic Harnack’s inequalities and related Holder regularity
results were first studied by Cordes [3] and Landis [22]. Parabolic Harnack’s inequality for
a non-divergence form equation with bounded and measurable coefficients was proven by
Krylov and Safonov [20]. Further regularity results for general fully nonlinear equations were
proven by Wang [28], see also [15]. To the best of our knowledge, our proof is partly new
even in the special case of the p-parabolic equation since it does not rely on the divergence
structure.

The idea of the proof of the right inequality in Eq. 1.2 is to first locate a local supremum
and establish a positive lower bound in some small ball around this point. Then we use
specific subsolutions as comparison functions to expand the set of positivity over the unit
ball for a specific time slice using the comparison principle. Our proof uses the connection
of Eq. 1.1 and the p-parabolic equation established by Parviainen and Vazquez in [26] to
construct suitable comparison functions. Heuristically, radial solutions to the non-divergence
form problem can be interpreted as solutions to divergence form p-parabolic equation in a
fictitious dimension d, which does not need to be an integer. The proof of the left inequality
is based on estimating the values of a function in the specific time slice by using the other
inequality with suitable radii and scaling of constants.

Our proofs often are split into three different cases because the behavior of solutions to
Eq. 1.1 depends on the value of ¢. For the degenerate case g > 2, the right-side inequality is
proven in [26] and we prove the singular case ¢ < 2 as well as the case of ¢ near 2. This is
done separately to obtain stable constants as ¢ — 2. For the left-side inequality, the singular
case was proven in [19] and we prove the remaining cases.

DiBenedetto’s proof uses the theory of weak solutions but since the Eq. 1.1 is in non-
divergence form, unless ¢ = p, we use the theory of viscosity solutions instead. Because of
this, we cannot directly use energy estimates as in [4] or in [8]. Even defining solutions is
non-trivial for this type of equations. A suitable definition taking singularities of the problem
into account was established by Ohnuma and Sato [25]. When g = 2, we get the normalized
p-parabolic equation arising from game theory which was first examined in the parabolic
setting in [23]. This problem has had recent interest for example in [11, 12, 18] and [1]. We
also point out that normalized equations have been studied in connection to image processing
[10], economics [24] and machine learning [2]. The general form of Eq. 1.1 has been examined
for example in [13] and [26] in addition to [19].

1.1 Results

We work with the exponent range

1 if p > 42,
> - 1.3
T2 2 gy < p < (1-3)

which is optimal for the intrinsic Harnack’s inequality as we prove in Section 7. For the elliptic
version of the inequality where we get both estimates without waiting time, the optimal range
istoassume (1.3)and g < 2, as we proved in [19]. The notation used for space-time cylinders
is defined in the next section.
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Intrinsic Harnack’s Inequality for a General...

Theorem 1.1 Letu > 0 be aviscosity solution to Eq. 1.1 in Q7 (1) and let the range condition
Eq. 1.3 hold. Fix (xo, to) € Q (1) such that u(xo, to) > 0. Then there exist y = y(n, p, q),
c=c(n,p,q)ando =o(n, p,q) > 1 such that

y~lsup u(-, to —0r?) < u(xo, to) <y inf u(-, o+ 60r?)
By (x0) By(x0)
where

6 = cu (xo,10)> 79,

whenever (xq, to) + Qo (0) C Q7 (1).

We prove this theorem in Sections 4 and 5 after first introducing prerequisites and proving
auxiliary results in Sections 2 and 3. The theorem is proven by first establishing the right
inequality, from now on called the forward Harnack’s inequality, and then using this result
to prove the left inequality, henceforth called backward Harnack’s inequality. These names
are standard in the literature. We prove the forward inequality by first locating the local
supremum of our function and establishing a positive lower bound in some small ball around
the supremum point. This differs from the integral Harnack’s inequality used by DiBenedetto
for weak solutions at this step [8, Chapter VII]. The proof of this integral inequality uses
the divergence form structure of the p-parabolic equation and thus is not available to us
without a new proof. Next, we expand the positivity set around the obtained supremum point
by using suitably constructed viscosity subsolutions and the comparison principle. In the
singular case, we first expand the set in the time direction using one comparison function and
then expand it sidewise for a specific time slice using another one. In the degenerate case,
a single Barenblatt-type function is enough to get a similar result. Yet we need a different
comparison function to handle exponents near ¢ = 2 if we wish to have stable constants as
g — 2. We construct these viscosity subsolutions in Section 3.

For the backward Harnack’s inequality, the singular case is proven as [19, Theorem 5.2],
and we prove the remaining cases in Section 5. The case ¢ = 2 is a direct consequence of the
forward inequality as we do not have to deal with intrinsic scaling. The proof of the degenerate
case follows the proof of the similar result for the p-parabolic equation [6, Section 5.2] and
uses the forward inequality and proceeds by contradiction that the backward inequality has
to hold. In Section 6 we prove covering arguments that take the intrinsic scaling into account.
We do this by repeatedly iterating Harnack’s inequality and choosing points and radii taking
the intrinsic scaling into account. In the last Section 7, we prove that if ¢ does not satisfy
the range condition (1.3), it must vanish in finite time and thus cannot satisfy the intrinsic
Harnack’s inequality. Thus the range condition is optimal.

2 Prerequisites

When Vu # 0, we denote
A = |Vul™P div (IVulP~% Vu) = |[Vu|?"? (Au+ (p — 2) A w),

where p > 1 and g > 1 are real parameters and the normalized or game theoretic infinity
Laplace operator is given by

n

Af,vou = Z

i,j=1

Oy U axju Bx,.xju
|Vul?
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Thus the Eq. 1.1 can be written as
o = A%u.
Let @ C R” be a domain and denote Q7 = Q x (0, T') the space-time cylinder and
0,2 1= (2 x {0}) U (32 x [0, T])
its parabolic boundary. We will mainly work with the following type of cylinders
0, () := B, (0) x (=0r?,0],
0} (6) := B, (0) x (0,6r%)

where 6 is a positive parameter that determines the time-wise length of the cylinder relative
to r¢. We denote the union of these cylinders as

0,(0) == 0 (O)U 0, (6)

and when not located at the origin, we denote

(x0, 10) + Q, (8) := By (x0) x (to — 0r9, 1],
(x0, 10) + Q7 () := By (x0) x (to, to + 0r9),
(x0, 10) + O, (0) := Br(xg) x (19 — 0r?, 19 + 6r7).

Apart from the case p = ¢, the Eq. 1.1 is in non-divergence form and thus the standard
theory of weak solutions is not available, and we will use the concept of viscosity solutions
instead. Moreover, the equation is singular for 2 > ¢ > 1, and thus we need to restrict
the class of test function in the definition to retain good a priori control on the behavior of
solutions near the singularities. We use the definition first introduced in [14] for a different
class of equations and in [25] for our setting. This is the standard definition in this context
and it naturally lines up with the p-parabolic equation (p = ¢q), where notions of weak and
viscosity solutions are equivalent for all p € (1, c0)[17, 26, 27]. See also [16].

Denote

_ ®
F(n,X) = [n9 2 Tr <X +(p-2) "m'z" X)
where (a ® b);j = a;bj, so that
F(Vu, D*u) = [Vul"? (Au+ (p — 2) AN u) = Afu
whenever Vu # 0. Let F(F) be the set of functions f € C2([0, 00)) such that
£(0) = f'(0)= f"(0)=0and f’(r) > Oforallr > 0,
and also require that for g(x) := f(|x]), it holds that

lim F(Vg(x). D?g(x)) = 0.
20

This set F(F) is never empty because it is easy to see that f(r) = rB e F(F) for any
B > max(q/(q — 1), 2). Note also that if f € F(F), then L f € F(F) forall A > 0.
Define also the set

Y={o€ CI(R) | o is even, 0(0) = ¢’(0) =0, and o (r) > O for all » > 0}.

We use F(F) and X to define an admissible set of test functions for viscosity solutions.
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Intrinsic Harnack’s Inequality for a General...

Definition 2.1 A function ¢ € C2(Qr) is admissible at a point (xo, fo) € Q7 if either
Vo(xo, t9) # 0 or there are § > 0, f € F(F) and o € ¥ such that
lp(x, 1) — @(x0, t0) — drp(x0, 10)(t — t0)| < f(Ix — x0]) + o (t —1o),

for all (x, t) € Bs(xg) x (to — 8, to + 8). A function is admissible in a set if it is admissible
at every point of the set.

Note that by definition a function ¢ is automatically admissible in 27 if either Vo (x, 1) #
0 in Q7 or the function —¢ is admissible in Q7.

Definition 2.2 A function u : Q7 — R U {00} is a viscosity supersolution to
du=Ahu inQr
if the following three conditions hold.

1. u is lower semicontinuous,
2. u is finite in a dense subset of Q7,
3. whenever an admissible ¢ € C 2(QT) touches u at (x, t) € Qr from below, we have

o, 1) — Alho(x,1) >0 if Vo(x,1) # 0,
drp(x,t) >0 if Vo(x, 1) =0.

A function u : Q7 — RU {—o00} is a viscosity subsolution if —u is a viscosity supersolu-
tion. A function u : Q7 — R s a viscosity solution if it is a supersolution and a subsolution.

The existence and uniqueness for viscosity solutions of Eq. 1.1 is proven in [25, Theorem
4.8]. In our proof of the forward Harnack’s inequality for the singular range we need a version
of the corollary proven in [26, Corollary 7.2] for the case ¢ < 2. The lemma remains largely
the same except we change the signs of the exponents. We present the proof here for the
convenience of the reader.

Lemma 2.3 Let u be a viscosity solution to Eq. 1.1 in Q4,(1) and let the range condition
(1.3) hold and assume q < 2. For any § € (0, 1), there exists C := C(n, p,q,8) > 1 such
that the following holds. Suppose that wg > 1 is such that for ay := a)gfz < 1 we have

0SCQ, (ag) U < wo,
and define the sequences
ri=C7lr, wpi=08wi_1, a:= w?_z
wherei = 1,2, .... Then it holds that

Oriyi(@it1) C Qri(ai) and  0sCo, (@)U < ®;.

Proof Observe that O, (¢j+1) C O, (a;) C Q,(1) holds as long as in the time-direction
we have
aiprf = wl‘.’_:fcf(i“)qrq = Squchw?_z(cf"r)q <ar!
which holds if we choose C to satisfy 4529 > 1. To prove the second claim we will use
induction.
The casei = 0holds by assumption. Suppose that the claim holds for some i = k meaning

0SCQ,, (ap) U = Wk
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and define . .
u(rex, agrit) — merk (a) U

up(x,t) = -
k

By induction assumption sup, () ux < 1. By change of variables, we can rewrite

U(rk 41X, a1 rd g 1)

Wik

u
05CQ;,, (@) o = O5CNeQi(D)

w(C ' rx, 8972 C 4 aprlt) — inf g, (4 u

= 0SC(x,neQ;(1) Wy

= OSCchl (89-2C4) Uy (21)

Next, we will use the Holder estimates proved in [13] to estimate the oscillation. By [13,
Lemma 3.1], there exists a constant Cy := C1(n, p, q, |lukllL(g,,(1y)) such that

lug (x, 1) — up(x, s)| _

Ci (2.2)

t,se[—1,1] [t — sl%
t#s
and by using [13, Lemma 2.3] for y = x¢ and ¢ = 1y, there exists a constant Cp :=

CZ(na P, q, ||uk||L°°(Q16r(l))) such that

up(x, 1) —up(y, 1) < G (|x — yl + Ix — yI?). (2.3)

By our induction assumption and the definition of uy, ||[ux||p =g, 1) < 1 and thus C;
and C, can be chosen independent of the solution.

Now Egq. 2.1 can be estimated with Eqs. 2.2 and 2.3 in the following way: Denote
A= Qc_l(éq‘ZC‘q) and let (¥,7) € A be the point where sup, uy is obtained and
(¥, 5) € A be the point where inf 4 uy is obtained. Now for C3 = max{Cy, C»}, we have

OSCQCq((waqu) up < ug (X, ﬂ —ur(y,8) +ur(y, 1) — up(y, 1)
- 1 _ _ _ _
<C i =52 + 2 (IX =51 + 15 = 5P)

< Cs ([(SHC*Q]% +C'+ c*2>

3 ) )
<CGi|l—+—+—)=9$ 2.4
< 3<3C3+3C3+3C3> (2.4)
where the last inequality holds if we choose

2
czmax[% <3§3>q,5—1}.
5 s

2—q

q

Thus by combining Eqgs. 2.1 and 2.4, we get
0SCQ, . (axs) U = 80k = Wiy1

as desired. O

A standard argument (see [26, Corollary 7.2]) together with the assumption C > §~! now
yields the following oscillation estimate.
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Intrinsic Harnack’s Inequality for a General...

Corollary 2.4 Let u be a viscosity solution to Eq. 1.1 in Q4,(1) and let the range condition
Eq. 1.3 hold. For any given wo > 1 such that ay := a)g_2 satisfies

0SCQ, (qp) U = o,

there exist constants C = é(n, p,q) > landv = v(n, p,q) € (0, 1) such that for any
0<p<rithold

N O\
08CQ,(ap) 4 < Cawxpy (;) .

The proof of this well-known result is a direct calculation. This lemma directly generalizes
for functions with time dependence and also for functions u where u(x — X) is radial for
some vector ¥ € R". When dealing with functions v : R x Rt — R, we denote the spacial
derivative by v/(r, r) and the time derivative by d;v(r, t).

Our proofs use the following comparison principle, which is Theorem 3.1 in [25].

Theorem 2.5 Let Q@ C R" be a bounded domain. Suppose that u is a viscosity supersolution
and v is a viscosity subsolution to Eq. 1.1 in Q7. If

oo # limsup v(y,s) < liminf  u(y,s) # —o0
Qr3(y.5)— (x.1) Qr3(y,8)—=(x.1)

forall (x,t) € 0,Qr, thenv < u in Q7.

3 Comparison Functions

Comparison functions are used in the standard proof for the intrinsic Harnack’s inequality
for the divergence form equation to expand the positivity set around the supremum point
using the comparison principle. In the degenerate case, a single Barenblatt-type solution is
enough to get the estimate but in the singular case, we need two separate subsolutions. The
Barenblatt solutions do not have compact support in the singular range and thus we need to
find another type of comparison function. Because of the connection of the Eq. 1.1 and the
usual p-parabolic equation examined in [26], we can use similar comparison functions as
DiBenedetto in his proof for the singular range. We will need three different subsolutions to
handle the singular case and values of ¢ near ¢ = 2. We denote throughout this section
—r-1
n:= g1
which is the time-scaling constant connecting Eq. 1.1 to the usual g-parabolic equation in
the radial case.
Assume g < 2. We will use the following subsolution which is a time-rescaled version of
the solution used in the p-parabolic case by DiBenedetto [8, VIL.7]. Let

2
. kp?é |x]4 =
D(x,1) = RO (1 — (%> )+, 3.1

R(t) := it + p4

where

and « and p are positive parameters and £ > 1 is chosen independent of k and p. By (-)+
we denote the positive part of the function inside the bracket.
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By construction supp ® (-, 0) = B,(0) and for r > 0, we get the expanding balls
d(,t) =B 0
supp @ (-, 1) o (V)

and the estimate
O(x,0) < P(x,t) <k fort>0. (3.2)

We examine @ in the domains

2—q »q
Pee =B l(O)x(O,K p )
RO né

We have ® € C®(Py.¢) N C(Py ) and as we see in the following lemma, we can choose
the constant £ to make & a viscosity subsolution to Eq. 1.1 in this set.

Lemma 3.1 Let the range condition (1.3) hold and q < 2. There exists a constant & =

2
E(n, p, q) so that ® is a viscosity subsolution to Eq. 1.1 in R" x (O, u r]';p" )

Proof The function ® = 0 outside Py, so it is enough for us to check that ® is a viscosity
subsolution on the boundary and inside this set. Let us first look at the points where V& # 0,
because here we can use the radiality of ® in spacial coordinates and a simple calculation to
simplify our statement to the form

_ 2
R L ((p — ¢ +¢’”r—1> <0 inP, = (0, R(z)i) x (0, "nzf’q> (3.3)

kp9t 74 = :
P Ry “(%) .

We use the following notation during the calculation

where

1 rd qué
R(t) := nic? 2t 4, Fi=1—z4aT, = , = .
W=y O ETRo T Ra
By direct calculation inside 77,2, g we have
1 1y gri! q e
f/:—izfl*l_ = —
q—1 R(?) q—1 r
1 1 1
o4 g zot ozt g oz
- q—1 q—lr2 r2 o (q—l)2 r2
1
qj
¢ =24FF = 2471 =
qg—1 r
2 ¢ g
"=2A((F) +FF") =24 -F
S (P A vy

1

_ q A1 2!
=2 (= 2)
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Intrinsic Harnack’s Inequality for a General...

Moreover,

g,(pqS S 1
R 247
RGyET. M 1 R()?

Enxd—! paé , ki 1pq$ 2
= TR T Y ReE Lo (34)

0 = —

Define an operator L : C 2(R) — R by

(aﬂp 10/ (p = D)¢" + ¢~ ))

By the calculations above, we have

1 1
2 L 2 k> 9R() ¢q L za—1 z9 1 n—1
T |/ ———2 1L -1 _F -F
IZ {¢| nF qg-—1 n(qz r2 r r
1 1
2 L o k24R(r) g z4T qz 97!
=—E(F -1 ) 1- —1
& +q_1z + ¢’ , -1 2 n 7 +n
q-2 11 11
_ q z97 n—1 qz9~
26279 R(t — 1
K ()q—l ) ( , + 7 )

q-2 1 1
q—1 =T ,q-1 —T
=67+ 2 S 1y ame2 () a2apen P T e - 4
q—1 rd=2 2

2 ﬁ 2g )4—1 P - q-2 n_1 1 qzﬁ
T — 11—
-1 (q,l R " F

Introduce the two sets

L(p)=—EF +

_1
za-T

2 L q
=—tF+ 20T + 2AF——
q—1 q—1

r

=—£F +
q

a={ener 1r<sl. a=|ener 172

where § > 0 is a constant to be chosen. Now inside £ we can estimate what is inside the
last brackets from above

1
n—1 qza! n—1 q n—1 q
1— < l-=<—4+1-=<0
( -+ f>_ -+ < 1= <

n n F n

if we choose & small enough that the last inequality holds. Notice also that both F € [0, 1]

and E € [0, 1] and thus
q& q-2
L_F) =i
R(t)%

R(t)
by our assumption g < 2. Thus inside &;

£ 2 2q | q
¢)§q_1+ -1 . +1-+5)<0. (3.5)

Here we can choose § to be small enough to guarantee that the right side of the equation
is negative and this can be done without dependence on &.
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Let us next focus on &. By the range of ¢, we have

2—q
qp‘l

B ok § B
R(I)SL 2—q - (an E +,0q> l - ﬂ §2—q) 542 (E>q—2
pd F - 48 F - £ —\$

and thus for § we chose above, we have

L) = —6F + —— (R(’)S 1>2_q (”_ ! +1)
= q pis F n

2 (©) ’ <”_ Ly 1) (3.6)
g—11\8 1
in &. We can now choose & to be large enough to guarantee that the right side is negative.
Thus combining the estimates Egs. 3.5 and 3.6, we have that £(¢) < 0 in the entire P ¢ and
thus by just multiplying the positive scaling factor in the definition of £ away, we have that
¢ is a classical subsolution.

We still need to check the points where V& = 0, because there the simplification we
did earlier in Eq. 3.3 does not hold. Also because of the singular nature of the Eq. 1.1, the
concept of a classical solution does not really make sense at these points and we need to use
the definition of viscosity solutions. By similar calculation to the radial case using the same

notation, we have
712 24 1
—2A]-'< el )x x| = : < q )]—'lx|qT'
R@yTT \4~ 1

9=/ Ry
1 0)x (0, 2
R(t)1 :
as there F = 0. This latter set happens to be the lateral boundary of the support of . By our
previous calculation (3.4), the time derivative of @ is

A

IA
e
H.“
+

VO (x,1)| =

and thus the gradient vanishes at the origin as q%l > OQandinthesetdB

Exd71 pat ) k9~ pat 2 i
R()EH RO g—1°

g-1
which clearly satisfies 9;® < 0 at the critical points as the first term is negative and the
second is zero if either z = 0 or 7 = 0. Let ¢ € C? be an admissible test function touching
® at a critical point (x, ) from above. For any such function d,¢(x, t) = 9;®(x,t) < 0and
thus @ is a viscosity subsolution in P, ¢. The zero function is also a viscosity subsolution

2—,
so & is a viscosity subsolution in the entire R" x (0, u n‘;p") as we already verified the

B,CIJZ—

boundary. O

The comparison function ® defined in Eq. 3.1 does not give us stable constants as ¢ — 2
because the radius we use it for blows up. We can extend the proof of the degenerate case
slightly below ¢ = 2 with a different comparison function and use this to get stable constants
in our inequality for the whole range (1.3). Let p and k be positive parameters and define the

function
Kp T NERCA

+

where ) ]
() = e 2pU DT 4 pT 1 >0,
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Here v > 1 is a constant and
l—vig—2)
p; .

The function (3.7) is a time-rescaled version of the comparison function introduced by

DiBenedetto in [8, VII 3(i)]. We also introduce a number
A +2v)
qv) = W

This number ¢ (v) will define the size of the interval around ¢ = 2, where G is a viscosity

subsolution.

() = (3.8)

Lemma3.2 Letg € (4 —q(v),7/3). There exists av := v(n, p) > 1 independent of q such
that G is a viscosity subsolution to Eq. 1.1 in R" x R™.

Proof We prove this statement by first showing that G is a classical subsolution in the support
of this function

S :=suppgG = {(x, 1) eR" x R"" x| < =", 1 > 0]
apart from the points where VG = 0 and dealing with the boundary and rest of the space after-
ward. The function G is radial with respect to space and thus we can perform our calculations

in radial coordinates. Define
q

. Kp*(l’“) | r T\ 7T
glr,t) = o \1™ <72(t)/\(u)> . ,

2 v
r A q kp /
= Fi=(1—-z¢T),, =—, A= , S = .
RSOV (1-28y, @ (q - 1) =) “PpE

Again whenever g’ # 0, we can use the radiality and a quick calculation to simplify our
statement to the form

_ —1
g —|g'| 2 <(p - 1g” +g’%> <0 inR x (0, 00).

and

Inside S’, we have

v (q—1) 51
kP o (g=2)5L Mt
UA = Vg e I TP Y = VT K
q L —A(v) q-2 (@=2) 555
= — - v)
nF q— 1Zq r B (1)* 0+l e P
and thus
(q—l)ﬁ q 1 1 —A
e q L q L v) —2 (-7
90 = — alpFa1 4 A FaT | — =T q =2 7
18 v (1)Ut ke n g—1 q— IZ r (1) 0+l K P
( v \q—1
K/OMV)) q 1 g A(v) v \Ng—2
v T 4 AqF Tz ( m)
Vmeir M AT s e
v \q—1
<KPW) 1 q
= W (—\)TIF"'CI)\.(V)T]]:"TIZ"TI) . (3.9)
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For the spatial derivatives, we have

=

1 1 q—

¢ =A—L _FEF = _paFTT S
qg—1 = ()W

¢ =ad (g
qg—1\g—1

2 1
q q 1y zd 1 q 74
=A Fa-1 —Fer 1
q—1 ((q —1)3 ¥ ()2 (g —1)? E(t)zx(v))

1
Aa q 4 1 Fato
= -1 — F )z & ————
g1 (q— r )Z (%)

1

so finally

-2 / n—1
lg'|? ((P* Dg' +g/f>

Aa \17? =2 p—1 q . I Far! L z‘flTl n—1
(E(z)l(v)) (Fe |\ Aa <q -1 7f>z' T AT S
_ (Aa)?—! p—1 q 4 1 r n—1
= T \g=i =15 ) some Frere

(Aa)?”!

4

for constants C1 = % andC = ‘f;’i _])12) . We define an operator £ : C2(R) — R
by

b v+l -~ 1
L(g) = 2O (&g — ¢ ((p - Dg"+ g,%>> .

v \gq—1
=

Therefore by the calculation above, we have

v\ ¢-1
q 1 q ()l ad~1 kp ) q
- _ =T T ,q-1 _ g—T1 _
£g) = —vnF 4=t +arnF otz v -1 s | Ty (CZZ le)
<Kp)L(V)>

_4q 1 g _4q
=—vnFa 1 +ar(v)ynFa-Tlza-1 4+ (1)@ DvH1—grv) 491 <C1.7-' —Cyz qfl)

9 1 g9 9
= —vnFaT 4+ ar()bFa-T70-T 4 g7 <C1}‘— szqfl) (3.10)

where the exponent of X (¢) is zero because of Eq. 3.8. We introduce two sets

51::{(x,r)eRx(o,oo)|szl>l(1+ G )}

-2 Ci+C
_q_ 1 Cq
&= ,1) e R x (0, T < — (1 4+ —>n
2 {(x) x (0,00) | z <2(+C1+C2>}
and note that as A is decreasing with respect to ¢, we have

1 6v+1 7
i AMg) <A(v) =A@ —q)) = 0 < 3 for g € [4—qv),q)]. (.11

Inside &1, the first term can be small depending on the data but the lower bound we chose

for z4-T ensures that the rest of the terms are negative on their own without dependence on
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v. Using Eq. 3.10 and estimate Eq. 3.11, it follows that in &7 it holds
a9 1 g —1 a9 9
L(g) = —vnFTT +arnFTT 27T +at™ (C1(1 = 2T) ) — CozitT)
1
<@ (FTT +at™! (€1 = (€1 + €227 T)
<a(rm+ -2+ f1+ =2t
a v - = —_—
< n 15 2 Ci 1
. g(p—1
=alx - 2
“( T 1)2)

N q
=an <§ - m) <0 (3.12)

where & = max{a, a9~ '}. The last inequality holds because we assumed that g < % Notice

that this estimate holds for all v but only for g € (4 — g (v), %) depending on the v we pick.

In &, we have
16))

Fzo
2(C1 + Cy)

and we can ensure that £(g) is negative by choosing a suitably large v. We again estimate
using Egs. 3.10 and 3.11 that inside &», it holds

1
L(8) < —vnFTT +arIFTTT a0 (C1F — CoatT)

q
) 1 (7
< - S B “b+Ct). 3.13
- vn<2(C1+C2)) +a<8 * l> G-19

() (ree)
vi= max al<c+— )|\
qel8/5.7/31 \8 1 2(C1 + ()

so that for this v, we have £(g) < 01in & by Eq. 3.13. Notice that this choice of v depends on
n and p butnot g and that4 — g (v) > % for all v > 1. Thus for this choise of v, we get that by
Eqgs. 3.12 and 3.13, we have £(g) < 0 in the classical sense in S’ for all ¢ € (4 — g (v), %).

We still have to check the points where VG = 0. The gradient for the original function
3.7)is

Choose

X

1 1
—AaFTT x|
(1))

q I — 11 X

VGx,t) =A——F T F =—AaFaeTze T ——— =
gD =40 N N PIORR
which exists and vanishes at the origin as q—il > 0 and also vanishes when F = 0, that is
when x € 9R. Using the time derivative we calculated in Eq. 3.9, we have that for x € R
it holds 9;G = 0 and for x = 0, we have
v q—l
()

G =—v > (1) ! =<0

Let ¢ € C? be an admissible test function touching & at a critical point (x, 7) from above.
For any such function d,;¢(x, ) = 9,G(x,t) < 0 and thus ® is a viscosity subsolution in
S.In (R" X R*) \ S, any admissible test function touching G from above must have zero
time-derivative and thus G is a viscosity subsolution in the entire R” x R™. O
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We need one more comparison function to handle expanding the sidewise positivity set in
our proof of the singular forward Harnack’s inequality in Theorem 4.1. This differs from the
degenerate case where only one Barenblatt type comparison function is used [26, Theorem
7.3].

Let k and v be positive parameters and consider cylindrical domains with annular cross-
section

CO) :=1{v < |x] <1} x (0,0). (3.14)

For these parameters and a constant ¢, we define

q g 4\ T2
W@Jk:k@—wﬂﬂi'<L+ﬁl§<:r)q) . (3.15)

This is a rescaled version of the comparison function introduced by DiBenedetto in [8,
VII 6]. Our set (3.14) has different scaling compared to DiBenedetto’s as we feel this slightly
simplifies the roles of parameters. After finding a suitable ¢ to ensure that W is a subsolution,
we can pick k to set what value W attains on the inner lateral boundary and finally pick v to
set the size of the hole in the annular cross-section of our cylinder to be of suitable radius.
In our proof of the forward inequality these are picked in Egs. 4.5 and 4.6. We present the
proof in detail for the ease of the reader and to fix some typos in the literature.

Lemma 3.3 Let the range condition (1.3) hold and q < 2. There exist constants { =
¢(n, p,q) and ® := O(n, p, q) such that for every 0 < v < 1 and k > 0, Eq. 3.15 is
a viscosity subsolution to the equation 1.1 in C(0) for

0= quzfq@)' (316)
Proof The function W is radial and thus we will again do our calculations in radial coordinates.
Define

N =
49 _ o q .
wvjy:kﬁ—ﬂﬂﬂ<l+mﬁi<:)q>
n

and denote

2-q rd\ a1 k oL
z:=ka g | — , Fi=142z, w:= T vi=(1—r)Tt,
nt F

q

so that ¢ = vw. Whenever ¢’ # 0, we can simplify our statement to the form

aw-W%”(w—nwwwﬂgi>gohwWy=w<r<nxmﬁy

‘We have
U/:— 2rq (1—}’2)‘1%] = — zrq é
q—1 qg—1
2 72—, 1 2 _
//:L‘%(]_ﬂ)ﬁ_zi‘l(l_rz)qﬁ:4”7‘12,}27"_27‘11,3
(g—1 q—1 (g—1 qg—1
1
w o kLT e 4 pite (L) o4 ®z
2—¢q q—1 nt 2—qFr
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” q q w 12 q w z q wZZ w Z
__<ﬂ> [_ <ﬁ)ﬁﬁ+<qfl) 7”72_<ﬁ>?72_?72}
q q w 72 1 wz
(2—q>[((%q)(q—l))ﬁﬁ_qfl?ﬁ}

q2 wZ2 q w z

T Q-G -DFE Q- DFr*
Define operators Q : CXR) > RandR: C3*[R) »> R by

g
|

_ —1
QW) =y — |91 ((p — Dy 4yt )

r

and
" n—1 ’
RW):=—(p—-Dy" — —v¢
sothat Q(y) = 8, + |1/ﬂ|"‘2 R(Y). Using ¢' = w'v+wv’ and " = w’v+2w'v' +wv”,
we can estimate R (1) to obtain

—1
RW) = — (p = D(W"v + 200 + wv") — = w'v + w)
r

__(_1)[(L£ﬁ_$ﬂi>v+Lﬂiﬁ
- C—q2q-DFr7 Q-qq-DFr C—qg-DFr

2 ~ _
+w 4 vaq— 24 v4l . ! ~ 1 EEv— 2rq vqlw
(g —1)? g—1 r 2—qFr qg—1
:_[ (p=Dg*> z  (p—1lg _(n—l)q]gi
C-9*q-DF Q2-g9g-D 2—q JFr?
4’(p -1 = 1 4rq(p—1)

2-¢ 2 -1 1 2n-1 1
A2 a2 Da g

Te-pq-nrF TED q—1 q—1
_a [, a4 z]wz
_.2_qn[d (Z_Q)J:i|]:r2v+A. (3.17)

Here d = % + 1 and A consists of four latter terms. Next, we will prove that A is
negative for suitably large z and we prove the technical part of this as a separate lemma after
finishing this proof. Let Z(p, g, N) be the positive constant given by the Lemma 3.4 proven
below and note that to use this lemma, we will need to restrict 6 to make sure that

z> Zforall (r,t) € C(O).
The correct choice turns out to be

- cihyag2-a |

0 <
" VAR

(3.18)

as plugging this into the definition of z, we get

2-¢ rd q+l 2—¢ v q%] 2-¢ v a-1
= kit (7) > kit (7) st (— 2 )~z
nt nt gqflvqu*qZL

q—1

Thus by Lemma 3.4
1 4g%(p—1 229 4r2g(p — 1 12g(p—1 12(n—1
A:—quMi—wv ‘1q rap 2)+qu 9(p )+qu (n )
C-q)g—1 Fr (g—1 g—1 qg—1
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2 1 1 -1 1=
=—quf1 q(p ) 2 2p v r2+l7+n—2
1 2—¢q Fr q-—1

2 1 -1 1 -1 2

= i _Zq(p )_z2 -1 . s tprp+n—2
q—1 2—q (I+2)r g—11—r

<0

and thus combining this with Eq. 3.17, we get
q w Z q d
R < —N——|d— ——1.
wo_z_;wfﬂ[ }

Next, we estimate

/ / / / q Wz 2rqg 1
= — = — — = — q
|1/f v w'v — wv g Fr + q—lv
w q 2 2 2q , 2
= — | ———(1 — q—1 1 q—1
2 (G 2a- it Mo - i)
w

and by direct calculation

1-— 1 1
i = v v _ ) = M
2—-qgF qg—1t 2—qg Ft

and thus we get

2—q
P CL(wye v
|I//| 8tlﬁfZ—q(r) Ft
Set
2 2
L) = ﬂ W/ |2 q oY) = ﬂ

and plug in our estimates Eqgs. 3.19 and 3.20 to get

2—)Fr? (C7 jwy2-
( q)r<1 (E) T w4 va[d

L) =

vwz 2—¢q
_ rd z
=C} qwz_qT—H]q [d——q —].

By our definition of w and z

(' oy +R())

q q-1 2—q q
wz,qi = < k r— < il
l1+z t

and

qg 2 q qz q
d———Z|=np—"—1d2—-q) - =n—-I1d@2 -
nq[ 2_qf} nz_q[( q) 1+Z} nz_q[( q) —

I
=
|
>
+
I_‘I
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Intrinsic Harnack’s Inequality for a General...

Using these we can further estimate Eq. 3.21 to get

¢ n q q
L) < =L 4 [—x 7] . 3.2
W) < ca T +772_q +}_ (3.22)
Now finally if we assume
2
7> Tq (3.23)
we have £ = ;L < % and can choose the ¢ that satisfies
2—q
C A
L 7177 - an <0.
< 2—q?2

For this ¢, the estimate Eq. 3.22 becomes £(1/) < 0 and we have that i is a classical
subsolution. To ensure that only z satisfying both z > Z and Eq. 3.23 are in our annulus
C' (), we need to further restrict 6 we picked in Eq. 3.18 to make sure that

A\t
t<k27‘1§‘171r‘1 — rfl
2q

in the set. By the definition of C’(8), we have r > v so it suffices to choose
A9t {qflv"kz*q
6 < (f) gV
2q n

so picking

— gq_l ; P\ 1 qr2—q _. q12—q
f ;= —— min Z » a1 vk =:0(n, p,q)vik

all estimates hold and v is a classical subsolution in C’(8). We still have to check the points
where V¥ = 0. By direct calculation, denoting

q—1

N =
2\ 2— |x]9 7T
v=(1—1|x|7)9! and w=k|1+kde1C T ,
n

we have

2% o A\ (e
1 1 =49 q— q—
VU (x) = q vqxw—l—v(—i)k‘i*' 1 +ka-l¢ x| : ¢ il — | x
a1 2o () 7T () 7T

and it is easy to see that VW (x) = 0 if and only |x| = 1 or x = 0. The origin is outside our
domain so let (y, s) be an arbitrary point such that |y| = 1 and s € (0, 0) and let ¢ € C? be
an admissible test function touching ¥ from above at (y, s). At such point

Doy, 5) = AW(y,5) = ——(1 = yPHTTLE =0
,S = ,S = —_— T —— =
Ly t XY 24 y Fi

and same trivially holds when touching a point in (R" \ B;(0)) x (0, #) and thus W is a
viscosity subsolution in (R” \ B, (0)) x (0, 6). This finishes the proof of Lemma 3.3. O

Next, we will prove Lemma 3.4 that we used in the above proof to show that A was
negative.
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Lemma 3.4 There exists a constant Z = Z(p, q, n) such that forall z > Z and allr € (0, 1)

we have 5
glp—-D z 1 p—1 r

E(r):=2 - 42 —p—n+2>0.

@) 1-g Utor “q-11—p2 P7t==

Proof Let K := max{K, K,} where

n—12—gq n—1\2—gq
K = —, Kry:=|(1- —_— .
p—1 2¢q p—1 3q

We begin by showing that K < 1 using the range condition (1.3).

We first consider the case where p < ”+] andg > 2(,:' 2 Since the latter inequality implies
2(n=p)
n—1 _ n—p

’

2 - =p) 1
-4  2-2-— 2
we obtain

n—12—g¢q 1n—-1 1 n—-1 n—1
1= < = < = = =1
p—1 2 2n—p 2n_% 2n—n— 1

using the upper bound on p. Similarly, we estimate

1p—1 —1 1 -2 12 40 -2
~3n p—1 3\ n—p 3 n—nit

n+1
2 El

In the case p > we have directly

n—12—q< n—12—-q n—12—-q 2-—gq
p—12 ~ml_1 2¢ " Tn-12 ¢

12— 1\ _12- — 1 2
Kr=;—T(147 <z l1+ 2 =1 <1
3 g p=1)73 ¢ 1 q

so hence we have K < 1 for all exponents satisfying (1.3). Now observe that this implies

<1

K| =

and

z S K
z+1
if and only if
- K
22T
Denote Z = K so that by above we have
> K forallz> Z. (3.24)
z+1
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Now, we estimate E (r) separately in the cases r > % andr < % If we first assume r > %,

L 2 . .
this implies ﬁ > % =: a so using Eq. 3.24, we can estimate

—1 1 —1
E(r)zz%lqurzp A= p—n+2
— 0 2q K+ 2a | n—1
-7 2-q ' Tq-1 p—1
2 2a +1— n—1

=(p-—1 cl K+ 4 _

2—¢q g—1 p—1

> ( 1 2q % n—1

> (p PRl

:O7

where the last identity follows from the definition of K. If r < % we discard the second
term with » and estimate again using Eq. 3.24 to get

By <222 D30 i
2—q 2
1 g¢g n—1
=0-n(33t -1 0)
=0,
where we used the definition of K. ]

4 Forward Intrinsic Harnack’s Inequality

In their paper [26], Parviainen and Vazquez prove the forward Harnack’s inequality for
viscosity solutions of Eq. 1.1 in the degenerate case ¢ > 2. In this section, we prove the
remaining singular case ¢ < 2 and the case of ¢ near 2. For the proof of the same results
for the standard singular p-parabolic equation see [8, VIL.9]. In the proof we first rescale
the equation into a simpler form, locate the local supremum of the function in some specific
cylinder and, use oscillation estimates to show that there exists some small ball on a time
slice where the function is strictly larger than the value depending on the singularity of the
Eq. 1.1. Barenblatt-type solutions have an infinite speed of propagation for ¢ < 2 and hence
do not work as comparison functions similarly to the degenerate case. In the strictly singular
case, we next use a comparison function constructed in Lemma 3.1 to expand the set of
positivity in the time direction to get a similar lower bound extended from one time slice to
a space-time cylinder. Finally, we use a second comparison function constructed in Lemma
3.3 to widen the set of positivity in the spacial direction to fill the entire ball we are interested
in and get the final estimate. At the end of this section, we prove the inequality for values of ¢
near 2. This case is similar to the degenerate case and only requires one comparison function
but here we use one constructed in Lemma 3.2 instead of the Barenblatt solution used in the
degenerate case. This method gives us stable constants as ¢ — 2 from either side.

Theorem 4.1 Letu > 0 be aviscosity solutionto Eq. 1.1 in Q7 (1) and let the range condition
(1.3) hold. Fix (xo, to) € Q (1) such that u(xo, to) > 0. Then there exist u = p(n, p, q)
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and ¢ = c(n, p, q) such that
u(xp,t0) < p inf u (', o+ grq)
By (x0)

where
0 = cu (xo, t0)* ™4,

whenever (xg, to) + Qa4r(0) C Q7 (1).

Remark 4.2 The constants i and ¢ can be picked to be stable as ¢ — 2 from either side as
we show in the proof. As g approaches the lower bound in Eq. 1.3, i tends to infinity, and ¢
tends to zero. As ¢ — 00, both u and ¢ tend to infinity.

Proof of Theorem 4.1 The proof for the degenerate case g > 2 is given as [26, Theorem 7.3]
and thus we can focus on the singular case ¢ < 2. Consider the rescaled equation

_ 1 2—q ;.9
v(x,t) = u(xo +rx, to + u(xo, to)~ tr?)

u(xo, to)
which solves
dv = |Vv|?=P div (|Vv[P 2 V) in O
v(0,0) =1,

where Q = B4(0) x (—44,4%). Now it is enough to show that there exists positive constants
co and g such that

inf v(-,co) > o 4.1
B1(0)

because then by the definition of v, we have

_ 1
tou(xo, to) < u(xo,t0) inf ————u(xo +rx, to + cou(xo, t)>~4r9)
x€B1(0) u(xo, to)

= inf u(-, to + cou(xo, t0)*~1r).
- (x0)

For the first part of the proof, we make the extra assumption ¢ < 2 and deal with values
near g = 2 afterward. Proof for ¢ = 2 is easy but we need to deal with values near it
separately to ensure that we get stable constants as ¢ — 2 from either side. We will prove
Eq. 4.1 in the following steps.

Step 1: Locating the supremum. First, we will need to locate the supremum of v in Q and
establish a positive lower bound for v in some small ball around the supremum point. We do
this by using Holder continuity results. For all 7 € [0, 1) and o € (0, 1) to be chosen later
define nested expanding cylinders

O ={x,t)e Q| |x|<rt,t e (—or1,0)}

and the numbers .
M, :=supv, Ny =(1—-1) 29,

O

Notice that My = 1 = Ny and

Iim N; =00 and lim M; < o0
/1 T /1
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as v is bounded. Therefore by continuity, the equation M, = N; must have a largest root
70 € [0, 1), which satisfies

M,=(1—To)72qfq and supv=M; < N;forall >t > 19.
’ 0

we have

- ~_ 1t
Especially for 7 := ~5%

M; < Np =277 (1 —19) 77

By continuity of v, it achieves the value My, at some point (X, f) e @m (1) and for the
radius R = 15 we have (£,7) + Qr(1) C Q: (D) as R+ | (X, 1) < 152 + 19 = £.
Thus the supremum can be estimated

sup v < sup v=M; < Qﬁ(l — ‘L’())_ﬁ =:wy > 1. 4.2)

®.D+Qr(1) 0:(1)
Letap = wg_2 and note that agRY = wg_zR‘f < RY and thus by Eq. 4.2, we have

0SC(2,1)+Qr(ap) ¥ = O5C(2,7)4+Qr(1) ¥ = @0

Thus we can use Corollary 2.4 to find C:= C’(n, p,q) > landv:=v(n, p,q) € (0,1)
such that . oY
0SCB, (xo) V(- 1) < Cag (})

for any 0 < p < R. Pick p = 8R for some § := §(n, p, g) small enough to satisfy
1— 6‘8"22% > % so that

v(x,7) = inf v(-,7) = sup v(-,7) —0sCp, ) V(- 1)
Bsr(¥) Bsr (%)

A%

o~ ~f8R\' __a _a
v(x,t)— C x 224 (1 —19) 24

q

_ Asin Y (1 — o2 = Lo
=(1—-C86"2249) (1 —10) 422(1 70) ¢ =K 4.3)

forall x € B, (%).

Step 2: Time expansion of positivity. We have managed to prove the positivity of v in a
small ball for time  and now we intend to improve this estimate to get positivity in a time
cylinder. Consider the translated comparison function ® (x — £, t — f) introduced in Eq. 3.1
for choices k and p introduced above. By Lemma 3.1, we have thus that & is a viscosity
subsolution to Eq. 1.1 in

o .. K29 pY
X,t)+Peg =B Al()?)x<t,t+ )
(1) + P (Rt—)7 né

for time dependent radius ﬁ(t) := nk972t + p9. We choose
K24p? (1 —19)~pY
né 22ank

where o is the constant we did not yet choose in the definition of our cylinders Q,,. Now by
Eqgs. 4.3 and 3.2, it holds

30 =

v(x, 1) >k > d(x —X,7—1)
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and by positivity v > @ on the spatial boundary. Thus by the comparison principle Theorem
2.5 (See Fig. 1 below)

v>®in {|x—)€|q<1§(3cr—f)}x{0<t—f<3o}

R 1 n
so in particular as p < (R(30 —))4, we getfort — € (0,30) and |x| < p
2

q¢ q %1
i Gt
(nk9=2(30) + p) nki=co +p N

B %(1—10)*ﬁ (1 < 3¢ )ql]>2
_20mm

ey U
=20, p.g)(1 — 1) 7. 4.4)

We do not have a way to know the exact location of f inside Q, but we know that
ie(—1,0)and o € (0, 1). Thus as

(0,20) C ﬂ (f+o0,f+30),
fe(~1,0)

we have estimate Eq. 4.4 for all (x, 1) € B,(X) x (0,20). Asq / 2, we have o \ 0 and
hence the set converges towards an empty set. To get the estimate for values of ¢ near 2, we
repeat a similar argument but with a different comparison function.

Step 3: Sidewise expansion of positivity. We will next expand the positivity set of v over
B (x) for a specific time slice using yet another comparison function to finally get the estimate
Eq. 4.1. Choose

k=&l —10) 7, (4.5)
we got from Eq. 4.4,
0
== 4.6
vi= 3 (4.6)

and let 0 be given by Eq. 3.16 for this k and v. We have Eq. 4.4 forall (x, 1) € B,(X) x (o, 20)
so we have the same estimate with a smaller constant & = min{#, o}. We want to use a
translated and scaled version of the comparison function

xX—X t—0
v ,
( 300 3 )
in the annular cylindrical domain

C:={p<|x—3%| <3} x(5,26)

where we introduced W in Eq. 3.15. This rescaled W is a viscosity subsolution to Eq. 1.1 in
C by Lemma 3.3. Notice that this ¥ vanishes for x € d B3(X) ort = ¢ and that

" X—X t—o0 P —e
3 ) 3q = _C( _TO)

everywhere in C. Combining this estimate with Eq. 4.4 we have

XxX—X t—0
W , <v(x,t)
3 34
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(€))

b Qry

—0To

@1

—0

Fig.1 Illustration of the time expansion. We use the comparison principle over the light gray cylinder and get
the final estimate over the gray cylinder

for all (x,7) € {|x — )2’ = p} x (6,26) by continuity of v. Thus we can again use the
comparison principle to get W < v in the entire set C.

_a
In By(X) x {t = 26}, for our chosen k = ¢(1 — 7p)~ 2=9, we have

q 1 -
2\ a1 2= 2)9\ a1 !
v(x,26) = &1 — 1) T (1 - (%> ) 1+ [6(1 - ro)‘zqfq]‘?* ¢ <_(3)A )
3) ), 06
q L 2L
2\ a1 24 27\ 71 !
= nf &1 -1 (1 - (%) ) tfea-o ] e <(23n)0>
T +
=: po(n, p, q).

Thus by taking infimum over B;(0) C B (x), we get

inf v(-,206) > o
BI(O)( ) > u

so we have proved estimate Eq. 4.1 for ¢p := 26.

Case of g near 2. The case of g near 2 is quite similar to the proof we presented above. Let
& > 0 be a small number to be fixed later and assume that ¢ € (2 — ¢, 2 + ¢). This time we

define a family of nested expanding cylinders by

Or={x.0)e Qx| <t,te(-1,0)}
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so they no longer depend on the constant o. We define
M, :=supv, Ny:=(1-1)""
0:
for B > 0 to be chosen later similar to the proof of the degenerate case. Again let 79 € [0, 1)
be the largest root of equation M, = N; to ensure

My = (1 — ‘L'o)_ﬁ and M; < Zﬁ(l — To)ﬁ

for T = HTTO By continuity of v, it achieves the value M, at some point (X, 1) e @TO(I)

and for radii R = la“’, we have

sup v < sup v=M; < 2’3(1 —1:0)_/3 =:wy > 1.
Or(1) 0z (1)

For g < 2, we can repeat the same steps as we used to obtain Eq. 4.3 to find p := §R for
some 8§ := §(n, p, g) small enough so that

v(x, 1) u(ﬁ,b—é(%> 26(1 — 7p) P

v

. I
(1-¢s"2P) =) = S0 —w)F =i

forall x € B,(X). For g > 2, we repeat the same steps but use [26, Corollary 7.2] instead of
Corollary 2.4 and we get the same estimate.

This is where we need the special subsolution constructed in Lemma 3.2. Let « and p be
the constants we set above and

v q %1
L kp [x] -1\’
G(x,t) = ST (1 - (72(0“”)) )+ )

Consider the translated version G(x — %,  —7) which is a viscosity subsolution to Eq. 1.1

in R" x R as long as our exponent ¢ is close enough to 2. Let v be the constant given by

4(142v) ) 11
1+4v >3

viscosity solution by Lemma 3.2 and the restriction & < % is here to ensure that A(v) > 0
for all g in our range.
At time level ¢ = ¢, the support of G(x — X, co — 7) is the set

Lemma 3.2 and pick ¢ = min { ] The first two numbers ensure that G is a

suppG(x — X, co — 1) = {x e R" |x —)€| < ¥(co —f))‘(v)]

where
1—v(g -2

q

rv) =

and

E(co—f):<p7_l
qg—1

p—T1)\ /(1 B\ @D P
= =1 5(1 — 70) (6R) "W (co = 1) + p)

1

— Al — zo)(q‘z)(ﬁ‘ﬂ) (co—7) + p77.

) quzp(qu)ﬁ (co—1)+ pﬁ.
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Here we used R = 172750 and defined
v\ g2
—1 1 /6\*®™
A=(2") (= (2 :
—1)\2\2
‘We choose .
v d 30,
= — = 1
B ) and ¢ 1 +

and since |)?| < land? € (-1, 0], these choices ensure
Av)

A oA L A
+1 —r) +pw>) > By(¥)

1
37

suppG(x — X, co — 1) = { |x — %] < <A< "

and thus B>(0) C suppG(x — X, co — 7). Inthe set suppG(x — X, 7 — 1) = B, (%), we have

4 T
. x—z\T\’
Gx—x,t—1t)=« 1—(||> <k <v(x,1)
0
+

and similarly G < v on the rest of 9, (Bz &) x [f, co]) because we assumed v to be positive.
Hence by the comparison principle Theorem 2.5

inf v(-, co) > inf G(-, co)
B1(0) B1(0)

qu qg—1
K,oﬁ 1 1
. N i L\ A)
<3 A 4 P A(v) ) (3 ) 4 P () )
+

1 /8\ 0 | A
=25z3) ==\l 3
(3 )+ puu))
v 4\ 75
= 2 3

=: no(n, p,q),

so we have proven Eq. 4.1. Notice that all constants used here are stable as ¢ — 2 from
either side. o

5 Backward Intrinsic Harnack’s Inequality

In this section, we will prove the backward intrinsic Harnack’s inequality for the optimal range
of exponents (1.3). We proved the singular case as Theorem 5.2 in [19] but the degenerate
case has not been proven before to the best of our knowledge for Eq. 1.1. The degenerate
case is proven for the standard p-parabolic equation [6, Section 5.3]. All proofs are based
on using the forward inequality in a specific way taking into account the intrinsic scaling. In
the degenerate case, we move backward in time centered at x( seeking for a time where the
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function obtains a value larger than pu(xg, fo). We handle the case of such time existing and
not existing separately and show that in both cases we get the backward inequality using the
forward inequality. The main difference to the singular case is that when ¢ > 2, we have to
assume that u(xg, o) > 0 or the inequality will not hold. The case g = 2 follows directly
from forward Harnack’s inequality as we do not have to worry about the intrinsic scaling. In
the singular case, the amount of space needed around our space-time cylinder depends on 7,
p, and g but we improve this result using covering arguments in the next section.

Theorem 1.1 Letu > 0 be aviscosity solutionto Eq. 1.1in Q| (1) and let the range condition
(1.3) hold. Fix (xq, t9) € Q7 (1) such that u(xg, to) > 0. Then there exist y = y(n, p, q),
c=c(n,p,q)ando =o(n, p,q) > 1 such that

y~! sup ul, to — 0r) < ulxo, fo) < 7 it w0 +0r)
r (X0

B, (XO)
where
0 = cu (xo, t0)* ™7,

whenever (xo, to) + Qs (6) C Q7 ().

Proof Let ¢ and u be the constants we get from Theorem 4.1 and let 0 = cu (xo, to)z_q.

Case 1 (q<2): The case ¢ < 2 is Theorem 5.2. in [19] where we get the theorem for constant
g2

o =2 wherea = (2n) 7 <1
Apart from the non-emptyness of U, this proof extends directly to the case ¢ = 2 but this
can be done easier as we do not have intrinsic time scaling in this case.

Case 2 (q=2): Let7 = 19 — cr?> and y € B, (xg). Now by Theorem 4.1 at the point (y, 7), we
get an estimate

u(y,7) < inf u(, 7+ cr?) = p inf u(-, t0) < pu(xo, fo). 5.1
B (y) B, (y)
This holds for any y € B, (xp) and thus by taking supremum over all of them we get
sup u(-,t — cr’) < pu(xo, to), (5.2)
By (x0)

as desired. The use of Harnack’s inequality in Eq. 5.1 is justified because in the space direction
By (y) C Bsy(x0) C B, (x0) and in the time direction we have

F—cdr)? >ty —cr’ —c@r)? =ty — c(5r%) > tg — c(or?),

for any o > 5.
Inequality (5.2) combined with Theorem 4.1 proves the inequality in the case g = 2.

Case 3 (q>2): Finally, let ¢ > 2 where we again have to deal with the time-scaling. Let p
be a radius such that (xo, fo) + Qg,(8) C Q7 (1) for & = cu(xo, 1)?~9 and define the set

T ={te(to—04p)?. 10) | u(xo, 1) = 2pu(xo, to)}.

Now 7 is either empty or non-empty. If it happens that 7 # J, there exists a largest T € 7
by continuity of u. For a time like this, it must hold that

to— T > cu(xo, 1) 7?p? = ¢ Quu(xo, 10))°~ p?, (5.3)
because otherwise we can choose /§ € (0, 1) such that

T+ cu(xo, 1) 2(Bp)! =19
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and use Theorem 4.1 on the point (xg, 7) for radius /§ p to get

2uu(xg, tg) = u(xp, 7) < Binf

u(-, to) < u(xo, to).
Br X0)

This is a contradiction assuming that we have suitable space to use the forward Harnack’s
inequality. This is automatically satisfied in space as we are centered at xo and in time we
have

T — cu(xo, 1 @Bp)? > T — culxo, T (4p) = T — cu)*u(xo, 10)* I (4p)?
> 10— 0(4p)T — 2 ~10(4p)? =10 — (1+ 21 ~7) (4p)"
> 1 — 6(6p)?,

where the last inequality holds for all u > 1 as 1 + (Qu)?~949 <2 .49 < 64 for g > 2.
Here we used the fact that T > 19 — 6(4p)? and u(xg, 7) = 2uu(xp, tp) by the definition of
7. Set

s = to — cuu(xo, 10))*~ p (5.4)

and notice that by Eq. 5.3, it holds s € (t, f9) and
u(xo, s) < 2pu(xo, to).
Assume thriving for a contradiction that there exists y € B,(xo) such that
u(y, s) = 2pu(xo, 1), (5.5

and note that
s+ cu(y,s)>1p? = 1.

Therefore assuming there is enough room to use Theorem 4.1, we get

2uu(xo, t0) = u(y, s) < pu inf u(-, s + cuxo, 1)> "4 p%) = p inf u(-, 19) < pu(xo, to).
B, (y) B, (y)

We have enough room in space as B4, (y) C Bs,(xo) and by Eqs. 5.4 and 5.5 in time, it
holds

s —cu(y,s)* "1 (4p)? = tg — cuu(xo, 10))* ™1 p? — c2uu(xo, 10))* " (4p)?

2—q

q
=to—9[(2u+42q‘12u) ! p} > 19 — 6(6p)7,

where the last inequality holds for all u > 1 because for ¢ > 2 we have

2—
q 9

(2M + 4@2@7 oW <1,
Therefore such y € B, (xp) cannot exist and we have
u(y,s) < 2uu(xo,to) forall y € B,(xp)
and thus by definition of s

sup u(-, to — cQuu(xo, 0))*~ p?) < 2pu(xo, to) (5.6)
Bp (x0)
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2—,
Letr = (2,u)Tq,o < p and rewrite Eq. 5.6 as
1 2 \* 1
u(xo, 10) > ()~ sup u ( fo—0 ((2M) a p) ) > Qu)~" sup u (- 10—06r?).
B, (x0) By (x0)
This combined with Theorem 4.1 for radius r and taking 2u gives

@~ sup u (- 10— 0r7) < u(xo, 1) < winf uC o +0r?) <2u Binf)u(-,rowr‘f)
r X0

B, (x0) r (x0

5.7

which is what we wanted. If it happens that 7 = ), we have
u(xo, 1) < 2uu(xop, to) forall r € (to — 0(4p)?, 1) (5.8)

by continuity of u. Assume thriving for a contradiction that
sup u(-, 19— 0r?) > 2uu(xo, to) (5.9)

By (x0)
which implies by continuity that there exists a point x, € B, (xop) such that

u(xs, to — 0r?) = 2p%u(xo, to). (5.10)

Assuming we have enough room to use Theorem 4.1 around the point (x,, fo — 6r?), we
have
u(xs, to —0r?) < inf u(-, to — Or? + cu(xy, to — 0r4)>~r9). (5.11)

By (x4)

The required space here is (xo, fp) + Qs C Q[ because we need to make sure that
By, (xy) C Bj.In time we do not need more room because

to — 0rf — cu(xy, to — 0r) > 1(4r)! =19 — ¢ [M(xo, 1)1 + 49 (2p%u (xo, to))%q] rd
=10 — [1+492u»*"] cu(xo. to)*1r4
=1t—6 ([1 4 44 (2;&)2—‘1]‘1l r)q
> 19 — 0(6r)?
where the last inequality holds assuming ¢ > 2 and
1+492u%)> 7 < 64

which is true for any ;o > 1 as (22)>~% < 1. We can estimate the time level by using Eq.
5.10 to get

to — 0r? — cu(xy, to — 0rH)>~4rd =19 — ¢ (u(xo, 10)*79 — u(xy, to — qu)z_q) rd
=t —c (u(xo, 10)>7 — (2% u(xo, to))2_q) rd
=10—(1—Quw*7)0r" <1,

where the last inequality follows from ¢ > 2 and taking u > 1. Therefore because xo €
B, (x4), combining Egs. 5.11 and 5.8 we get a contradiction

212 u(xg, 10) = u(xs, 10— 0r) < pulxg, -, 1o —0r? +culxy, 1o —0r9)>=4r9) < 2uu(xg, 10)-
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Thus inequality Eq. 5.9 cannot hold and we have

sup u(-, to — 0r?) < 2pu(xo, o).
B (x0)

Dividing both sides by 2> and combining this with Theorem 4.1 gives us

QuA™" sup u(-, to—0r?) < u(xg, to) < p 1nf u( t0+6r?) <2u* inf u(, to+6r?).
B, (xo) B (x0)
(5.12)

as desired. Because 7 has to be either empty or non-empty, combining Eqs. 5.7 and 5.12
gives us Harnack’s inequality for constant y = 2u°.
Our space requirement (xo, 70) + Qe (0) C Q7 (1) becomes (xo, to) + Q,(0) C @ (1)

2-q
fora = 2u) ¢ < 1 so we have the result for o = g.

6 The Covering Argument

The intrinsic Harnack requires a lot of room around the target cylinder if © from Theorem
4.1 happens to be large. The amount of needed room can be reduced by using a covering
argument but details about this are hard to find in the literature. In the time-independent case,
this can be done easily by covering by small balls but in our case, the intrinsic scaling in
the time direction can cause problems with the sets. We apply the covering argument in two
steps: We first prove, in Lemma 6.1 below, that we can reduce the needed room as much
as we want in the time variable by relaxing our constant in the space variable. Then by a
second covering argument, we prove that we can gain back what we lost in the space variable
without relaxing the time direction.

We only consider the forward Harnack’s inequality as the presented proof can be directly
modified for the backward version. We point out, however, that since the argument iteratively
applies Harnack’s inequality, it yields different constants ¢ and p for the backward and
forward versions.

We use right-angled paths connecting two points to deal with space and time variables
separately. Given (x, 1), (v,s) € R*!, we denote by y(xy:)) [0,1) — R™*! a path from
(x, 1) to (y, s) such that

y ([0, D) =[x, 1), (v, DIV, 1), (¥, 5)).

That is, y(y ) first moves from (x, 1) to (y, t) in space, and then from (y, ) to (y, s) in
time. Fora € R we denote by [a] € Z the number a rounded up to the nearest integer.

Lemma6.1 Letu > 0 be aviscosity solution to Eq. 1.1 in Q| (1) and let the range condition
Eq. 1.3 hold. Fix (xo, to) € Q (1) such that u(xo, to) > 0. Then for any oy > 1 there exist
M = /'L(nv P4, Ut)r o = a(nv P9, Ot): ¢ = C(l’l, pP.q, Ut) and Ox = Ux(n, pP.q, O't) such
that

u(xgp,t9) < p inf u(-, 19+ 0r?)

Bqyr (x0)

whenever
(%0, 0) 4 Bo,r (x0) X (19 — 8(0y7)?, 19 + 6 (0;r)T) C Q7 (1),

where 6 = cu(xg, to)> 4.
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Proof Let ¢, it and & be the constants given by Theorem 1.1. That is, we have

ux, 1) < [L;Ig)u(-, t+ Cu(x, )>7419), (6.1)
1

whenever
x| +0ol <1,
t4éulx, )2 1@G0H? C [0, 1).

We may assume that o, < & as otherwise the claim holds by Eq. 6.1. We denote

67 —1
K=
ol —1

and set
1

o=k 4,
R 240k
oy i=a(@max(l,u @ "+ 1),

c:=¢&([k]+ e,

Q—q)i

1
pi = (,u(z_q)i/c_l)q r=p 9 ar.
Let (£, ) be the target point, that is, £ € Bg, (xo) and
7= to + cu(xo, to)>"9r9.
It now suffices to prove that u(xq, f) < pu(x, f). We proceed by iteration.

Initial step: Set
1} = to + ¢u(xo, tO)Z—qu_

Then, since |x — xg| < ar = pg, we have by Harnack’s inequality
u(xo, t0) < fiu(x, 17).

Now, let (X, 1) be the first point along the path yg’?) such that
a8

u(xo, 1) = fu(X, 1).
If no such point exists, then by continuity we must have
u(xo, to) < fuu(x, 1)
and the claim already holds.
Iteration step: Let i € {2, ...} and suppose that we have already chosen (%, #;—1) such that
u(xo, t0) = '~ u (R, ti-).

Set

~ A 2—
=ty + eu®, ti_1)* 1 pd.

Ifu(x, ;1) < pu(X, t}), then we move along the path 7/((;’;,3) until we find a point (%, ;)
such that u(x, t;_1) = au(x, ;) so that

u(xo, t0) = i’ 'u(®, ti-1) = fu®, ).
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If no such point exists, then by continuity we must have

u(xo, o) = i ~'u(x, 1) < flu(x, 1),

and the claim of the lemma follows.

If the iteration does not end prematurely, we continue until 1 > f. When that happens,
we apply Harnack’s inequality one more time with a radius p < p;_1 so that we obtain
an estimate at the exact time level 7. We define i; as the smallest natural number such that
tit+1 > f. We have

ip < [k

as otherwise

17 =t = tra +au@, ma)* ol

v

they + e u(xo, 10)* pf
3 .
>1+ Z e u(xo, 1) pf
i=0
Ml
to + u(xg, 19)> 4 Z P
i=0
= to + Cu(xo. 10)* 4 ([k] + D!
= f’

which would be against the definition of i;. Consequently, the procedure yields the estimate
u(xo. 10) < A u(@, ).

We still need to verify that there is enough room to apply Harnack’s inequality throughout
the iteration. To this end, notice that the biggest jump in the time direction that we can do is

J = ulxg, 10)> k119,

Therefore we always have room in time direction, since in the worst case the jump starts
from 7 — J, and then we have (using that ¢ < ¢)

i—J+J67 =19+ culxo, 10)>79r7 + (69 — 1)éu(xo, 10)> i~ r4
< 1o+ cu(xo, 10)*~9r4 + &(of — Du(xo, 10)> r
< to+ cu(xo, 10)* (o) < 1.
We also have enough room in space direction since
piG + |X — xol < 6 max(po, pc1) + ar

— (G 240
=oa(ocmax(l,u ¢ ")+ Dr

=o,r < 1.
O
We are now ready to prove the general form of Harnack’s inequality. We remark that as the

space required around the intrinsic cylinder (xo, f9) + Qs»(#) C Q1 tends to zero (i.e. when
o — 1), the waiting time coefficient ¢ blows up if ¢ > 2, and tends to zero if g < 2.
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Theorem 6.2 Letu > 0 be aviscosity solution to Eq. 1.1 in Q7 (1) and let the range condition
(1.3) hold. Fix (xo,t9) € Q7 (1) such that u(xg, to) > 0. Then for any o > 1 there exist
w=u(n, p,q,0)andc = c(n, p, q,0) such that

u(xo, o) < p inf u(-, 1o + cu(xo, 10)>79r9),
By (x0)

whenever
(%0, 0) 4 Bor (x0) x (1o —60(ar)?, 10 +6(cr)?) C O (1),

where 6 = cu(xg, to)> 4.
Proof Let ¢, oy, @ and i be the constants that we get from Lemma 6.1 for o; := o. Then we

have
u(x, 1) < ﬁLBinf)u(~,t+5u(x, 1)27419) 6.2)

1 (X

whenever

(0, 1) + Bo (x) x (t — u(x, 1)1 (a)?, t + éu(x, )* "1 (o)?) C 0 (1),

i.e.
|x| + oyl < 1,
t £ culx, >~ 9D C [0, 1).
We denote
o—1
Q=
Ox
and
[(@o)~1]+1
¢ = éo? Z pla—2%=0,
k=1

Let (%, ) be the target point, that is, £ € B, (xo) and
7= to + cu(xo, to)>"9r9.

We now proceed by iteration (see Fig. 2 below).
Initial step: Let p := or and set
1 = to 4 éu(xo, t0)> "9 p?.
By the Harnack’s inequality in Eq. 6.2 we have
u(xo, 10) < flu(xy, 1),
where x7 is the point in Eo,p (o) that is closest to X. Now, if u(xo, 10) < ftu(x], t]), then we

(*,0)

move along the path Yok oh)
171

until we find a point (x1, #1) such that

u(xo, to) = ju(xy, 1y).

If no such point exists, then by continuity we must have

u(xo, 10) < fu(x, 1),
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(IT,tT)(Il,tl)

(o, tg To +or
|
- I I
T+ Ogzp T+ ozp

Fig. 2 Tllustration of the Harnack chain in the proof of Theorem 6.2 when ¢ < 2. If ¢ > 2, the paraboloids
get steeper instead

and we end the iteration.

Iteration step: Let i € {2, ...} and suppose that we have already chosen (x;_1, #;_1) such
that ‘
u(xo, t0) = A’ u(xi—1. 1)
Set
1=ty + Cu(xi—y, ti—1)> 4 pl.

By Harnack’s inequality in Eq. 6.2 we have
u(xi-1,ti-1) < pu(x;, 1),

where x is the point in Ep (x,;l)A that is closest to X. Now, if u(x;_1,#;-1) < ju(x}, 1),

then we move along the path y((;cgtt)*) until we find a point (x;, #;) such that u(x;_1,t-1) =
i°%

u(x;, t;) so that

i

u(xo, 10) = i M uxiy, tim) = Wuxi, ;).

If no such point exists, then by continuity we must have

u(xo. 1) = A" uxior, tim1) < Alu(@. D),
and we end the iteration.

If the iteration does not end prematurely, we continue until ¢/ > f. When that happens,
we apply the Harnack’s inequality (6.2) one more time with a radius smaller or equal to p so
that we hit 7. We define i; as the smallest natural number such that tl.’tf = i. Thatis, 1; is the
time from which it remains to apply the Harnack’s inequality (6.2) one more time to reach
the target time 7. Next, we show that our selections of the constants ensure the finiteness of

i; and that Xi; = x. For finiteness, we observe that

i; < [(@o)™"1.
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Indeed, otherwise

[(eo)™1]+1
* * ~ 2—q q
fiy Z oay-1141 Z 10 + E cu(xp—1, 1) 1p
k=1

[(ee)™]+1
= (- 2—q 4
=1+ Z C[L(kfl)(qu) u(xo, to) o
k=1
[(oa)™"]+1
= 1o + cu(xg, t0)> "9 p? Z =200
k=1

= 19 + cu(xo, 10)* 74
= f7

which would be against the definition of i;. Next we estimate the smallest i € {1, ...} such
that x;; = X (observe that the construction ensures that x; = x for all i > i;). At each
iteration step, unless we have already reached X, we move at least ap closer towards x. Since
|xo — )?‘ < r, we thus have

S AEEAR

We want to show that i3 < i;, as this implies that Xi; = X. For this end, we may assume
that the Harnack chain does not skip in time direction using the paths y((;’?l_) s
chain automatically reaches X. Using this we conclude that i; < i; must hold since otherwise

as otherwise the

* * *
lit1 =iy = g1

[(pa)™1

= 1o 4 ¢ulxo, 19)> "9 p? Z a=Dk=D
k=1

[(pe)~"1+1

< o + cu(xy, l‘())zfqpq Z ﬁ(‘/*z)(kfl)
k=1

=1,

which is against the definition of i;. Thus the procedure reaches x before we apply Harnack’s
inequality one last time. This yields the estimate

u(xo, to) < @@ 1y (2, 7).

We still need to check that we have room to use Harnack’s inequality. The room in space
is clear from the definition of p since

—1
|£—x0’+ax,0:r+ax6 r<r+((c—-—Dr=or<l.

X

For the room in time, observe that we always end the Harnack at most the time level
f. Therefore, the worst-case scenario would be if our biggest possible jump in Harnack’s
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inequality ended up at f. Since the sequence u(x;, t;) is decreasing, the biggest possible jump
is
u(xo, 10)*~9p4, ifg <2,

| Guro. 1?04, ifg > 2.
To land on 7, the jump would have to start from  — J. Thus it suffices to ensure that
(t—D+Jol=i+(?-DJ <1
This holds, since if ¢ < 2, we have
i+ (0 —1)J =1+ (09— Déu(xo, 10)* 4 p*
= 1o+ cu(xo, 10)*~7r? + (6 — Deu(xo, ro>2—q(g>
< o+ cu(xo, 10)> U (op)? < 1,
and if ¢ > 2, we have

i+ (09— 1)J =1+ eulxo, tx)* 1plc? — 1)

Zol @2 @)™
= to+ cuxo. 10>~ 9r + culxo, 1)* 179 (07 — 1) ( e

< 1o + cu(xo, t0)> "9 (or)? < 1.

7 Optimality of the Range of Exponents

Intrinsic Harnack’s inequality may fail outside of the range condition (1.3) as for such expo-
nents, viscosity solutions of Eq. 1.1 vanish in finite time as we will prove in this section.
The solutions of the standard p-parabolic equation in the corresponding subcritical exponent
range behave in a similar way. Idea, behind the proof is to use the equivalence result proven
by Parviainen and Vdzquez [26] to transfer the problem onto a one-dimensional divergence
form equation and then to prove that a solution to this equation vanishes. We use the weak
formulation for a time-mollified solution with a suitable test function after first proving that
this formulation holds for all weak solutions as the separate lemma. Next, we simplify both
sides of the formulation, estimate using Sobolev’s inequality and ultimately get a vanishing
upper bound for the norm of the solution. We do this first in bounded domains and then prove
the global result using convergence and stability results. This global result Proposition 7.5
gives us a counterexample to the intrinsic Harnack’s inequality 1.1 and thus proves that range
(1.3) is optimal.

As proven by Parviainen and Vazquez, radial viscosity solutions to Eq. 1.1 are equivalent
to weak solutions of the one-dimensional equation

atu—p—_lAq,duzo in (=R, R) x (0, T). (7.1)
q—

Here, denoting by ' the radial derivative of u,

_ d—1
Ay gu = |u’|q : ((q — Du"” + Tu’)
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is heuristically the usual radial g-Laplacian in a fictitious dimension

_(-D-D
p—1

d:

If d happens to be an integer, then solutions to Eq. 7.1 are equivalent to radial weak
solutions of the g-parabolic equation in Bg x (0, T) C R¥*! by [26, Section 3]. If d ¢ N,
we still have an equivalence between radial viscosity solutions of Eq. 1.1 and continuous
weak solutions of Eq. 7.1 as proven in [26, Theorem 4.2].

A weak solution of Eq. 7.1 is in a weighted Sobolev space but we are only interested in
continuous solutions and thus will assume this in the following definition. The description of
the exact definition in the elliptic case is in [27, Definition 2.2]. The following definition is
written in a slightly different form but is equivalent to the definition given by Parviainen and
Vazquez [26, Definition 4.1]. We use the notation dz := r¢~1 dr dt for the natural parabolic
measure for this problem and denote the distributional derivative of v by v’ and define it by

R R
/ v’godr:—/ vo' dr
0 0

for all ¢ € C5°((0, R)) so it coincides with standard derivative for differentiable functions.

Definition 7.1 Let0 < T < ocoand 0 < R < oo. A function u € C ((—R, R) x (0, T))
such that u’ € C ((—R, R) x (0, T)) and ' (0, t) = O is a continuous weak solution to Eq.

7.1 if we have -
2 p—] na=2 i _

forall0 <t <th < T and ¢ € Cgo((—R, R) x (0, 7)).

We define time-mollification and prove a basic result for it in Lemma 7.2 below for the
convenience of the reader. Let ¢ > 0 and 5, : R — [0, 0co) be the standard mollifier such
that supp n. C (—¢, €). The time-mollification of u € L'((0, R) x (0, T)) is defined by

T
us(r,t) == ne xu(r,t) = / ne(t —s)u(r,s)ds. (7.2)
0

Lemma 7.2 Letu be a continuous weak solution to Eq. 7.1 and let u, denote the mollification
(7.2). Then forall0 < t; <tp < T and ¢ € C*®((0, R) x (0, T)) such that supp ¢ (-, 1) €
(=R, R) foranyt € (t1, ), we have

n R 1 B R
[ [ o = 2= (W17 0) oz = [ g — et g - ar
n Jo q—1 e 0

Proof Let first ¢ > 0 and ¢ € C°((—R, R) x (0, T)) be such that suppp € (=R, R) x
(e, T — ¢). Because 17, is even, we have by partial integration (the boundary terms vanish
since (0, -) = (T, ) =0)

T T
0 pe(t,r) = 3:/ Ne(t — $)o(r,s)ds = / —0ims(t — $)e(r, s)ds
0 0

T
= / Ne(t — 5)05(r, s)ds.
0
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Thus by Fubini’s theorem

T R T R T
/ / u(r,t)a,%(r,t)rd”drdz:/ / / u(r, et — $)ds@(r, )r* ' ds dr dt
0 0 0 0 0
T R T
=/ / / u(r,t)n.(t — s)dt as(p(r,s)rd_]drds
0 0 0

T R
= / / ug(r,s)asga(r,s)rd_ldrds.
0 0

Similarly, for the space derivative we have
T R 5
/ / |u/(r,t)|q7 u/(r,t)(p;(r,t)rd_ldrdt
0 0
T rR T )
:/ / / Ne(t — $)0r9(r, s) |M/(l',t)|q_ W'(r,t)ydsr®=" dr dt
0 0 0
T rR /T 5
:/ / / Ne(t —5) |u’(r,t)|q_ W' (r,t)didro(r, s)ré= "V dr ds
o Jo Jo

T /R .
=/ / (|”/|q u)e(r, )@/ (r, s)r'"V dr ds.
0 0

By the last two displays, we obtain

T R
-1 _
/ f uethy — (/| u)eg dz = 0. (7.3)
o Jo g—1

Letnow0 <t <fp < Tand¢ € C*®°((—R, R)x (0, T)) be suchthat¢(-,7) € (—R, R)
for any t € (#1, t2). Define the cut-off function

0, te 0,1 —h)
=), telt—hn),
En(t) =11, teln,n),
1—3(t—1), telh.n+h),
0, telt+h,T).

Since ¢y, := &,¢ is Lipschitz, it satisfies (7.3) by the first part of the proof and a simple
approximation argument. Since by continuity all #1, #, € (0, T') satisfy

T R th R R
/ / Uugdpn dz — / / Ugdrp dz—l—/ (e (r, ) (r, 1) —ue (r, ), 1)~ dr
0 0 I3t 0 0

as h — 0, the claim of the lemma follows. O

Our proof of finite extinction uses the following Sobolev’s inequality, which is heuristically
speaking the Gagliardo-Nirenberg inequality for radial functions in the fictitious dimension
d. The standard formulation of the Gagliardo-Nirenberg inequality requires ¢ < n and hence
does not work for our one-dimensional case.

Theorem 7.3 (Radial Sobolev’s inequality) Suppose that 1 < q < d. Let v € C*(0, c0) N
C[0, 00) be such that v(r) = 0 for all large r > 0. Then there exists C = C(d, q) such that

d—q .

e d dq 00 1

(/ |v(r>|ﬁrd*1dr> ' sc(/ |v/(r)|qrd*1dr)q.
0 0
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Proof Suppose first that ¢ = 1. We denote

_d_
d—1

g(r) == [u(r)|7T =

/00 V' (s)ds

Sinced/(d — 1) > 1, we have g € CY(R) and

d
d—1
_d

d—1

()77 V' (r) sgn(v(r))

/00 V'(s)ds

Integrating by parts and using that g(r) = O for large r, we obtain

g'(r) =

1
a1

v'(r) sgn(v(r)).

00 d k
/ ()T riVar = lim/ gryrdlar
0 k—o0 Jo
rd r=k k , rd
= 1. — — R
Koo (g(”)d r=0 /0 g(r)d)
1 fOO /( ) dd
== rrédr
dl ¢
[.¢]
=7 | /r V' (s)ds

1 o0

1 00 00 ﬁ

< e (/ [V ()] ds) re o' ()] rd=lar.
- 0 r

1
-1

V' (r) sgn(u(r)rd dr

This we can further estimate as

1
d—1

1 ot I et aar! / d—1
-1 i !v(s)|s T ds |v (r)|r dr
[
<1
1 o0 o0 ﬁ
< — </ |v/(s)| sd-1 ds) ’v/(r)‘ 41 dr
d—1Jo 0
1 00 ﬁ 00
= (/ |v’(s)| s41 ds) / |v’(r)| 4 dr
d—1\Jy 0
1 /oo ’ d—1 >m
= — vi(r)| rf dr
() o
so that
00 d % [}
(f lu(r)|a=T rd_ldr> < c/ ' )| dr. (7.4)
0 0

dg—.
Suppose then that 1 < ¢ < d. Using Eq. 7.4 with v := uﬁ, we obtain

d—1
o0 d. T e dig=1)
(/ ()| 77 rd_ldr> < C/ ' ()| () 4 4L dr
0 0
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gq-—1

1 g1
sc ([T ta) ([T uend atar)
0 0

which implies the desired inequality. O

Now we have the needed tools to state and prove the finite extinction of solutions. We
do this by first proving the result for solutions of a Dirichlet problem in simple cylinders
and then expanding this result to the entire space by convergence results. The existence of
global solutions with extinction in finite time is a counterexample for the intrinsic Harnack’s
inequality as we show at the end of this section. The proof uses the following notation for
the weighted Lebesgue norm

R 1
q
”U”L‘I(rd—l,(o,R)) = (/ |U|q rd—l dr)
0

We only consider radially symmetric initial data in what follows. The finite extinction
holds in the general situation by comparison principle.

Proposition 7.4 Assume g does not satisfy the range condition (1.3) and let R > 0. Let u be
a viscosity solution of

du = |Vul1=P div (|VulP~> Vu) in Bg x (0, T),
u(-,0) =up(:) =0 where uy € L (Bg) N C(BR) is radial, (7.5)
u(-,t)=0 on dBg foranyt € (0, 7).

There exists a finite time T* := T*(n, p, q, ug), such that

u(-,00=0 forallt >T*

and
0<T*< Clluglled L O.R)
where C :== C(n, p,q) and s = @.

Proof The existence of a solution u € C(Bg x [0, T]) to the Cauchy-Dirichlet problem
(7.5) can be proven for example by modified Perron’s method (see [26, Theorem 2.6]) and
the comparison principle ensures that it is radial. Therefore, by the equivalence result [26,
Theorem 4.2], u is a continuous weak solution to

ou — 2= |u |q 2( — Du” + dr;lu/) =0 in(—=R,R) x (0, 7),
u(-, 0) = uo() >0 where ug € L°((—R, R)),
u(—R,t) =u(R,t) =0 forany t € (0, T).
Let
_d2—9q)
g

and notice that s > 1 because we assumed ¢ < 75 +1 We define the test function ¢ :
s—1

U, , — R, where Ugp = ug + h fore, h > 0 and u, denotes the time-mollification. We

@ Springer



T. Kurkinen and J. Siltakoski

add this & to ensure that our function remains strictly positive as we have negative exponents
during the calculation. Then ¢ is an admissible test function and by Lemma 7.2 we have

R R d—1 _ P 1 (2 (R ng=2 s—1
ugdrpdz — | (uep(r, ) —uep(r, t))r® " dr = —— (' |*77 uNedr 7)) dz
n Jo 0 qa—1Jy Jo ’

= Aep (7.6)

forall 0 < #; <t < T. We rewrite the first term on the left-hand side using integration by
parts and Fubini’s theorem

th rR th rR h
f / ugatq)dzzf f uedpuy - dz
n 0 n 0 ’

th rR R
-1 -1 -1 -
—/t. /(; ”g,h Orue dz-‘r/O (uguiﬂ’h (r,n) — u,suih r ot ar
1

R R
2 LIPS sl s=1o piyrd=1 g
_ b s (i, dz + A (ueuyy, (r.12) —ueu, p, (r, 1))r r
1

1 (2 s R s—1 d—1
== 3 ||u5,h||LS(rd,1’(0’R)) dr + A ey, (ro0) —uguy , (r,o))r™" dr.
1

S
Hence, since u — ¢ = h*~!, the Eq. 7.6 becomes

1 R 3 3 R 3
= / WS o 11) — (o 12 dr — 15 / e (s 12) = s rs )P dr = Agp,
0 0

Since we eliminated the time derivative, we may let ¢ — 0 to obtain

R
%/(ui(r, n) —uy(r, ) r* " dr — ! / u(r,n) —u(r,t)r" " Vdr = A,. (1.7
0 0

Next, we rewrite Aj, as follows

q—l/ / |u|q ua(ukl)dz

q—l/ / ’uh|q Zuha (uy,” YYdz
(p =D =1 f14 o s—
7q_1 /tl /0 |uh|q u, de,

where by Sobolev’s inequality in Theorem 7.3 forcing vanishing boundary values

[ [ e |
(=) [

q 153 R
=ala=) L
S+q—2 1 0

s—2
/ <1

q
dz

s+q—2 s+q—2
or(uy, © (ryt)—uy, ?

q
dz

|
ls

dq d
a—q

dz

st+q=2 st+q=2
uy, ! (rat)_”h T (R, 1)
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Here C| is the constant in Sobolev’s inequality. Since s = @, we have by the last two
displays

-1 -1 q rt R
liminf Ay = ¢, L= DG =D 1 / /
h—0 qg—1 s+qg—2 f 0

n R Tq
: CZ/ (/ lul® dz)
131 0

Consequently, letting # — 0 in Eq. 7.7, we obtain

d—q

dq
d—q

dz

s+q—2
u 4

V

1 R 123 R Tq
—f (Ms(r,ll)—Ms(r,fz))rd_ldrZC2/ (/ u? dz)
s Jo I3l 0

Denoting v(#) := |lu(-, £) | s a-1 (0, gy) @and multiplying the inequality by —s, we have

10}

V() — (1)) < —Cas / vy T dr. (1.8)

n

Observe that this implies in particular that v is decreasing. Next, we derive a distributional
inequality which implies that v must in fact vanish for large times. For this end, let k¥ :=
q — 2 + s and observe that for any 0 < a < b we have

1 b
— b1 = _b7/ Q—q)bt'"9dr < ——/ Q2 —q)it' 4 dr
a

:_7/ Q- tde
2 1
=19 @ =),

Let then ¢ € C3°(0, T) be non-negative. Next, we apply the integration by parts formula
for difference quotients and the fact that v is decreasing together with the above elementary
inequality. This way, we obtain by dominated convergence theorem

T T
—8) —
- / V2 U(1)g/ (1) dt = — lim / a2 e,
0 §—0Jo -0
T W27t 4 8) —v279(r)
= i d
81% 0 QD(I) $ !
T _ s — s
- lim/ o(0) 1 2—qgvi(t+68)—vi(1) dt
=0 Jo vE(t+36) s $

Here we can use the estimate (7.8)

1 lv(l+8)—v(t)
v"(t+8)s 1)

1 1 t+36 d=g
- q)Czllm/ s [ a

v(t)ST
ve(r)

T
e=glin [ oo

IA

T
=—-@2- Q)CQ/O (1) dt

@ Springer



T. Kurkinen and J. Siltakoski

T
=-(2- q)sz p(t)dt,
0
where the last two identities follow from continuity and the computation
d—q d—q

_ _ Q-q)dd—q)+dq—d*) _
K=s +2—qg—s5s= =
d d dq

Hence we have established the distributional inequality

K 0.

T
/ —v279(1)¢/ (1) + (2 — ¢)Ca(r) dt < 0 for all non-negative ¢ € C°(0, T).
0

Since v is continuous up to the boundary, this yields
V(1) —v¥9(0) + (2 — q)Cat <0 forallz € [0, T],
which is, recalling v(t) = |lu(-, )l s a-1 (0, gy)> €quivalent with

-2 2=
Nt Gy O s ra—1,0.R)) < N0 ps a1 0. RY) (1 -2-9C ||MO(')||i;(rd71_(0,R)) f) ‘.
Thus as long as the original T > 0 is large enough, u vanishes for time 7* satisfying
2— -
0 < T" < ClluoOll (i1 g gy for € = (2—q)C)7"
Next, we expand this local result to a global result.

Proposition 7.5 Assume q does not satisfy the range condition (1.3). Let u be a viscosity
solution of

du = |Vul=P div (|VulP~2Vu) inR" x R*

u(-,0) =up(-) =0 where radial ug € Co(BR) for some R > 0. (7.9
There exists a finite time T* := T*(n, p, q, uo), such that
u(-,0)=0 forallt >T*
and
0 <7 < Clluoll}olums o0y (7.10)
where C :== C(n, p,q) and s = @.

Proof Let u; be the radial viscosity solution to the bounded problem (7.5) for R =i € N.
Now by Proposition 7.4 there exists a finite time T;* satisfying

2—
0 < T < ClluoOly e lasr 9.0

such that u;(-,#) = 0 for t > T;*. By the comparison principle 2.5 we have u; {1 > u; in
B; x (0,i) which implies that 7%, | > T;* and because we assumed that u( has compact
support this sequence of extinction times has a limit T7%;.

Using the Holder estimates proven in [13], we have that each u; is Holder continuous in
both variables and the Holder constant only depends on 7, p, ¢ and ||u;[|z (B, x(0,i))- BY
the comparison principle these L°°-norms are bounded from above by ||ug|| 0 (rn xr+) and

thus the sequence (u;){2, is uniformly equicontinuous. By construction, u; — u converges
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pointwise asi — 0o passing to a subsequence if necessary and because of the equicontinuity,
the Arzela-Ascoli theorem ensures that the convergence is uniform.

For any compact subset A C R" x RY, u; is a viscosity solution to Eq. 1.1 in A for i
large enough and thus u is also a viscosity solution in this set by stability result proven by
Ohnuma and Sato [25, Theorem 6.1, Proposition 6.2]. Because A is arbitrary, u is a viscosity
solution in the entire space and by construction, it has the correct initial value. This solution
is unique as proven by [25, Corollary 4.10] and this proves that # vanishes after finite time
T(*m satisfying (7.10). O

Now we have the tools needed to show that intrinsic Harnack’s inequality does not hold
for g not satisfying the range condition (1.3). Let u be a viscosity solution to Eq. 7.9 and
T* the finite extinction time given by Proposition 7.5. Choose (xg, fp) € R" x (0, T*) close
enough to satisfy

* J— —_—
T ) < et

and choose r > 0 to satisfy
cu(xo, 10)>79r? = T* — 19

where ¢ and o are the constants given by Harnack’s inequality. By these choices
1o — cu(xo, t0)> 4 (or)? =ty — o (T* —1) >0

and therefore (xq, to) + Qyr(9) C R* x R and thus we can use the Harnack’s inequality
to obtain
0 < u(xo,t0) <y inf u(,T%) =0,
By (x0)

which is a contradiction.
There are some known Harnack-type results with additional assumptions for the p-
parabolic equation in the subcritical range, see for example [5, Proposition 1.1].
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