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Abstract
Group decision making has been studied from several viewpoints and a variety of 
methods has been proposed. However, in the literature on solving multiobjective 
optimization problems, the main focus has been on supporting a single decision 
maker. We conducted a systematic literature review to examine and synthesize the 
state-of-the-art of multiobjective optimization methods developed for group deci-
sion making. We analyze group decision making methods of multiobjective optimi-
zation according to how preferences of several decision makers are incorporated into 
the solution process, how to select the most preferred solution for the group, differ-
ent types of decision makers, types of groups and how the group is to operate dur-
ing the solution process. In addition, we identify the key issues in the literature that 
are required to be considered in further method development to increase the meth-
ods’ applicability in solving real-world problems. Finally, we guide how to select a 
method for solving real-world multiobjective optimization problems with multiple 
decision makers and suggest future research directions.

Keywords  Multiple objective optimization · Preference information · Survey · 
Several decision makers · Consensus

1  Introduction

Multiobjective optimization problems (MOPs) contain several conflicting objective 
functions to be optimized at the same time. Objective functions depend on deci-
sion variables and solutions need to be generated before they can be evaluated. 
These problems do not typically have an optimal solution in which all the objec-
tive functions can reach their individual optimal values. Instead, MOPs have a set 
of so-called Pareto optimal solutions, meaning that there are trade-offs among the 
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objective functions. Typically, solving a MOP means distinguishing a single Pareto 
optimal solution to be implemented in practice. Usually, this is achieved by acquir-
ing some additional information from a domain expert, a decision maker (DM), who 
has insight into the problem and can articulate preference information related to the 
objective functions and solutions considered. The preference information is utilized 
in multiobjective optimization (MOO) methods to find the most preferred solution 
for the DM (Miettinen 1999; Miettinen et al. 2008, 2016).

However, many real-world problems involve more than one DM. Thus, if DMs 
solve the problem separately according to their individual preferences, they most 
likely end up with different solutions. Group decision making (GDM) involves 
multiple DMs with different preferences participating in solving a shared problem 
in which they must make a decision which is acceptable to all DMs (Kilgour and 
Eden 2010; Hwang and Lin 1987; Lu and Ruan 2007; Raiffa et al. 2002; Jelassi et al. 
1990). The group shares responsibility for the final decision and may e.g., consist 
of individuals of a common collective (e.g., family, company, government) (Jelassi 
et al. 1990; Hwang and Lin 1987). The focus in this paper is in finding an acceptable 
solution to all DMs, and therefore we do not consider negotiation problems, where 
multiple parties may make a collective choice, or may “return to status-quo” and 
walk away without making any choice at all (Raiffa et al. 2002; Kilgour and Eden 
2010).

The benefits of GDM to a decision making process include adding more resources 
and cognitive potential for making effective decisions (Steiner 1972). As drawbacks, 
participating in a GDM process may overload the DMs both in communication and 
increasing cognitive load, in addition to possible interpersonal conflicts (Raiffa et al. 
2002; Steiner 1972). Furthermore, in collaborative groups, the desire for agreement 
among the group members may result in an irrational decision (Harvey 1974). To 
combat these issues, there is often a third party involved, called a moderator or a 
facilitator, helping to coordinate the GDM process (Steiner 1972; Raiffa et al. 2002).

When considering decisions with multiple conflicting objective functions or 
criteria involving either a single DM or multiple DMs, there are different types 
of problems: MOO type of problems and multicriteria decision analysis (MCDA) 
problems.1 In MCDA problem, the set of solution alternatives is explicitly known, 
discrete and finite (Hwang and Masud 1979; Miettinen 1999). Regarding GDM, 
MCDA type of problems are commonly known as multi-criteria GDM (MCGDM) 
(Belton and Stewart 2003; Rezaei 2015). Generally, MCGDM methods focus on 
aggregating the preferences of the DMs (of the alternative solutions) in some way 
to a collective preference, which is then exploited to select the best one (Boix-Cots 
et al. 2023; Hwang and Lin 1987; Keeney et al. 1993) (c.f. (Boix-Cots et al. 2023) 
for more details on MCGDM and preference aggregation). There is a lot of literature 
on MCGDM (Hwang and Yoon 1992; Chen and Hwang 1992), but not in MOO type 
of problems, as noted also in the bibliometric analyses on GDM literature (Laengle 
et al. 2018; Wang et al. 2021).

1  Although this review focuses on MOO, we mention MCDA type of problems as they offer relevant 
background and are also utilized in the reviewed literature.
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Despite the real-world relevance and practical need to involve the preferences of 
multiple DMs in solving MOPs, appropriate methods have not received much atten-
tion in the literature. To the authors’ best knowledge, no systematic literature review 
focusing on methods for these problems exists. Therefore, we provide an overview 
of multiobjective optimization methods developed for GDM. We refer to group deci-
sion making in multiobjective optimization as GDM-MOO, for short. The term 
referring to the corresponding problem, GDM-MOP, was first used by Xiong et al. 
(2013) and thereafter also in emerging literature (Balderas et  al. 2022; Fernández 
et al. 2022, 2021; Nag et al. 2018; Sakamoto et al. 2021, 2022).

When developing GDM-MOO methods, there are new challenges to be addressed 
when compared to methods for a single DM: How to support DMs in handling the 
complexity of balancing multiple conflicting objective functions? How to deal with 
the conflicting preferences of the DMs? How to support them in getting closer in 
their preferences to be able to find a solution that they all can accept via e.g., GDM 
processes to support collaboration among the DMs in group discussions? How to 
support different group structures? Or how to eventually select the final solution? 
And how to demonstrate the applicability in real-world problems? Furthermore, 
the methods should not add an excessively high cognitive load on DMs or interfere 
with the solution process, e.g., by biasing DMs or directing the search in a certain 
direction.

This systematic literature review examines the state-of-the-art of GDM-MOO 
methods and their main working principles to clarify how these methods are used 
to solve GDM-MOPs. We applied the PRISMA procedure (Page et  al. 2021) and 
eventually 31 papers were included. This paper provides novel classifications and 
presents relevant trends in the current literature, as well as sheds light on dismissed 
elements of solution processes, that cannot be ignored when the applicability of the 
methods in practice is of concern. We classify GDM-MOO methods, different types 
of groups of DMs, ways to aggregate preferences, and describe solution processes 
in different types of GDM-MOO methods. The classifications help the readers (both 
researchers and practitioners) to get a grasp of the different approaches available for 
solving GDM-MOPs. Furthermore, for researchers, the knowledge of the key issues 
in the current literature on GDM-MOO methods help further research to be devoted 
to address them.

The main questions to be answered can be explicitly stated as:

•	 What kind of MOPs have been solved in GDM?
•	 What kind of methods have been developed and how are the multiple preferences 

from several DMs incorporated into the optimization process?
•	 What methods are used to support the group to select the final solution?

This systematic literature review results in classifying GDM-MOO methods in three 
main classes: a priori, a posteriori and interactive methods based on the timing of 
providing preference information. The classification corresponds to the one used for 
cases with a single DM (Hwang and Masud 1979; Miettinen 1999).

The rest of the paper is structured as follows. In Sect. 2, we summarize the key 
concepts and terminology used in the paper, including the proposed classifications 
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related to GDM-MOO. We describe the procedure of the systematic literature 
review in Sect. 3 and provide an overview of the results in Sect. 4. In Sects. 5 and 6, 
we present the main ideas of the methods classified to non-interactive and interac-
tive methods, respectively. In Sect. 7, we discuss key takeaways from the reviewed 
literature as well as key issues to tackle in developing GDM-MOO methods. Finally, 
we conclude in Sect. 8 and raise some future research directions.

2 � Key Concepts and Terminology

This section covers the key concepts and terminology for later use in this paper. We 
define a MOO problem and ways for DMs to articulate preference information and 
preference modeling in Subsection 2.1. Then, in Subsection 2.2, we introduce the 
key concepts of GDM-MOPs and GDM-MOO methods and the relevant aspects that 
are used to classify the papers.

2.1 � Key Concepts of Multiobjective Optimization

A multiobjective optimization problem can be formulated as follows:

where x = (x1,… , xn)
T is called a decision variable vector, and it belongs to S 

known as a feasible set. The feasible set is constructed with constraints in the deci-
sion space Rn . A (feasible) decision variable vector is also called here a solution. 
The vector � (x) = (f1(x),… , fk(x))

T represents objective function values constructing 
an objective vector in the objective space Rk.

A solution is Pareto optimal if no values of any objective functions can be 
improved without declining some other objective function values, meaning that 
there are trade-offs among the objective functions. An objective vector f (x1) is said 
to dominate another objective vector f (x2) , if the objective vector f (x1) is strictly 
less in at least one objective value and less or equal in others (Steuer 1986). Some-
times, solutions that do not dominate each other are referred to as non-dominated 
solutions. Furthermore, an ideal vector in the objective space contains the best fea-
sible values of each objective function in the set of Pareto optimal objective vectors. 
The set of Pareto optimal objective vectors is sometimes called a Pareto front.

Finding a solution to a MOP in one way or another is called a solution process 
(Miettinen 1999). In this review, solving a MOP means selecting the most preferred 
Pareto optimal solution by a DM as the final solution to be implemented in practice. 
Different types of MOO methods exist, and they can be classified according to the 
role of the DM in the solution process (Hwang and Masud 1979; Miettinen 1999) 
in no preference methods (where no preference information is available), a priori 
methods (where a DM articulates their preferences before optimization), a posteriori 
methods (where a representative set of Pareto optimal solutions is generated for a 

(1)
minimize {f1(x),… , fk(x)}

subject to x ∈ S,
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DM to select from) and interactive methods (where a DM iteratively articulates their 
preferences during the solution process).

In what follows, we describe the classes briefly and give some examples of meth-
ods concentrating on those that will be referred to later in this paper. Without any 
preference information, the final solution has to be selected by using some global 
criterion or select some neutral compromise solution (Miettinen 1999). In a priori 
methods, the DM must have a good understanding in advance about the problem to 
be able to specify accurate preference information. A posteriori methods require the 
DM to be able to select a solution from a large set of solutions, which can be cogni-
tively demanding.

Interactive methods consist of iterative steps repeating phases of preference artic-
ulation and solution generation alternating until the DM has found the most pre-
ferred solution (or some other stopping criterion is met or there are no more solu-
tions to be found). This allows the DM to learn about the trade-offs, what kind of 
solutions are available and how feasible their preferences are. However, the solution 
process may be time-consuming for the DM and these methods should be applied 
only when a DM is able to play a role in the solution process (Afsar et  al. 2021; 
Belton et al. 2008; Miettinen et al. 2008, 2016). Interactive methods involve either a 
technical stopping criterion (such as the number of iterations or the number of func-
tion evaluations), or a stopping criterion based on the satisfaction of the DM, where 
the DM can freely stop when the most preferred solution has been found.

Among MOO methods used to solve MOPs, we have scalarization-based and 
evolutionary methods (Miettinen 2008; Deb 2001, 2008). In scalarization-based 
methods, the MOP is converted to a single objective (scalar-valued) optimization 
problem (Miettinen 1999). The new scalarized problem with a real-valued objective 
function can be solved with an appropriate single-objective optimization method. 
When properly done, scalarization can guarantee the Pareto optimality of the found 
solution to the original MOP (Miettinen 1999; Miettinen et al. 2016; Sawaragi et al. 
1985). It has to be kept in mind that the solution found is significantly impacted by 
the choice of the scalarization function (Miettinen and Mäkelä 2002).

There are various scalarization-based methods in the literature, such as goal pro-
gramming (Charnes and Cooper 1961, 1977) and �-constraint-method (Haimes et al. 
1971). Goal programming methods minimize the sum of deviations from the DM’s 
preferences to find a solution, while in the �-constraint-method, one of the objective 
functions is selected to be optimized, while the others are converted into constraints.

Population based evolutionary methods were originally of a posteriori type. The 
population of candidate solutions is manipulated in iterations called generations so 
that the next generation would approach Pareto optimality and cover the Pareto front 
diversely (Bäck 1996; Deb 2008). Evolutionary methods can also be of a priori type. 
Then, rather than covering the entire Pareto front, they focus on its subset consider-
ing the preferences of the DM. Similarly, interactive evolutionary methods can be 
seen as iterative steps of preference articulation and evolutionary solution genera-
tion. Evolutionary methods are less likely to get stuck on local optima (Coello et al. 
2007; Deb 2001; Deb et  al. 2002) than some scalarization-based methods. How-
ever, as they are metaheuristics, (Bäck 1996; Deb 2001), they can only guarantee 
the nondominance of the solutions in the final population. In addition, evolutionary 
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methods have several parameters (such as population size, evolutionary operators 
to use, their inner parameters and their probabilities) that need to be specified and 
affect the performance (Jin 2005).

One of the widely used a posteriori evolutionary methods is NSGA-II (Deb et al. 
2002). It selects the population members that survive to the next population by sort-
ing solutions to ranks where solutions in the same rank are mutually nondominated 
and also considering the coverage of the solutions. Many NSGA-II-based GDM-
MOO methods modify the way to select the population members to be applicable for 
problems with multiple DMs. Finally, we have to clarify that some of the interactive 
evolutionary GDM-MOO methods (e.g., (Kadziński and Tomczyk 2017)), run for a 
predetermined amount of generations, after which, the DMs articulate their prefer-
ences. For example, iteratively after every 100 generations, the DMs articulate their 
preferences, until a stopping criterion is met.

Preference articulation and modeling preferences
DMs may prefer to articulate their preference information in different ways. For 

simplicity, we describe preference information types from the perspective of a single 
DM, although this also applies to multiple DMs.

One preference information type is a so-called reference point (Wierzbicki 1982). 
It is in the objective space and contains an aspiration level that the DM would like to 
achieve for each objective function. A DM can also articulate their preferences via 
comparisons of selected solutions: pairwise comparisons of solutions, classifying 
solutions, selecting the most preferred solution and ranking solutions. The pairwise 
comparisons mean that the DM evaluates the relation of two solutions, either one 
solution is preferred to the other or the two solutions are indifferent (Branke et al. 
2015). The classifying of solutions means that the DM classifies solutions in terms 
of how satisfactory they are to classes such as highly satisfying, satisfying, dissat-
isfying and highly dissatisfying. The most preferred solution selection means that 
the DM chooses the best solution (according to their preferences) from a set of solu-
tions. In ranking, the DM ranks the solutions from the most to the least preferred 
(Coello 2000).

The DM can compare the objective functions, reflecting their relations. Exam-
ples of this are the classification of objective functions, allocating weights for objec-
tive functions and ranking of objective functions. The classification of objective 
functions means splitting the objective functions into several classes according to 
the types of desirable changes for the objective function values (Xin et  al. 2018). 
Weights for objective functions are supposed to represent their relative degrees of 
importance for a DM. However, it is not in practice clear what this actually means 
as the weights behave in an indirect way e.g., if objective functions have correlations 
(Miettinen et al. 2008; Roy 1971; Steuer 1986). It has been shown to be very diffi-
cult for a DM to adjust the weights to obtain a desirable solution (Nakayama 1995; 
Steuer 1986; Wang et al. 2017). The ranking of objective functions means ranking 
them according to the DM’s preferences. This can be achieved for example using 
natural language (Baril et al. 2012) or using MCDA methods.

As discussed earlier, MCDA problems have an explicitly known solution set, 
where each solution is characterized by multiple criteria or attributes and there are 
only a few solutions in total. MCDA methods construct a preference model, which is 
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a quantitative description of a DM’s preferences, from the DM’s preference informa-
tion (Xin et al. 2018; Keeney et al. 1993; Li and Hu 2023). The preference model 
is exploited in different methods to the alternative solutions either by choosing, 
ranking or sorting (Lu and Ruan 2007; Chen and Hwang 1992; Keeney et al. 1993; 
Öztürk et al. 2005).

According to Roy (1996); Jacquet-Lagreze and Siskos (2001), MCDA methods 
can be roughly split into value-focused methods and (out)ranking methods. The 
former apply a utility or value function to model the DM’s global preferences and 
assume that the DM makes decisions based on an underlying utility or value func-
tion (Keeney et al. 1993) by maximizing it. For example, in multi-attribute utility 
theory (Keeney et al. 1993), the DM’s preferences are modeled with a utility func-
tion, according to which the different alternative solutions can be rank-ordered. The 
utility function can be estimated from e.g., pairwise comparisons of solutions. In 
analytic hierarchy process (AHP), pairwise comparisons are used to build relative 
importance relations among the attributes and alternatives (Saaty 1980).

Outranking methods construct binary relations, referred to as outranking rela-
tions, among the alternatives to represent the DM’s preferences. These methods 
aim to determine for each pair of solutions whether the DM prefers one of them, is 
indifferent or the solutions are incomparable. To achieve this, different preference 
indicators are defined and compared with specific threshold values, such as prefer-
ence and veto thresholds for each criterion (which the DM must give as preference 
information) (Figueira et  al. 2005). An example of outranking methods is ELEC-
TRE (Roy 1971), in which outranking relations are exploited to recommend the best 
alternative, the best order or ranking of the alternatives depending on the problem in 
question.

2.2 � Key Concepts of GDM‑MOO

In what follows, we discuss the key concepts of GDM-MOO relevant to this review. 
We propose a classification to identify different types of groups that can play a role 
in GDM-MOO and a classification of ways to aggregate preferences for GDM-
MOO. Finally, we describe the main approaches used in solving GDM-MOPs in the 
reviewed literature.

This paper considers a GDM-MOP as a combination of a GDM and MOP. The 
multiple DMs involved in the solution process are solving a common MOP, meaning 
that the DMs share the same decision variables, objective functions and constraints. 
However, the individual DMs may have conflicting preferences on the objective 
functions and different ideas on what is the most preferred solution for the group. 
As mentioned, GDM-MOO methods can be classified to a priori, a posteriori and 
interactive methods (Nag et al. 2018), similarly to MOO methods for a single DM 
(Hwang and Masud 1979; Miettinen 1999).

GDM-MOO methods incorporate and aggregate the DMs’ preferences in some 
manner to find solutions considering the given preferences. In the literature, these 
solutions are referred to in various terms, such as consensus solutions (Pfeiffer 
et al. 2008; Sakamoto et al. 2022; Fernández et al. 2021), compromise solutions 
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(Hadas and Nahum 2016) and collective solutions (Borissova and Mustakerov 
2017; Li and Hu 2023; Fernández et al. 2022). We propose using the term col-
lective solutions as it is neutral and does not imply that all DMs should find them 
acceptable or that some kind of a consensus measurement has been conducted 
among the DMs regarding the solutions. However, collective solutions are not 
necessarily always Pareto optimal (although often they are) as some methods 
relax the optimality requirement to match the groups’ preferences better.

By solving a GDM-MOP, we mean distinguishing a final solution among col-
lective solutions so that the group accepts it. The underlying assumption is that 
the DMs at least to some degree collaborate during the solution process due to 
the responsibility of finding the final solution.

Structuring the group of DMs
Individual DMs may form different kinds of groups that may communicate in 

various ways (in-person or online) and share preference information with some 
DMs or with the whole group. Additionally, there can be different roles among 
the DMs of the group. We refer to these aspects as a group structure. Roughly 
speaking, two main group structures emerge in the literature (Hwang and Lin 
1987; Jelassi et  al. 1990; Raiffa et  al. 2002; Marakas 2003): an advisory group 
for a unitary DM (referred to as a supra DM (SDM) according to Keeney et al. 
(1993)) and an established group.

In an advisory group, the group is advising the SDM who is in charge of select-
ing the final solution. The group members are not directly responsible for the final 
solution and its effects in reality (Hwang and Lin 1987; Jelassi et al. 1990; Raiffa 
et al. 2002). The advisory group can be further divided into teams and commit-
tees, based on the role of the SDM in the GDM process (Marakas 2003; Raiffa 
et al. 2002). In a team, a SDM is leading the GDM process by actively partici-
pating in the solution process. The group members only communicate and share 
their preference information with the SDM. An example of a team is a company’s 
team of experts led by the boss choosing the best investment policy. On the other 
hand, in a committee, the DMs communicate with each other during the solution 
process, possibly sharing also preference information. After selecting the final 
solution, they propose it to the SDM who either accepts it or requires the group 
to continue the solution process. An example of a committee is a governmental 
body drafting a suggestion for a legislation change.

In an established group, each DM is in part responsible for the final solution 
and its effects in reality (Hwang and Lin 1987; Jelassi et  al. 1990; Raiffa et  al. 
2002). Since there is no SDM in charge of the solution process, in some way 
(implicitly or explicitly) before the solution process starts, the group has to decide 
the rules of the solution process, involving communication, sharing of prefer-
ence information and the method for selecting the final solution. For example, the 
group may prefer to discuss freely, but not share their preference information and 
select the final solution from a set of collective solutions via a majority vote. An 
example of an established group is a set of a company’s directors making a plan 
for the company’s future.

Figure 1 visualizes the main aspects of different group structures. The circles are 
DMs, the star refers to a SDM and the lines depict the flow of information. The flow 
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of information includes the communication among the DMs and in which way the 
preference information is shared.

All these group structures allow giving different degrees of importance to the 
DMs, often modeled with weights. For brevity, we refer to the existence of different 
degrees of importance of DMs, as importance of DMs.

Classification of the ways to aggregate preferences
Based on the findings of the reviewed literature and existing GDM classifications, 

we propose the following classification of different ways to aggregate preferences 
in GDM-MOO. The classification is not strict but describes different approaches in 
the literature and is inspired by Boix-Cots et al. (2023). In what follows, we refer to 
methods of types A–D:

•	 A: Methods focusing on consensus reaching processes (CRP) to reach a consen-
sus.

•	 B: Methods aggregating the preferences into a collective preference and then, 
finding solutions according to that collective preference.

•	 C: Methods incorporating the preferences into the search and then, finding solu-
tions according to more than one preference.

•	 D: Combined methods

Type A methods rely on the DMs, willingly or unwillingly, to adjust their prefer-
ences during the solution process to an agreement or a consensus. This class 
includes group discussions and CRPs that consist of several rounds of discussions 
among the DMs designed to reach a consensus before making a decision (Saint 
and Lawson 1994; Labella et al. 2018). Reaching a consensus implies that the DMs 
should adjust their preferences to be more similar to the preferences of the group 
(Labella et al. 2018). A third party (e.g., a moderator, an SDM or a decision support 
system) coordinates the process and helps the DMs adjust their preferences by giv-
ing some feedback or by adjusting in an automated fashion the DMs’ preferences to 
be more similar (Cabrerizo et al. 2010; Herrera-Viedma et al. 2014; Labella et al. 
2018; Palomares et  al. 2014; Chao et  al. 2022; Herrera et  al. 1995, 1996). These 
automated feedback methods often use various preference models representing the 
DMs individually and as a group and measure the level of agreement of the DMs 
on a given solution by a consensus measure. Most consensus measures are based on 

Fig. 1   Group structures introduced in Marakas (2003): (a) team, (b) committee and (c) established group



	 J. Pajasmaa et al.

distances to the collective preference or based on distances between the preferences 
of the DMs (Palomares et al. 2014). Consensus measures can also be used without 
an explicit CRP involving interaction among the DMs.

Type B methods focus on aggregating the preference information articulated by 
the DMs into a collective preference. Then, the collective preference directs the 
search in the optimization and is exploited to find solution(s) from which the final 
solution is selected. The aggregation is done with aggregation operators such as 
mean, and they can include consensus measures, fuzzy sets, linguistic information 
or incorporate the DMs’ importance e.g., by using a weighted mean of the prefer-
ences (Boix-Cots et al. 2023).

Type C methods focus on handling preferences from different DMs, which we 
call multiple preferences. The multiple preferences direct the search in the optimiza-
tion and in this way, multiple solutions are found. Type C methods can also incorpo-
rate a collective preference. Often, the preferences are or are converted to rankings, 
orderings or sortings of solutions to determine the best solution(s). These methods 
include also voting methods and MCDA methods. Finally, type D methods refer to 
methods combining two or more of the previously presented types.

Main approaches of solving GDM-MOPs
The reviewed literature proposes different GDM-MOO methods and here we 

describe the main approaches on a general level. Overviews of a priori, a posteri-
ori and interactive GDM-MOO methods are visualized in Figs. 2, 3 and 4, respec-
tively. In what follows, we introduce the symbols used. A big double pointed arrow 
refers to information flowing to a type A method and information flowing back to 

Fig. 2   Flowchart of a general solution process in a priori GDM-MOO methods

Fig. 3   Flowchart of a general solution process in a posteriori GDM-MOO methods
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the DMs. Dashed lines with arrows refer to the option of using different preference 
information types or ways to aggregate preferences. A solid arrow refers to manda-
tory actions.

In a priori GDM-MOO methods (see Fig. 2), before the DMs articulate their pref-
erences, a type A method can be applied to make DMs preferences more similar. 
Then, the DMs articulate their preferences and type B methods aggregate the prefer-
ences to a collective preference. The collective preference is then exploited in the 
optimization to find a solution to be selected as the final solution.

In a posteriori GDM-MOO methods, first a representative set of solutions is 
found by an optimization process, and then it is shown to the DMs (see Fig. 3). If 
this set is large, some filtering has to be done if the DMs’ are expected, for example, 
to rank all the solutions. Otherwise, the whole set can be shown. Then, the DMs 
articulate their preferences and by applying either a type A, B or C method the final 
solution is selected.

In interactive GDM-MOO methods (see Fig. 4), we should note that some of the 
methods do not require the DMs to articulate their preferences in each iteration, see 
e.g., (Kadziński and Tomczyk 2017; Tomczyk and Kadziński 2022). In addition, the 
methods use the following stopping criteria: (a) a stopping criterion based on the 
satisfaction of the DMs and (b) a technical stopping criterion. Lastly, there are two 
main approaches for selecting the final solution: approaches where the final solution 
selection is an integral part of the method and approaches where the final solution 
selection is done in a post-processing stage after the actual solution process.

We can identify nine steps in interactive GDM-MOO methods divided to stages 
before and after optimization. The steps determine, e.g., how and when the DMs’ 
preferences are incorporated in the solution process.

Before optimization

•	 Step 1: Show some problem information to the DMs. Optionally, apply a type A 
method aiming to make the preferences of the DMs more alike.

•	 Step 2: Ask the DMs to articulate their preferences.
•	 Step 3: If a type B method is applied, aggregate the DMs’ preferences to a col-

lective preference. Otherwise, incorporate the multiple preferences of the several 
DMs into the optimization process. This includes building preference models for 
each DM, if applicable.

•	 Step 4: Conduct optimization with the information obtained.

Fig. 4   Flowchart of a general solution process for an interactive GDM-MOO methods
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After optimization

•	 Step 5: Show a representative set of solutions to the DMs.
•	 Step 6: Ask the DMs to articulate their preferences and aggregate them via a 

type A, B or C method.
•	 Step 7: Stopping criterion

–	 If stopping criterion (a) is met:

* If finding the final solution is integrated in the method, the best solution 
according to the method is the final solution, and go to step 9.

* If post-processing is needed, conduct an additional phase to select the final 
solution and go to step 9. If the post-processing ends unsuccessfully, go to 
step 1 for another type A method or to step 2.

–	 If stopping criterion (b) is met:

* If finding the final solution is integrated in the method, the best solution 
according to the method is the final solution, and go to step 9.

* If post-processing is needed, conduct an additional phase to select the final 
solution and go to step 9.

•	 Step 8: Otherwise, go to step 1 or step 2.
•	 Step 9: The solution process ends.

3 � Systematic Literature Review

This section describes how the systematic literature review was performed. The 
review followed the PRISMA procedure (Page et  al. 2021) of i) identifying rele-
vant records from the selected databases, ii) screening and iii) inclusion. We start 
by describing the rationale for the review including the aims of the review and the 
research questions. Next, we specify the inclusion and exclusion criteria used in the 
review, all the databases and keywords used and then describe the search and selec-
tion process. Finally, we provide justifications for the different classifications used in 
this review according to which the findings are presented in the following section.

The search process: The databases used in the literature searches were Scopus 
and Web of Science. After selecting the databases, the search queries were formed 
by performing a few test searches using test queries. Then, with the search queries 
listed in Table 1, the searches for the review were performed. The searches contain 
papers published until end of 2023. Differences in the search queries between Web 
of Science and Scopus are related to the syntax of the search engine, but they per-
form functionally in the same way.

Inclusion criteria: A paper was included if it did contain relevant combina-
tions of the keywords in the title, or abstract. In addition, the paper had to contain 
human DMs involved in GDM and solving a MOP. The DMs’ involvement means 
that the DMs’ preferences were incorporated into the optimization in an a priori, 
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a posteriori, interactive or in some other manner and the DMs needed to play an 
active role in the solution process.

Exclusion criteria: A paper was excluded if it was not written in English or 
did not fulfill the inclusion criteria. In practice, this means that papers not focus-
ing on multiobjective optimization problems were excluded such as multi-attrib-
ute or MCGDM problems containing a predetermined and explicitly given set 
of alternatives. Further exclusions were made when the terminology used in the 
paper was not defined clearly or did not follow the conventions of the field of 
MOO.

Figure 5 contains a PRISMA flowchart showing graphically the steps described 
next. The search queries resulted with 128 papers from Scopus and 118 papers 
from Web of Science. Before screening, 38 duplicate records were removed and 
six other records were removed (not published papers). In total, before screening, 
there were 204 papers left.

The screening was conducted in two phases: i) pre-screening, where the title, 
keywords and abstract were reviewed manually to determine whether some exclu-
sion criterion was met, ii) screening with another round of careful evaluation of 
the title, keywords and abstract including the inclusion criteria. The PRISMA 
procedure includes one screening phase but for our review, a two-phase screening 
procedure was conducted due to the manual reviewing process combined with the 
amount of papers to be examined for the screening phase (to be less error-prone). 
After the pre-screening and screening phases, 67 papers were sought for retrieval 
from which 64 papers could be retrieved.

Next, the 64 papers were assessed for inclusion with full-text reviews again 
according to the two-phased procedure. In the first phase, a briefer full-text 
review was performed to see if the paper superficially fulfilled the inclusion crite-
ria. In this phase, 28 papers were excluded (reason 1). In this phase, also the for-
ward and backward searches of the included papers were performed. This brought 
up 8 new papers to be included in the review, resulting with a total of 44 papers.

In the second phase, a more detailed examination of the included papers was 
performed considering the research questions of the literature review. During this 
process, it was noticed that several papers lacked much of relevant information, 
for example, it turned out that the alternatives were known and not based on opti-
mization. This led to nine more papers being excluded (reason 2). Additionally, 
four more papers were excluded because the terms were not defined clearly and 

Table 1   The search queries for Scopus and Web of Science

Scopus Web of Science

( TITLE-ABS-KEY ( "group decision" OR "group 
decision making" OR "group preference" ) ) AND 
TITLE-ABS-KEY ( "multiobjective optimization" 
OR "multi-objective optimization" OR "multiple 
objective optimization" OR "multi-objective deci-
sion making" ) AND NOT ALL ( "multi-attribute" )

TS=("group decision" OR "group decision 
making" OR "group preference") AND 
TS=("multiobjective optimization" OR 
"multi-objective optimization" OR "multiple 
objective optimization" OR "multi-objective 
decision making" ) NOT ALL=("multi-
attribute" )



	 J. Pajasmaa et al.

did not follow the conventions of the field (reason 3). Eventually, a total of 31 
papers constituted the body of literature to be reviewed very carefully.

4 � Overview of the Literature

As mentioned, this systematic literature review consists of 31 papers with the focus 
on GDM-MOO methods for different types of GDM-MOPs. One should note that 
some papers propose multiple variants of the developed methods considering dif-
ferent types of groups or types of DMs or type of preference information or they 
solve different types of problems. Hence, the sums of the numbers of methods in the 
subsequent figures do not always match the mentioned number of papers. Next, we 
define the main classes according to which the results are presented.

The types of problems to be solved need to be defined. We divide MOPs consid-
ered in the papers into test problems, real-world inspired problems and real-world 

Fig. 5   A flowchart showing the PRISMA steps taken when conducting the literature review (adapted 
from Page et al. (2021))
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applications. By test problems, we mean various bench-marking problems, where 
the objective functions and decision variables do not typically have any reasonable 
names or meanings. Additionally, the exact shapes and locations of Pareto fronts are 
known. On the other hand, in real-world inspired problems, objective functions and 
decision variables have meanings and the formulations are realistic in the sense of 
the related domain, but the exact setting may not exist or be fully real. Finally, real-
world applications refer to real-world problems, where the authors have access to the 
relevant data to form a real problem setting.

In the considered papers (see Fig. 6), the proposed methods are tested with test 
problems in 14 papers (Bechikh et  al. 2011; Pfeiffer et  al. 2008; Xin et  al. 2018; 
Nag et al. 2014, 2018; Liu et al. 2011; Chiu et al. 2019; Cinalli et al. 2015; Tomc-
zyk and Kadziński 2022; Kadziński and Tomczyk 2017; Wendell 1980; Oliveira and 
Ferreira 2000; Sakamoto et al. 2021, 2022) and with real-world inspired problems 
also in 15 papers (Ahmad et  al. 2022; Bechikh et  al. 2013; Subulan et  al. 2015; 
Pfeiffer et  al. 2008; Chiu et  al. 2019; Lewis and Butler 1993; Cinalli et  al. 2015, 
2020; Wu et  al. 2007; Baril et  al. 2012; Fernández and Olmedo 2013; Fernández 
et al. 2021, 2022; Balderas et al. 2022; Tomczyk and Kadziński 2022) with some 
papers solving both types of problems. Six papers out of 31 papers solve real-world 
applications, see (Baharmand et al. 2020; Li and Hu 2023; Varas et al. 2020; Boriss-
ova and Mustakerov 2017; Maharjan and Hanaoka 2018; Hadas and Nahum 2016). 
Regarding the number of objective functions in the solved problems, a majority of 
the papers (21 in total) (Maharjan and Hanaoka 2018; Ahmad et al. 2022; Bechikh 
et al. 2013; Pfeiffer et al. 2008; Xiong et al. 2013; Nag et al. 2014, 2018; Liu et al. 
2011; Borissova and Mustakerov 2017; Chiu et al. 2019; Varas et al. 2020; Li and 
Hu 2023; Cinalli et al. 2015, 2020; Baril et al. 2012; Kadziński and Tomczyk 2017; 
Tomczyk and Kadziński 2022; Wendell 1980; Oliveira and Ferreira 2000; Sakamoto 
et al. 2021, 2022) solve biobjective problems. Problems with three objective func-
tions are solved in nine papers (Subulan et al. 2015; Baharmand et al. 2020; Hadas 

Fig. 6   Problem types in the 
reviewed papers
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and Nahum 2016; Chiu et al. 2019; Lewis and Butler 1993; Cinalli et al. 2015; Wu 
et al. 2007; Kadziński and Tomczyk 2017; Tomczyk and Kadziński 2022). Only six 
papers (Fernández and Olmedo 2013; Fernández et al. 2021, 2022; Balderas et al. 
2022; Kadziński and Tomczyk 2017; Tomczyk and Kadziński 2022) solve problems 
with more than 4 objective functions. To summarize, the majority of the literature is 
very focused on problems with 2–3 objective functions and solving test problems or 
real-world inspired problems instead of real world applications.

We classify different types of DMs to artificial, student, expert and unspecified 
DMs. By artificial DMs, we mean DMs that are not human beings, for example, 
agents or application of decision rules such as a utility function to provide DMs’ 
preferences. Using artificial DMs naturally implies that the human interaction parts 
of GDM are not considered. As the name suggests, student DMs refer to students 
acting as DMs and expert DMs are real domain experts solving their problem. 
The latter means that the DMs are really responsible for the final solution and the 
effects it has in reality. Finally, unspecified DMs refer to cases where the authors do 
not specify who the DMs are but some specific properties or behavior of them are 
still assumed. In most (i.e., 20) papers, the DMs are unspecified, see Fig. 7. Expert 
DMs are used in seven papers (Li and Hu 2023; Borissova and Mustakerov 2017; 
Maharjan and Hanaoka 2018; Baharmand et  al. 2020; Hadas and Nahum 2016; 
Varas et  al. 2020; Subulan et  al. 2015), artificial DMs in four papers (Sakamoto 
et al. 2021, 2022; Wendell 1980; Oliveira and Ferreira 2000) and students in three 
papers (Cinalli et al. 2015, 2020; Lewis and Butler 1993). In addition, in six papers 
(Bechikh et al. 2013; Subulan et al. 2015; Chiu et al. 2019; Borissova and Mustak-
erov 2017; Li and Hu 2023; Wu et al. 2007) different importance of the DMs are 
considered, modeled with weights.

As far as group structure is concerned, in 11 papers it is not specified, see 
Fig. 7. Nine papers consider committees (Li and Hu 2023; Fernández and Olmedo 
2013; Fernández et  al. 2021, 2022; Kadziński and Tomczyk 2017; Tomczyk and 

Fig. 7   Group structures and DM 
types in the reviewed papers
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Kadziński 2022; Wendell 1980; Oliveira and Ferreira 2000; Maharjan and Hanaoka 
2018), eight papers consider teams (Wu et  al. 2007; Baril et  al. 2012; Fernández 
and Olmedo 2013; Fernández et  al. 2022; Borissova and Mustakerov 2017; Chiu 
et al. 2019; Ahmad et al. 2022; Subulan et al. 2015) and six papers consider estab-
lished groups (Lewis and Butler 1993; Fernández and Olmedo 2013; Balderas et al. 
2022; Baharmand et al. 2020; Bechikh et al. 2011, 2013). It is worth mentioning that 
the classification to group structures is not typically provided directly in the papers. 
Therefore, this information is mainly derived from clues or due to the authors using 
these specific terms loosely. However, due to the large amount of the papers having 
either unspecified DMs, group structures or both, much of the behavior of the DMs 
or the group may have been ignored in the current literature.

Briefly, on the GDM-MOO method types, proposing interactive methods is most 
popular (17 papers) (Varas et  al. 2020; Li and Hu 2023; Lewis and Butler 1993; 
Cinalli et al. 2015, 2020; Wu et al. 2007; Baril et al. 2012; Fernández and Olmedo 
2013; Fernández et  al. 2021, 2022; Balderas et  al. 2022; Tomczyk and Kadziński 
2022; Kadziński and Tomczyk 2017; Wendell 1980; Oliveira and Ferreira 2000; 
Sakamoto et al. 2021, 2022) and then a priori methods (10 papers) (Maharjan and 
Hanaoka 2018; Subulan et al. 2015; Ahmad et al. 2022; Bechikh et al. 2011, 2013; 
Pfeiffer et al. 2008; Xiong et al. 2013; Nag et al. 2014, 2018; Liu et al. 2011) and 
finally a posteriori methods (4 papers) (Baharmand et  al. 2020; Borissova and 
Mustakerov 2017; Hadas and Nahum 2016; Chiu et  al. 2019). It is not surprising 
that a majority of the literature focuses on interactive or a priori methods since 
GDM is by nature an interactive process and applying ways to aggregate preferences 
prior to optimization is a straightforward approach to incorporate multiple DMs in 
solving GDM-MOPs.

For a summary of the preference information types used in the papers, see Fig. 8. 
The two most commonly used preference information types are weights for objec-
tive functions in 10 papers (Sakamoto et al. 2021, 2022; Borissova and Mustakerov 
2017; Hadas and Nahum 2016; Liu et al. 2011; Ahmad et al. 2022; Fernández and 
Olmedo 2013; Fernández et  al. 2021, 2022; Balderas et  al. 2022) and reference 

Fig. 8   The preference informa-
tion types in the reviewed papers
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points in seven papers (Li and Hu 2023; Nag et al. 2014, 2018; Xiong et al. 2013; 
Pfeiffer et  al. 2008; Bechikh et  al. 2011, 2013). In six papers (Fernández and 
Olmedo 2013; Fernández et al. 2021, 2022; Balderas et al. 2022; Li and Hu 2023; 
Pfeiffer et al. 2008), the DMs had to provide some additional parameters. The most 
preferred solutions are used in five papers (Wu et al. 2007; Fernández and Olmedo 
2013; Fernández et  al. 2021, 2022; Balderas et  al. 2022), however, in (Fernández 
and Olmedo 2013; Fernández et al. 2021, 2022; Balderas et al. 2022) the most pre-
ferred solution is converted to a reference point when utilized in the proposed GDM-
MOO method. Pairwise comparisons of solutions are used in four papers (Kadziński 
and Tomczyk 2017; Tomczyk and Kadziński 2022; Cinalli et al. 2015, 2020), while 
ranking of objective functions is used by Chiu et al. (2019); Borissova and Mustak-
erov (2017), classification of objective functions by Baril et al. (2012), ranking of 
solutions by Lewis and Butler (1993), and pairwise comparisons of objective func-
tions by Hadas and Nahum (2016). Many methods utilize preference models to per-
form (some or majority of) preference articulations instead of the DMs (Li and Hu 
2023; Fernández and Olmedo 2013; Fernández et  al. 2021, 2022; Balderas et  al. 
2022; Kadziński and Tomczyk 2017; Tomczyk and Kadziński 2022; Cinalli et  al. 
2020, 2015). Moreover, some methods require DMs to articulate complex prefer-
ence information, like fuzzy membership functions (Nag et al. 2018) or additional 
parameters for interval outranking models (Fernández and Olmedo 2013; Fernández 
et al. 2021, 2022; Balderas et al. 2022) or provide values to method’s inner param-
eters (Pfeiffer et al. 2008; Li and Hu 2023), which affect the results a lot. (And typi-
cally DMs cannot be assumed to be able to do this since they are domain experts, not 
experts of the methods.) Finally, some methods contain very specific assumptions 
such as that DMs’ preferences as a group follow a Gaussian distribution (Cinalli 
et al. 2015, 2020). While a majority of the papers use well-known preference infor-
mation types, how they are used in the methods often seem very unclear for the 
DMs and the amount of expertise required from the DMs’ regarding the method may 
be too much.

Figure  9 visualizes the MOO method types divided roughly into scalarization-
based and evolutionary methods. A variety of scalarization methods are used in the 
current literature. In three papers a weighted sum (Maharjan and Hanaoka 2018; 
Ahmad et al. 2022; Borissova and Mustakerov 2017) is used and in three papers goal 
programming (Subulan et al. 2015; Wu et al. 2007; Baril et al. 2012) is utilized. In 
two papers different �-constraint methods (Baharmand et al. 2020; Varas et al. 2020) 
and in two papers Tchebyscheff scalarization function (Varas et al. 2020; Lewis and 
Butler 1993) are used. Other scalarization-based methods include the WIN-method 
(Chiu et  al. 2019), lexicographic ordering (Borissova and Mustakerov 2017), dif-
ferent linear programming methods (Lewis and Butler 1993; Wu et  al. 2007) and 
Fibonacci search (Wendell 1980; Oliveira and Ferreira 2000). On the contrary, a sig-
nificant amount of the evolutionary methods is based on NSGA-II and its variants 
(in 14 papers) (Bechikh et al. 2011, 2013; Pfeiffer et al. 2008; Xin et al. 2018; Nag 
et al. 2014; Liu et al. 2011; Li and Hu 2023; Cinalli et al. 2015, 2020; Fernández 
and Olmedo 2013; Fernández et al. 2021, 2022; Balderas et al. 2022; Kadziński and 
Tomczyk 2017). The NSGA-II variants include preference based R-NSGA-II (Deb 
and Sundar 2006) and the other variants involve different preference models, such 
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as I-NOSGA (Balderas et al. 2019) based on interval numbers or NEMO (Branke 
et al. 2015) based on utility functions. Two papers used SPEA-2 (Hadas and Nahum 
2016; Cinalli et al. 2015), two papers SMS-EMOA (Cinalli et al. 2015, 2020) and 
the other evolutionary methods include IEMO/DGD (Tomczyk and Kadziński 2022) 
and ASMiGA by Nag et al. (2018).

An overview of the preference aggregation types used in the papers is given in 
Fig. 10. Type B methods are used in 14 papers (Nag et al. 2014, 2018; Pfeiffer et al. 
2008; Xiong et al. 2013; Maharjan and Hanaoka 2018; Subulan et al. 2015; Ahmad 

Fig. 9   MOO methods in the 
reviewed papers

Fig. 10   Preference aggregation 
types in the reviewed papers
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et  al. 2022; Chiu et  al. 2019; Cinalli et  al. 2015, 2020; Tomczyk and Kadziński 
2022; Kadziński and Tomczyk 2017; Sakamoto et al. 2021, 2022), type D methods 
in eight papers (Li and Hu 2023; Bechikh et al. 2011, 2013; Fernández and Olmedo 
2013; Fernández et al. 2021, 2022; Balderas et al. 2022; Lewis and Butler 1993) and 
type C methods in five papers (Borissova and Mustakerov 2017; Hadas and Nahum 
2016; Wu et al. 2007; Wendell 1980; Oliveira and Ferreira 2000). Three papers used 
type A methods (Baharmand et al. 2020; Varas et al. 2020; Baril et al. 2012). In the 
type D methods, five papers (Fernández and Olmedo 2013; Fernández et al. 2021, 
2022; Balderas et  al. 2022; Lewis and Butler 1993) combine types A and C and 
three papers combine types A and B (Bechikh et al. 2011, 2013; Li and Hu 2023). 
The most used aggregation operator is the mean, used in 10 papers (Bechikh et al. 
2011, 2013; Subulan et al. 2015; Ahmad et al. 2022; Sakamoto et al. 2021, 2022; 
Xiong et al. 2013; Nag et al. 2014, 2018; Pfeiffer et al. 2008).

Different approaches are used in supporting the group to select the final solution, 
which we roughly divide to highest-ranked solution, according to the collective pref-
erence (CP), apply a CRP and an SDM selects. In the highest-ranked solution class, 
the final solution is selected by conducting a ranking using any type C method. In 
the CP class, the final solution is selected by exploiting the collective preference, 
e.g., selecting the solution that is best according to the collective preference. In CRP 
class, the final solution is selected by conducting a CRP or applying some other type 
A method. Finally, in the SDM selects, the final solution (or the method to select the 
solution) is selected by the SDM.

So far, we have mentioned all methods proposed in the literature, but not all 
of them solved the problem and selected the final solution. Only in 19 out of the 
31 papers, the final solution is selected, see Fig.  11. The highest-ranked solution 
approach is used in seven papers (Balderas et  al. 2022; Fernández et  al. 2021; 
Fernández and Olmedo 2013; Baril et al. 2012; Wu et al. 2007; Hadas and Nahum 
2016; Lewis and Butler 1993), while in six papers the final solution is selected 

Fig. 11   Final solution selection 
classes in the reviewed papers
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according to the collective preference (Maharjan and Hanaoka 2018; Ahmad et al. 
2022; Subulan et al. 2015; Chiu et al. 2019; Li and Hu 2023; Fernández and Olmedo 
2013). In three papers (Fernández et  al. 2022; Borissova and Mustakerov 2017; 
Fernández and Olmedo 2013), the SDM selects the final solution and in two papers 
the final solution is selected by applying a CRP (Baharmand et al. 2020; Varas et al. 
2020). In others (Cinalli et al. 2015), it was not elaborated by the authors why the 
final solution was selected.

Some interactive methods (Fernández and Olmedo 2013; Fernández et al. 2021, 
2022; Balderas et al. 2022; Wu et al. 2007) conducted the final solution selection in 
a post-processing stage after the solution process. While post-processing can be a 
natural way of applying existing MCGDM methods in solving MOPs, the questions 
arise on i) when to stop the solution process and ii) how to select the post-processing 
method? Determining the proper point in time to stop the solution process to be 
ready to select the final solution via post-processing may prove difficult, as in prin-
ciple (depending on the problem), in interactive methods, new unseen solutions can 
be found that may satisfy the DMs better. Moreover, different final solution selection 
approaches may lead to different solutions for the group, e.g., majority vote or a 
SDM selection. Depending on the DMs and the group structure, this may be difficult 
and possibly require group decision support in itself.

In the following sections, we discuss the GDM-MOO methods in some more 
detail. Since the columns in the upcoming Tables 2, 3 and 4 are similar, we intro-
duce their meanings here. We present the reference and the name of the method 
(if available) in the first column ‘Reference’. The second column ‘Problem type, k’ 
details the problem type and the number of objective functions k considered. After 
this, we provide preference information types in the column ‘Preference types’. 
They have been defined in Sect. 2. We also report whether the MOO method used 
is either scalarization or evolutionary-based on the column ‘Method type’. Further-
more, we mention the specific methods by name if available.

In the column ‘PA’, we inform what type of preference aggregation is used, as 
defined in Sect. 2. Additionally, for combined methods, we report the combination. 
The symbol ‘*’ depicts that the DMs’ degrees of importance are considered in some 
way. We report whether the method or the authors determine the final solution in 
the column ‘FS’ with a ✓and ✗, for selecting the final solution and not selecting the 
final solution, respectively. Additionally, the final solution selection class is noted. 
Information on what type of group structure is used is given in the column ‘Group 
structure’. The different group structures are defined in Sect. 2. In the last column, 
we indicate the type of DMs and the total number of DMs ‘Type of DMs, m’. Addi-
tionally, we report whether the DMs’ degree of importance is assumed to be equal 
or not. Lastly, Sect. 6 considering interactive methods involves Table 4 that has one 
more column, ‘Stopping criterion’, where we report how the solution process is 
stopped. The notation ‘-’ means that this information is not mentioned.

The following two sections discuss the GDM-MOO methods and the mentioned 
information in the tables. They also answer the research questions of what kind 
of MOPs are solved, how the multiple preferences from several DMs are incorpo-
rated and what methods are used to support the group in the final solution selection. 
The non-interactive, a priori and a posteriori methods are discussed in Sect. 5, and 
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interactive methods in Sect. 6. The papers are discussed in the following order: first, 
papers using expert DMs and selecting the final solution, followed by papers with 
artificial DMs and methods not selecting the final solution. Furthermore, the discus-
sions are grouped by methodological similarities.

5 � Non‑Interactive Methods

In this section, we discuss non-interactive methods, beginning with a priori methods 
presented in Table 2. A real-world application in disaster management (Maharjan 
and Hanaoka 2018) aims to select the locations of temporary logistic hubs. A com-
mittee of four expert DMs (from different humanitarian organizations of Nepal) lin-
guistically articulate fuzzy ranking of the objective functions and each ranking is 
subsequently transformed into a weight vector. These weight vectors from the DMs 
are aggregated to a collective weight vector using a MCDA method. In this way, 
using the weighted sum method, the final solution is determined.

A fuzzy linear MOP is formed in Subulan et  al. (2015) to solve a real-world 
inspired problem modeling a supply chain network with three objective functions. 
A team of three expert DMs (supply chain director, financial advisor and market-
ing & recycling manager) and an SDM (board chairman) apply goal programming. 
First, the SDM sets the importance of each DM with weights and then the DMs 
linguistically articulate their preferences as goals. The preferences are transformed 
to fuzzy goals and by using a weighted geometric mean operator, a collective prefer-
ence is formed. Then, the final solution is determined by exploiting the collective 
preference.

Ahmad et  al. (2022) consider a real-world inspired biobjective problem in a 
product manufacturing system. A team of three DMs and an SDM articulate their 
preferences as weights for objective functions. Additionally, they provide so-called 
hesitant values for fuzzy aggregation operators to reflect the imprecision in prefer-
ence articulation. Different final solutions can be found by utilizing different hesi-
tant fuzzy aggregation operators in a transformed problem formulation solved by a 
weighted sum based approach.

In the following papers, we focus on describing how the preferences are incorpo-
rated and aggregated in the methods as the papers did not solve real-world applica-
tions, select the final solution or engage expert DMs. In methods called NSS-GPA 
and W-NSS-GPA (Bechikh et al. 2011, 2013), each DM is represented by an agent 
DM and they participate in a predetermined number of rounds of a CRP, facilitated 
by a moderator agent. The DMs articulate their preferences as reference points and 
also specify acceptable deviations for each component of the reference point. Addi-
tionally, the W-NSS-GPA method utilizes an a priori-defined weight vector depict-
ing the degrees of importance of the DMs. During these rounds, the human DMs 
communicate through a graphical user interface adjusting their preferences and 
requesting other DMs to adjust their preferences. The moderator gives feedback to 
the DMs so they can adjust their preferences to be closer to a collective reference 
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point, which is defined as the mean of the DMs’ reference points.2 After the CRP 
has finished, the collective reference point is given to R-NSGA-II to generate a set of 
nondominated solutions reflecting it. The authors do not specify how the final solu-
tion is selected from the resulting solutions.

As described in  Pfeiffer et al. (2008), the DMs provide their preferences as refer-
ence points and a value for an additional parameter that affects the diversity of the 
generated solutions. The proposed method includes four variations that modify how 
R-NSGA-II selects surviving population members according to the group’s prefer-
ences. In this way, the solutions generated by R-NSGA-II are concentrated between 
the DMs’ preferences and spread according to the additional parameter.

Similar methods are presented by Xiong et al. (2013); Nag et al. (2014), where 
non-equally weighted DMs articulate their preferences using fuzzy reference points 
in the objective space. In both papers, a modified version of NSGA-II is used to 
generate a set of collective solutions, from which no final solution is selected. Xiong 
et al. (2013) formulate the authors formulate a new MOP with two objective func-
tions: a consensus measure and a robustness measure. The consensus measure incor-
porates both distances to the collective preference and distances among the DMs’ 
preferences, while the robustness measure aims to indicate the solution’s ability to 
handle any changes in the preferences of the DMs. Instead, Nag et al. (2014) include 
an additional objective function in the original MOP, which combines the men-
tioned consensus measure with a robustness measure into a single measure defined 
as a robust consensus measure. The method proposed by Nag et al. (2018) extends 
the work of Nag et al. (2014) by allowing the DMs to articulate their preferences as 
Gaussian or triangular membership functions and proposes several versions of the 
robust consensus measure utilizing various aggregation operators such as weighted 
conjunction and weighted T-norm operators.

Finally, Liu et al. (2011) proposes a method using a modified version of NSGA-
II. The DMs articulate their preferences as weights for objective functions and the 
method prefers non-dominated solutions closer to the non-dominated solutions cor-
responding to the weights for objectives. In this way, solutions are found according 
to multiple preferences. However, there is no preference aggregation and hence the 
final population members are focused on the regions on the nondominated front that 
the preferences correspond.

In what follows, we discuss a posteriori methods outlined in Table 3. Baharmand 
et al. (2020) use data from the 2015 Nepal earthquake to model a problem of deter-
mining the placement of temporary relief distribution centers. The three objective 
functions represent response time, logistical costs and unsatisfied demands. The 
authors use the augmented �-constraint method to generate a set of Pareto optimal 
solutions. Then, a CRP in-person involving a total of eight real humanitarian expert 
DMs is performed. The DMs are split into two established groups with four DMs 
each. A moderator (one of the authors) supports the DMs and ensures that everyone 
clearly understands the decision situation. The DMs are shown Pareto optimal solu-
tions and some visualizations of the solutions and the DMs must converge to a final 

2  A weighted mean for W-NSS-GPA.
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solution using group discussions in one hour. The authors provided no further detail 
on how group discussions and moderator interactions work. In the end, the groups 
select a different solution as the final solution.

The method presented by Borissova and Mustakerov (2017) aim to determine 
an optimal wind farm layout with two objective functions of energy production 
and costs. At the start, the SDM articulates weights for objectives or a ranking of 
objective functions. The preferences are used to generate different Pareto optimal 
solutions to be evaluated either by using a weighted sum or lexicographic ordering. 
Next, the SDM gathers a team of three DMs and defines the degrees of importance 
of DMs with weighting coefficients. Then, the DMs evaluate the solutions individu-
ally without discussing with each other and order the solutions by providing a score 
value for each of the solutions. Finally, by combining the weights for objectives, the 
weights for DMs and the score values of solutions to a weighted sum formulation, a 
final solution is selected.

Hadas and Nahum (2016) re-examine an earlier case study, a real-world problem 
optimizing public transportation networks. The objective functions are total travel 
time savings, maintain origin and destination terminals and construction cost. The 
problem is solved with an evolutionary method (SPEA-2) and a set of non-domi-
nated solutions is generated. The authors distribute an online questionnaire to the 
four DMs representing authorities and users. In the questionnaire, the DMs are 
asked to give weights for objective functions, the lower and upper bounds for objec-
tive function values and pairwise comparison of objective functions. Three different 
MCDA ranking methods are utilized to get for each DM three different rankings of 
the solutions. Then, a voting method, the so-called Borda count method, is used to 
combine all the individual rankings into a collective ranking. The highest-ranked 
solution is selected as the final one.

 Chiu et al. (2019) solve a real-world inspired MCDA type of problem of select-
ing the best engine design from four options according to six different criteria and 
involving five expert DMs in addition to the SDM structured as a team. In addition, 
several test problems with 2–3 objective functions and two DMs are tested. Note, 
that the authors assume an approximation of the Pareto front to be found by an evo-
lutionary method or the existence of the Pareto front, before starting the a posteriori 
GDM process. The method contains three main steps: the DMs rank the objective 
functions, an SDM determines the degrees of importance of the DMs and forms the 
collective weights for objectives and finally selects the final solution through dis-
tance minimization using the weight induced norm (WIN) method.

6 � Interactive Methods

In Table 4, we summarize key aspects of interactive GDM-MOO methods. We start 
with a real-world application optimizing the wine-harvest schedule with two objec-
tive functions by Varas et al. (2020). The objective functions are operational costs 
and the quality of the harvested grapes. Two expert DMs (a field manager and an 
oenologist) work daily with wine-harvest operations. The solution process starts by 
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finding a Pareto optimal solution by minimizing the augmented weighted Tcheby-
cheff distance to the ideal vector. This solution is suggested to the DMs and if it sat-
isfies both DMs, the solution process ends. Otherwise, the augmented �-constraint 
method is used to find Pareto optimal solutions near the solution last shown to the 
DMs. This approach is iterated until an agreement is reached or no more solutions 
are found.

Another real-world application, a portfolio optimization problem, is presented by 
Li and Hu (2023). It has two objective functions, the return and risk of investment. 
A committee of five expert DMs work in the same company and as they person-
ally know each other, they can evaluate each other’s decision making qualities. An 
evolutionary method is initialized with the DMs articulating their preferences as a 
reference point and additional parameter values depicting the DMs’ evaluation of 
the other DMs. After this point, the actual involvement of the DMs in the solution 
process is not explicated in the paper, and it is not clear whether the DMs or the 
DMs’ preference models (value functions) are evaluating the solutions. The inter-
active solution process iteratively generates a representative set of non-dominated 
solutions with a modified NSGA-II, from which a subset (selected by clustering) 
is then pairwise compared. Then, a collective preference is obtained with an auto-
mated CRP that utilizes a weighted aggregation of the DMs’ preferences. The modi-
fied NSGA-II selects solutions according to the collective preference. The solution 
process ends when a predetermined number of iterations has been conducted. Then, 
the final solution is selected corresponding to the solution with the highest level of 
agreement according to a customized function that the authors design.

Lewis and Butler (1993) present an interactive method tested with several four-
person established groups of student DMs solving a three objective real-world 
inspired scheduling problem. The solution process starts with generating a small 
number of solutions using a linear programming method called SIMOLP or a 
Tchebycheff function. The DMs conduct group discussions before ranking the solu-
tions. The rankings are aggregated into a collective ranking of the solutions of which 
the highest-ranked solution is suggested as the final solution. If there is a full agree-
ment among the DMs, this solution is the final solution. Otherwise, the iterative pro-
cess is repeated until the majority of the DMs wish to end the solution process by 
selecting the final solution with a majority vote.

Cinalli et  al. (2015); Cinalli et  al. (2020) incorporate so-called collective intel-
ligence of DMs, in this case, 30 student DMs, when solving a gamified real-world 
inspired facility location problem with two objective functions. Evolutionary meth-
ods called CI-NSGA-II, CI-SMS-EMOA and CI-SPEA2 are proposed, which adjust 
evolutionary operators to be compatible with multiple DMs. The solution process 
starts by generating non-dominated solutions and after every predetermined amount 
of generations, the DMs perform pairwise comparisons of two randomly selected 
non-dominated solutions. The other non-dominated solutions are evaluated by a 
Gaussian mixture model.3 In Cinalli et  al. (2015), after seven iterations, the solu-
tion process ends. Then, the DMs are shown a solution, which is claimed to be the 

3  It is assumed that all the DMs’ pairwise comparisons have approximately a Gaussian distribution.
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best solution for the group and it is determined as the final solution. In Cinalli et al. 
(2020), there are two alternative stopping criteria, convergence and run time of the 
method. Neither of the stopping criteria consider the goodness of the solutions for 
the group and the final solution selection is not discussed.

Wu et al. (2007) consider a real-world inspired problem that is modeled as a fuzzy 
linear MOP solved by a team of two unspecified DMs and an SDM. The method has 
two stages and in the first stage, each DM finds their most preferred solution by 
applying a fuzzy linear MOO method of their choosing. Then, the DMs show their 
most preferred solutions to others via a graphical user interface. The second stage 
focuses on this set of solutions and uses different MCDA methods to rank them. 
This involves several phases including the SDM determining the DMs’ degrees of 
importance and the possibility to add new criteria to evaluate the solutions. The final 
solution is the highest-ranked solution. If the SDM is not satisfied with the final 
solution, the SDM decides whether to continue the solution process from the first or 
the second stage.

A real-world inspired problem is solved in a so-called “decentralized environ-
ment” setting by Baril et al. (2012). The problem with three objective functions is 
related to the structure optimization of a two-bar truss. A team of an SDM and two 
DMs solves different subproblems. The SDM’s subproblem has two of the objec-
tive functions and one DM considers one objective function while the other DM 
minimizes constraint violations. The solution process can be described as a system-
led CRP, where in a decentralized manner (or in parallel), the SDM and the DMs 
solve their subproblems. The DMs classify the objective functions in each iteration 
and the SDM’s solution process constrains the DMs’ solution processes by shared 
parameters and auxiliary variables. The solution process is repeated until everyone 
is satisfied with the final solution or a predetermined number of iterations is met. 
The authors suggest using AHP to select the highest-ranked solution as the final 
solution if a full agreement is not otherwise reached.

Fernández and Olmedo (2013), Fernández et al. (2021), Balderas et al. (2022), 
Fernández et  al. (2022) solve a real-world inspired project portfolio optimization 
problem using interactive evolutionary methods and MCDA based preference mod-
eling. The problem contains 100 different projects with nine objective functions 
describing the impacts of these projects on different social groups. The papers con-
tain variants of the developed methods for teams or committees in Fernández et al. 
(2021, 2022) and for established groups in Balderas et al. (2022), or for all of them 
in Fernández and Olmedo (2013). Before starting the solution process, the DMs first 
solve the MOP on their own to get their most preferred solution. Then, before the 
DMs articulate their preferences, a CRP is conducted guided by the SDM (mod-
erator for Balderas et  al. (2022)). Additionally, in Fernández et  al. (2021, 2022); 
Balderas et al. (2022), the DMs can choose either multi-criteria ordinal classifica-
tion or utility function based preference modeling. The preference models classify 
the found solutions (to satisfy or dissatisfy) the DM. The different preference mod-
els (which these methods rely on) are discussed next.

The methods require that the DMs articulate the most preferred solution (found 
by solving the original MOP), weights for the objective functions and additional 
parameters for the chosen preference model. As described in Fernández and Olmedo 
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(2013), each DM sets up an MCDA based preference model and in Fernández et al. 
(2022), an SDM constructs preference models for each DM. The DMs articulate a 
so-called limiting boundary, which classifies the solutions to either satisfy or dissat-
isfy that DM in Fernández et al. (2021). Lastly, in Balderas et al. (2022), each DM 
classifies six so-called representative solutions, to be either satisfactory or unsatis-
factory. It is not elaborated on how these representative solutions are selected or 
generated. By incorporating the preference models, evolutionary methods such as 
I-NOSGA generate a set of collective solutions. When to stop the solution process to 
move to post-processing to select the final solution depends on the satisfaction level 
of these collective solutions. Otherwise, these methods restart from either conduct-
ing an additional CRP or by DMs articulating their preferences. In Fernández and 
Olmedo (2013), if this predetermined satisfaction level is met, the final solution is 
selected using an MCDA method or a customized consensus measure function that 
the authors design. In Fernández et al. (2021, 2022), the SDM specifies the method 
to select the final solution or restarts the process from the beginning. As reported by 
Balderas et al. (2022), depending on the number of collective solutions found, either 
a Borda count or a majority vote selects the final solution.

The next two papers use evolutionary methods assuming an underlying utility 
function to exist for each DM. Furthermore, the problems solved are mainly test 
problems with 2–7 unspecified DMs and as the DMs’ roles are played by utility 
functions, we focus describing how the preferences are incorporated and aggregated 
in the methods.

An evolutionary method called IEMO/DGD is proposed by Tomczyk and 
Kadziński (2022). It co-evolves two populations, one focusing on approximating the 
Pareto front, while the other focuses on generating collective solutions. The method 
creates a collective preference model based on pairwise comparisons of solutions 
performed by DMs after every predetermined amount of generations. The collective 
preference model guides the search and is iteratively updated based on the pairwise 
comparisons. The solution process stops when a predetermined number of iterations 
have been conducted and the final population is presented as collective solutions. No 
final solution is selected.

 Kadziński and Tomczyk (2017) present an interactive evolutionary method based 
on NSGA-II adapted for multiple DMs called NEMO-GROUP, containing several 
variants. After every predetermined amount of generations, the DMs perform pair-
wise comparisons of randomly selected non-dominated solutions. Based on the pair-
wise comparisons, different NEMO-GROUP variants construct different collective 
preference models. The collective preference model used evaluates the individuals 
for inclusion in the next population. The solution process stops when a predeter-
mined number of iterations has been conducted and no final solution is selected.

In addition to the discussed methods, there are other methods developed for some 
specific purpose, tested with biobjective test problems and artificial DMs. Methods 
of Wendell (1980); Oliveira and Ferreira (2000) aim to find a set of collective solu-
tions for a committee of three DMs in solving biobjective problems with some addi-
tional mathematical assumptions. The DMs are assumed to have a utility function 
to model their preferences and in each iteration, the insight provided by each utility 
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function constraints the decision space until the set of collective solutions is found. 
However, the authors do not discuss how to select the final solution from the collec-
tive solutions if it contains multiple solutions.

An agent-based evolutionary4 MOO method is proposed by Sakamoto et  al. 
(2021, 2022). The main drive of using agents is to avoid direct communication of 
the DMs. The method is tested with a biobjective test problem, where the authors 
randomly generate weights for objective functions as the DMs’ preferences (repre-
sented by an agent). However, it is not elaborated on how many agents are represent-
ing a DM’s preferences, but each agent acts as a member of the evolutionary popula-
tion. Therefore, we report the population size as the number of artificial DMs. The 
evolutionary method generates so-called consensus solutions and the final solution 
is not selected.

7 � Discussion

In this section, we discuss the results of the systematic literature review on GDM-
MOO methods for solving GDM-MOPs. The review resulted in the main classes 
of non-interactive and interactive methods and explicated with structuring the field 
according to types of DMs, types of MOPs, types of group structures, GDM-MOO 
(and MOO) method types, types of preference information, ways to aggregate pref-
erences and detected approaches to select the final solution to synthesize the current 
state-of-the-art.

The discussion is structured as follows. In Sect. 7.1, we identify key issues in the 
current literature and summarize how they are considered in the current literature 
in Sect. 7.2. In Sect. 7.3, we give guidance on how to select a suitable GDM-MOO 
method for solving real-world GDM-MOPs.

7.1 � Issues in the GDM‑MOO Literature

As reported, a plethora of GDM-MOO methods exist with diverse theoretical back-
grounds and approaches. This variety highlights the importance of a systematic lit-
erature review, synthesizing the current state-of-the-art. It is useful that there are 
a wide range of different methods as from the variety emerges the chance to apply 
them in solving various kinds of real-world applications. However, the variety has 
resulted in a fluctuation in the fundamental concepts such as (i) the interpretation 
of what solving a GDM-MOP means and (ii) what is a realistic decision situation to 
test and validate the methods in.

To combat these two main themes, we identify the following key issues (KI) that 
need addressing when proposing GDM-MOO methods:

4  The evolutionary method used is not specified.
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•	 Validating the practical applicability of the proposed methods.

–	 KI1: Validating the methods by solving real-world applications.
–	 KI2: Selecting the final solution.
–	 KI3: Validating the acceptability of the final solution.
–	 KI4: Validating the acceptability of the solution process.

•	 Specifying the aspect of the group.

–	 KI5: Specifying who the DMs are.
–	 KI6: Specifying how the group is structured.
–	 KI7: Specifying whether the DMs communicate in-person, online or not at all.
–	 KI8: Specifying if and when the DMs know about the preferences of the other 

DMs or about the collective preference.

When these specifications have been made, the reader can conclude whether the pro-
posed method is relevant for their needs. As mentioned, as a large portion of the 
proposed methods ignore or do not specify these key issues, some actions have to be 
taken. However, it is not obvious, how to build a proper test setting to validate the 
GDM-MOO method’s real-world applicability. Next, we discuss a few examples on 
what kind of test settings could be used in the validation of the proposed methods.

What is the test setting utilized to validate the applicability of the proposed 
method? 

To be able to assess real-world applicability, a meaningful test setting should involve 
validating the proposed methods by solving real-world applications (KI1), where solv-
ing the problem means selecting the final solution for the group (KI2). Otherwise, as 
mentioned, it is not clear what decision is to be put into practice. It would be desirable 
to validate the acceptance of the final solution (KI3) and similarly, validate the accept-
ance of the solution process (KI4). As the final solution has to be acceptable to the 
group (or at least to the group members responsible for implementing the solution), 
otherwise, the solution may not be implemented at all. One way to achieve this could 
be by simply asking the DMs a few questions after the solution process. Such questions 
could for example be I think that the final solution is the best one for the group, I accept 
the final solution or I was able to articulate my preferences as I wanted (to be answered 
on a Likert scale) (modified from Afsar et al. (2023) for multiple DMs).

Furthermore, it is still relevant to indicate who the DMs are (KI5) and how the 
group is structured (KI6). This should not be an issue in real-world applications 
that involve a group of expert DMs as they have their roles and different degrees of 
importance in reality. However, the solution process is affected by how the DMs in 
the group operate. This involves how the communication between the DMs function 
(KI7) and whether the DMs know about the preferences of others or about the col-
lective preference (KI8). By following this ideal test setting, the proposed method 
would be validated regarding solving the specific real-world application among with 
the specifications of KI2–KI8. How to define the ideal test setting for a more gen-
eral purpose such as to be able to compare different GDM-MOO methods in solving 
various GDM-MOPs is a clear future research direction.

It is not always possible to have a real-world application or expert DMs. There-
fore, a realistic test setting involves solving a real-world inspired problem (KI1) with 
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selecting the final solution (KI2). While the acceptability of the final solution and 
the solution process may be less meaningful (as it is not a real problem), KI3–K4 
should be still questioned from the DMs and reported in the papers. Especially, the 
understandability aspect of the solution process is interesting when solving real-
world inspired problems. Moreover, if it is not possible to involve expert DMs, test-
ing the methods with well-informed (of the problem) students acting as DMs and 
reporting the specifications of KI5–KI8, is preferred to not having any validation 
with humans. Whether the proposed method is a proof-of-concept or with a more 
general purpose, testing with this kind of realistic test setting would be useful.

Finally, the practical applicability of the methods cannot be justified when tested 
with bench-marking test problems that involve no human elements, where KI2–KI8 
are unspecified. The reader can not imagine how would the proposed method work 
on their specific problem setting. Therefore, the realism of the whole solution pro-
cess can be questioned and with that, the proposed method’s validity for solving 
real-world applications. However, solving test problems may be useful for other pur-
poses such as comparing different methods.

7.2 � Summary of How the Key Issues are Considered in the Current Literature

We have seen the need to pay attention to the key issues listed in Sect. 7.1 because 
of the shortcomings observed in the literature. Note that we do not classify these 
papers to the described test settings as i) these test settings are for descriptive pur-
poses only and future research has to be conducted to define them more appropri-
ately and ii) most of the literature does not fulfill the key issues to be classified in 
any of them. In what follows, we summarize the number of papers where each of 
the key issues has been considered, listed in Table 5. Moreover, we suggest some 
approaches to better fulfill the key issues when proposing new methods.

As mentioned, in six papers (Baharmand et al. 2020; Li and Hu 2023; Varas et al. 
2020; Borissova and Mustakerov 2017; Maharjan and Hanaoka 2018) real-world 
applications (KI1) are solved and most of the key issues are considered (expect KI4). 
The only paper where all key issues are specified was by Lewis and Butler (1993), 
with the caveat of solving a real-world inspired problem with students playing the 
role of the DMs. As the current literature has focused on solving test problems or 

Table 5   Key issues identified 
and number of papers 
considering them

Key issues # of papers

KI1 6
KI2 19
KI3 8
KI4 1
KI5 15
KI6 23
KI7 11
KI8 11



	 J. Pajasmaa et al.

real-world inspired problems without specifying KI2–KI7, future research needs to 
address this.

In 19 papers out of 31 reviewed ones, a final solution is selected (KI2). Most com-
monly the final solution is selected as the highest-ranked solution or by exploiting 
the collective preference. While following the majority’s opinion is a well-known 
approach in GDM, the literature raises some concern in following the majority’s 
opinion as it overrides the minority’s opinions, see e.g., (Fernández and Olmedo 
2013; Lootsma et al. 1998; Fernandez and Olmedo 2005).

The acceptance of the final solution is validated (KI3) in eight papers (Ahmad 
et  al. 2022; Lewis and Butler 1993; Hadas and Nahum 2016; Li and Hu 2023; 
Fernández et  al. 2021, 2022; Borissova and Mustakerov 2017; Baharmand et  al. 
2020), out of 31. Most commonly the validation happened based on a consensus 
measurement (Li and Hu 2023; Fernández et al. 2021, 2022) or comparing the final 
solution with the preferences of the DMs (Borissova and Mustakerov 2017; Baha-
rmand et al. 2020; Ahmad et al. 2022). Only in two papers (Lewis and Butler 1993; 
Hadas and Nahum 2016) the DMs were asked (in a questionnaire after the solution 
process) about their acceptance of the final solution. In interactive MOO methods 
with a single DM, it can be natural to assume that if a DM stops iterating when 
finding a satisfying solution, they would also be satisfied with the solution process. 
Regarding GDM-MOO, as there are multiple DMs, the same assumption is harder 
to make. However, in any case, only in three papers (Varas et al. 2020; Lewis and 
Butler 1993; Baril et al. 2012), a stopping criterion based on the DMs’ satisfaction 
is considered. The acceptance of the solution process (KI4) was considered only 
by Lewis and Butler (1993): the authors asked the opinions of the DMs about the 
solution process with a question “The decision process and potential solution sets 
helped my group identify a better compromise solution than we could have found 
without using it.”.

Regarding the understandability of the solution process, many methods require 
the DMs to either articulate complex preference information or be able to specify 
the method’s inner parameters. This is questionable since DMs should be domain 
experts, not experts of the methods. Therefore, methods should be developed so that 
DMs can understand how their preferences affect the solution process to learn about 
the problem and their preferences.

When thinking of validating the proposed methods, in the current literature, 
the type of DMs is specified (KI5) in 15 papers (Li and Hu 2023; Borissova and 
Mustakerov 2017; Maharjan and Hanaoka 2018; Baharmand et al. 2020; Hadas and 
Nahum 2016; Varas et al. 2020; Subulan et al. 2015; Sakamoto et al. 2021, 2022; 
Wendell 1980; Oliveira and Ferreira 2000; Cinalli et al. 2015, 2020; Lewis and But-
ler 1993; Chiu et al. 2019) and the group structure (KI6) in 23 papers (Li and Hu 
2023; Fernández and Olmedo 2013; Fernández et  al. 2021, 2022; Kadziński and 
Tomczyk 2017; Tomczyk and Kadziński 2022; Wendell 1980; Oliveira and Ferreira 
2000; Maharjan and Hanaoka 2018; Wu et al. 2007; Baril et al. 2012; Borissova and 
Mustakerov 2017; Chiu et al. 2019; Ahmad et al. 2022; Subulan et al. 2015; Lewis 
and Butler 1993; Balderas et al. 2022; Baharmand et al. 2020; Bechikh et al. 2011, 
2013). Most of the literature did not explicitly refer to the group structures such as 
suggested by Marakas (2003) or specify all the related aspects regarding how the 
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group is structured and how it operates during the solution process. The details on 
how the group operates during the solution process and whether they know about 
other DMs’ preferences (KI7 and KI8) are reported only in 11 papers (Varas et al. 
2020; Bechikh et  al. 2011, 2013; Lewis and Butler 1993; Fernández and Olmedo 
2013; Fernández et al. 2021, 2022; Balderas et al. 2022; Wu et al. 2007; Maharjan 
and Hanaoka 2018; Baril et  al. 2012). Because of the large amount of papers not 
specifying the KI5–KI8, we can conclude that much of the behavior of the DMs or 
how the group functions in GDM may have been ignored in the current literature.

We have discussed how the identified key issues have been considered in the lit-
erature. When the mentioned specifications are made, it is possible to provide some 
guidance on how to select a suitable method for a specific real-world GDM-MOP.

7.3 � How to Select a GDM‑MOO Method for a Real‑World Problem?

Next, we suggest some leading questions to guide the reader on how to select a 
GDM-MOO method for real-world GDM-MOPs: 

1.	 Who are the DMs, and what is their expertise?
2.	 How is the group structured?
3.	 Does the group have any preferences on how they wish to operate during the 

solution process?
4.	 What are the specifics of the MOP?

The first aspect in selecting a suitable GDM-MOO method is to consider the DMs in 
question and their expertise in the problem domain. What kind of preference infor-
mation they can provide, and how much time and effort are they willing to devote to 
the solution process? Specifically, do they have time to apply an interactive method 
or is it mandatory to use a non-interactive method.

The second aspect is to consider the structure of the group, including the 
KI5–KI8. This includes the roles of the DMs in the solution process, whether the 
group communicates in-person, online or not at all. As DMs’ behavior affects the 
solution process it should be decided whether the DMs should know about each 
others’ preferences or about the collective preference. If so, at which times during 
the solution process should this information be shared? In addition, how should the 
moderator act during the solution process? Moreover, when the group has an SDM, 
how the SDM is supposed to operate e.g., in Fernández et  al. (2022) the SDM is 
supposed to behave “democratically” during the solution process.

The third aspect is to consider how the group would like to solve the problem. 
The group’s preferences on how they would like to operate during the solution pro-
cess have not received much attention in the reviewed literature. However, for exam-
ple in Sakamoto et al. (2021, 2022) it was assumed that the group prefers to work 
anonymously. Furthermore, the future method development should consider how 
the group is supported in the GDM process. The various aspects related to human 
behavior (e.g., increase in cognitive load and interpersonal conflicts among DMs) 
when solving real-world GDM-MOPs cannot be ignored.
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Finally, the specifics of the MOP to be solved do matter: how many objective 
functions and decision variables it contains, what is the computational complex-
ity, etc. The selected GDM-MOO method must be appropriate for these require-
ments. Moreover, the current literature begins with the assumption that the prob-
lem has been already formulated, and it is implicitly assumed that the DMs agree 
upon the problem formulation involving decision variables, objective functions and 
constraints to consider. However, there may be problems where all the DMs do not 
share the same set of objective functions or decision variables, also mentioned by 
Fernández et al. (2021).

Because of the challenges with the key issues discussed, the practical applica-
bility of the methods proposed in the literature is not always clear. Additionally, 
because of the lack of existing GDM-MOO methods overall, there may not exist 
a suitable GDM-MOO method for many real-world GDM-MOPs. This is a call to 
action to develop new GDM-MOO methods considering the key issues described 
earlier.

8 � Conclusions

In the conducted systematic literature review we examined the state-of-the-art of 
GDM-MOO methods published in 31 papers. We propose novel classifications and 
key issues to consider when developing GDM-MOO methods suitable for real-world 
applications with expert DMs. The main contribution is in the synthesis of the state-
of-the-art GDM-MOO methods via explicating the key concepts classified accord-
ing to the role of the DMs in the solution process. Furthermore, we described the 
main approaches in GDM-MOO methods used to solve GDM-MOPs and explained 
the solution processes of the individual methods. Additionally, we described how 
and when the DMs articulate their preferences, how different ways to aggregate pref-
erences are utilized in the methods and how the group is supported in selecting the 
final solution.

In conclusion, without testing the proposed methods with realistic test settings 
(which consider the key issues noted), many important aspects can remain unno-
ticed or ignored. Thus, it is recommendable to validate new methods with real-world 
applications or with realistic test settings reporting the specifications to key issues.

We highlight four future research directions. First, developing GDM-MOO meth-
ods that i) consider and ii) mitigate the negative effects of aspects related to human 
behavior in GDM. Second, exploring and testing different ways to aggregate prefer-
ences in the context of MOO, where the DMs’ preferences may change e.g., due 
to learning about the problem. Third, paying attention to important viewpoints rel-
evant for practical applicability in the proposed interactive methods. Examples of 
them include when to stop the solution process and how to select the final solution? 
Fourth, developing means to effectively test and validate GDM-MOO methods.

In the systematic literature review over 200 papers were identified via the 
searches. However, a limited number of 31 papers met the inclusion criteria and 
were included in the analysis. This was due to the focus of this paper on GDM-
MOO methods and due to the lack of research on these methods. GDM-MOO is 
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still a new research area involving a wide range of approaches developed with differ-
ent viewpoints and problems in mind. Future research and method development are 
needed to address the needs of real-world applications in the method development of 
GDM-MOO methods.
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