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Semiconductor electrodes (SCEs) play a decisive role in clean
energy conversion technologies but understanding their com-
plex electrochemistry remains an outstanding challenge.
Herein, we review electronic structure methods for describing
the applied electrode potential in simulations of
semiconductor–electrolyte interfaces. We emphasize that in-
clusion of the electrode potential is significantly more chal-
lenging for SCEs than for metallic electrodes because SCEs
require accurate models of semiconductor capacitance,
including the space-charge region and surface effects, as well
as the electrolyte double-layer capacitance. We discuss how
these physicochemical complications challenge the develop-
ment of atomistic models of SCE and how they impact the
applicability of the computational hydrogen electrode, capaci-
tance correction, grand canonical DFT, and Green function
methods to model SCEs. We highlight the need for continued
methodological development and conclude that integrating
advanced atomistic models of SCEs with grand canonical,
constant inner potential DFT or Green function methods holds
promise for accurate SCE simulations.
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Introduction
Semiconductor electrodes (SCEs) play a crucial role in
(photo)electrochemistry, particularly in devices used for

photoelectrochemical energy conversion and storage
www.sciencedirect.com
applications [1,2]. Despite many alluring applications,
atomic-scale understanding on the factors defining the
(photo)electrochemical performance of SCEs remains far
from that of metallic electrodes as SCEs exhibit more
nuanced electronic structure features due to the presence
of a band gap, possible polaronic and surface states, and
doping effects, for instance [3e6]. Also, the
electrodeeelectrolyte interfaces are more complex than

those on metallic electrodes due to the pronounced role
of surface states and acid-base chemistry on oxide sur-
faces, for example. Furthermore, the low number of
charge carriers leads to features such as the spatially
extended space-charge region (SCR) and band bending.
Finally, in the case of electrochemistry, all these effects
depend on the applied electrode potential [6e8]. Over-
all, simulating these electronic and structural effects re-
quires the use of more refined electronic structure
methods and atomistic models than needed for metals.

Currently, our understanding of how the atomicescale
properties of SCEs depend on the applied electrode
potential, electrolyte, and electrode structure is far from
complete and new theoretical and computational
methods are needed to provide such understanding. In
this article, we will focus on the first challenge; how to
model the impact of an applied electrode potential in
semiconductor electrochemistry using electronic struc-
ture methods. We have made a deliberate choice not to
discuss the simulation of the electrolyte or out-of-
equilibrium effects, such as light illumination or cur-

rent. Within these restrictions, we are primarily inter-
ested in the merits and limitations of currently available
computational approaches to model the applied elec-
trode potential within density functional theory (DFT).
Besides ground state DFT, we will briefly discuss the
use of Green’s function approach for describing the
electrode potential.
The applied potential in semiconductor
electrodes: implications for electronic
structure methods
Electrode potential is the central quantity in all elec-
trochemical systems. Experimentally, the electrode po-

tential applied to the working electrode is measured
against a well-defined reference electrode but in atom-
istic DFTsimulations it is more convenient to work on a
single or ““absolute” electrode potential scale [9]. On
Current Opinion in Electrochemistry 2025, 49:101615
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2 Fundamental & Theoretical Electrochemistry (2025)
the single electrode potential scale the applied electrode
potential is directly proportional to the electrochemical
potential of electrons within the electrode. The general
equation for the single electrode potential is [10,11].

UMðabsÞ ¼ DM
S f� me þ K ; (1)

where, the standard chemical potential of electrons (me) is
an intrinsic material property and independent of the

electrode potential. DM
S f ¼ fM � fS stands for the inner

potential difference, i.e. the electrostatic potential differ-

ence between the bulk of electrode (M) and solution (S) as
depicted in Figure 1. K is a constant defining the reference

scale, which in DFT simulations has been realized in two

ways. The most conventional choice in DFTcalculations is

to reference the single electrode potential against the

electrostatic potential in vacuum or the bulk part of an

explicit or implicit solvent. With this choice, the single

electrode potential is [10,12].

UM
vacðabsÞ ¼ �emMe ¼ �EF (2)

where, EF is the Fermi level of the DFTsystem. An equally

valid option for K is to reference it against ““free” electron

in solution [10,11]. When setting the electrostatic poten-

tial bulk solution to zero through the use of Dirichlet

boundary conditions, the single electrode potential is given

by Melander et al. [4].

UM
sol ðabsÞ ¼ �me þ DM

S f (3)

which allows direct control over the electrode potential

through DM
S f without explicitly introducing the Fermi

level [4].

Equations (1)e(3) together show that the electrode
potential is directly related to electrochemical potential
of electrons within the electrode bulk ðemMe Þ and has
the form

emMe ¼ mM;0
e þ ln½aeðrÞ� � fðrÞ; (4)

where, mM;0
e is an intrinsic bulk material property while the

activity of electrons (ae(r)) and the inner potential (f(r))
vary spatially. For metallic electrodes, the activity term is

usually omitted but it plays a crucial role in SCEs due to

the low number of charge carriers which in turn leads to

poor screening of the interfacial charge and the creation of a

SCR. In particular, ae(r) and f(r) are correlated because

under equilibrium conditions emMe is constant throughout

the system: this coupling leads to local variations in the

electrostatic potential and charge distribution within the

SCR [7] as shown in Figure 1. It should also be stressed

that the applied electrode potential is a bulk property and

it is therefore measured from the metallic region contacting

the bulk SCE or bulk of the SCE. This means that the

electrode potential needs to be measured outside the SCR,
Current Opinion in Electrochemistry 2025, 49:101615
i.e. when the bulk values of fM and ae have been reached,

see Figure 1.
A DFT perspective on modeling
semiconductor electrodes
As the physical and chemical properties of SCEs differ
significantly from those of metallic electrodes, also the
modeling approaches are distinctly different. The most
immediate differences between metallic and semi-
conducting electrodes are related to their qualitatively
different electronic structures. Metals have a contin-
uous electronic structure without any energy separation
between the filled and empty electronic states (bands)
while in semiconductors an energy gap separates the
occupied (valence) bands from the empty (conduction)
bands as shown in Figure 1. The presence of a band gap

in SCEs means that the Fermi-level, and hence the
absolute potential on the vacuum scale (Eq. (2)), cannot
be varied continuously in standard DFT approaches
using surface slab models while this is possible experi-
mentally and through the advanced DFT models
depicted in Figure 2. Furthermore, it is well-known that
capturing the band gap even qualitatively with DFT
requires the use of more advanced functionals than
needed for metallic systems. Typically, functionals that
improve the description of localized electrons or strong
electronic correlation, such as þ U-corrected, metaGGA

or hybrid functionals, are needed [14]. Besides the
functional choice, the number of k-points used for
sampling the electronic structure in the reciprocal space
needs to be handled with care, because SCEs seem to
require substantially higher k-point densities than
metals to accurately model the band gap region [15].
However, capturing the band gap is not enough as the
edges of the valence and conduction band electronic
levels need to be correctly aligned with respect to a
reference state, often the vacuum as shown in Figure 1.
This is of crucial importance as the absolute energy level

positions directly impact the SCE’s electrode potential
on the absolute electrode potential scale [12] as can be
seen from Eq. (2).

Most SCEs of practical interest are not intrinsic semi-
conductors but they are often doped with foreign atoms
to improve their conductivity or other physical and

chemical properties. The introduction of dopants has a
direct impact on the SCEs’ electronic structure as new
electronic states are created. The SCE electronic
structure can be also be modified by the presence of
polaronic states, i.e. localized electronic states where
either an electron or hole becomes spontaneously trap-
ped on a single or few atoms due to lattice distortions.
Finally, near an SCE surface, specific surface states may
appear due to breaking of the 3D periodicity. When the
concentration of surface states is high and when their
energy levels fall in the band gap, the Fermi level may
www.sciencedirect.com
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Figure 1

Depiction of important concepts and phenomena of SCEs. Top) A simplified energy diagram of a semiconductor–solvent–vacuum system. The darker
gray area within the semiconductor shows the space-charge region (SCR). The dashed lines and f(r) denotes the spatially varying electrostatic potential.
fV, fS, and fM are the vacuum, solvent, and electrode inner potentials, respectively. EF is the Fermi level. EC and EV are the conduction and valence band
energies, respectively. Their spatial variations correspond to band bending. DEgap is the band gap. Center) Mechanisms of polaron and surface state
formation, and their on the electronic structure as a function of potential. The DOSs are computed for an anatase TiO2(101) surface using CIP-DFT [13].
Bottom) Fermi-pinning and state of occupancy as a function of the applied potential. The empty (filled) surface states are marked with white (black) dots.
The effects of pinning on the surface charge (sSS) and capacitance (CSS) as a function of potential are also schematically shown.
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Figure 2

Advanced atomistic models of SCEs. Top) Quantum-continuum models of the semiconductor–electrolyte interface [22]. ⓒ The Electrochemical Society.
Reproduced by permission of IOP Publishing Ltd. All rights reserved. Center) A DFT/MM embedding model of a semiconductor surface. Reprinted with
permission from Stecher et al. Phys. Rev. Lett. 117, 276001, 2016 [24]. Bottom) A semi-infinite model of a semiconductor surface used with Green
function DFT models [25]. Dirichlet/Neumann refer to the electrostatic boundary conditions, LB(LS) to the bulk (surface) atomistic models, HB(HS) to the
bulk (surface) Hamiltonian blocks, and VSB to the coupling between HB and HS. Reprinted with permission from Smidstrup et al. Phys. Rev. B 96, 95309,
2017.
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remain efficiently fixed at these energies. As a result, the
surface becomes charged and most of the electrostatic
potential drop takes place on the electrolyte side while

the drop within this SCR remains rather unchanged as
the electrode potential is applied. This phenomenon is
known as Fermi-pinning, which means that the Fermi
level, the inner potential, and the electrode potential
remain essentially fixed while the surface charge can be
drastically changed [16]. Because the Fermi level at
Current Opinion in Electrochemistry 2025, 49:101615
equilibrium is aligned with the redox potential of the
electrolyte species, Fermi-pinning has a crucial impact
on the reactivity of SCEs.

From a DFT perspective, an accurate treatment of
dopant, polaron, surface, and other defect states as
function of the electrode potential is required to un-
derstand how defects modify the SCEs’ properties. For
instance, the potential-dependent formation of
www.sciencedirect.com
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polaronic states has been shown to greatly impact the
electrochemical thermodynamics and kinetics of SCEs
[13] while the localized surface states fundamentally
change the proton-coupled electron transfer chemistry
at metal-oxide surfaces [17,18]. Furthermore, polaronic
and surfaces states change the differential capacitance
and e.g. Fermi-pinning leads to a sharply peaked differ-
ential capacitance (CSS, Eq. (10)) around the electrode

potential where the surface states become occupied as
shown in Figure 1 [16].

Metallic and semiconducting electrodes also differ in
their electronic screening properties. Metals typically
carry charge and screen interfacial fields or charge very
efficiently due to the high concentration of delocalized
electrons. In SCEs, however, the electrons are more
tightly bound and localized in the valence band.
Therefore, the concentration of free charge carriers in
semiconductors is low and this leads to low conductivity

and poor screening of interfacial charges and electro-
static potential differences. Due to their widely
different screening properties, metallic and semi-
conducting electrodes behave very differently when
brought into contact with an electrolyte and when an
electrostatic potential difference across the interface is
created. Onmetallic electrodes, the potential drop takes
place almost entirely on the electrolyte side because the
electrostatic potential is efficiently screened by the
metal. However, in SCEs, the electrostatic potential is
inefficiently screened by the electrode surface and the

potential drop within the SCE is extended throughout a
SCR. The SCR is analogous to the electrochemical
double layer formed on the electrolyte side of the
electrochemical interface and features an imbalance of
charges until the surface charge is fully screened in the
SCE bulk region. The width of the SCR depends on the
dopant concentration but for a typical doping concen-
tration of 1017 dopants/cm3 the SCR spans 100 mm [19].
The imbalance of charges is coupled with the spatially
varying electrostatic potential and field within the SCR
(see Eq. (4)). Therefore, the band energies within the
SCR also differ from the bulk semiconductor; this is

known as band bending, which significantly impacts the
electrochemical properties of SCEs. Additionally, in-
teractions between the SCE and the electrolyte may
shift the band edges, and capturing this necessitates
careful modelling of the SCEeelectrolyte interface.

The bulk region of a SCE is only reached after the
surface charge has been completely screened by the
SCR and this SCR significantly complicates the DFT
modelling SCEs. In particular, because the space charge
thickness for a typical doping concentration of 1017

dopants/cm3 is 100 mm [19], extremely large slab models
and simulation cells are needed to capture the SCR.
This is particularly so for simulating the electrode po-
tential of SCEs because the applied electrode potential
is defined within the electrode bulk and measured from
www.sciencedirect.com
the backside of the electrode as was stressed in the
previous section; this means that the entire SCR needs
to be surpassed before the electrode potential can
be defined.

The DFT treatment of SCEs with a low charge carrier
concentration is particularly difficult as the extent of the
SCR prevents a fully DFT description of an entire SCE.

To overcome this difficulty, DFT-based multiscale
models have been developed. The quantum-continuum
approaches [3,20e22] depicted in Figure 2 combine a
surface DFT model with a continuum dielectric
description of the SCR and SCE bulk. The spatial
charge carrier and electrostatic potential distributions
are described through different Poisson-Boltzmann
models which treat the charge within the SCR either
as a planar charge plane [20], homogeneous back-
ground [21], or Poisson-Boltzmann -like counter charge
distribution [3,22]. Alternatively, the SCR can be

modeled through an electrostatic embedding approach
where a DFT cluster model of the surface is hierar-
chically embedded in various electrostatic descriptions
of the bulk SCE, as shown Figure 2. Both the quantum-
continuum and embedding approaches can be naturally
combined with either an implicit or explicit electrolyte
model and can describe the electrostatic potential both
within the SCR and in the bulk; this allows the
description of the electrode potential by using the sol-
vent reference (Eq. (3)) as has been explicitly demon-
strated in continuously quantum-continuum

approaches [3,22]. However, both the quantum-
continuum and embedding approach require substan-
tial implementation work and custom modifications to
the underlying DFT code.

Highly doped SCEs are significantly simpler to simulate
as they are modelled through DFT alone by using
“pseudoatoms” which carry fractional nuclear charges in
specially constructed pseudopotentials [23]. This con-
struction allows for the study of surface and polaronic
states, doping, band bending, the SCR, and approach to
bulk of highly doped SCEs using DFT alone and with

minimum implementation efforts or increases in
computational cost. Notably for electrochemistry and
controlling the electrode potential, the pseudo-atom
approach allows shifting the bulk Fermi level continu-
ously even within the band gap and can be combined
with either an implicit or explicit electrolyte model. It
should, nevertheless, be noted that the pseudoatom
approach has not been used or validated for modelling
electrochemical reactions and e.g. its accuracy towards
reaction energies of charge transfer reactions has not
been established.
Computational hydrogen electrode model
Computational Hydrogen Electrode (CHE) is a widely
used theoretical framework used for modeling the
Current Opinion in Electrochemistry 2025, 49:101615
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electrochemical thermodynamics of proton-coupled
electron transfer reactions. CHE describes the impact
of the electrode potential and pH implicitly by refer-
encing the proton and electron electrochemical poten-
tials against the standard hydrogen electrode using the
equilibrium condition eme� þ emHþ ¼ 1

2
mH2

which defines
the potential 0V vs. SHE. Hence, at 0V vs SHE, the free
energy of the proton-electron couple can replaced by

the free energy of hydrogen gas under standard condi-
tions. Under other pH and potential values, the free
energies are simply shifted by the proton activity and
electrode potential terms, which allows writing the free
energy changes of any electrochemical proton-coupled
electron transfer step on the SHE scale as:

DCHEGðU ; pHÞ ¼ DGðU ¼ 0; pH ¼ 0Þ
� kBT ln½10� � pH � U

(5)

which shows that CHE accounts for the influence of the

pH and potential conditions a posteriori as linear corrections
on the free energy computed under standard conditions.

CHE has been widely applied to simulate electro-
chemical thermodynamics on metallic and SCEs
[26e28]. Notably, the CHE formalism remains un-
changed when adopted to simulate SCEs [29]. How-
ever, CHE has several limitations that arise from its
underlying assumptions. CHE assumes fully concerted
proton-coupled electron transfer, meaning that protons
and electrons transfer simultaneously, and therefore
pure electron transfer, proton transfer, and chemical
steps as a function of potential cannot be
addressed [30]. Furthermore, only reaction thermody-

namics can be treated and kinetics needs to be
computed using other approaches [31]. Because the
electron and proton chemical potentials do not explicitly
affect the DFT calculation, CHE cannot account for
potential- and pH-dependent changes in the surface
charge, electronic structure, and the mechanism, for
instance. In particular, CHE assumes that the surface
remains uncharged and thereby cannot account for
surface charging effects [32] or nonNernstian effects
arising from surface charge and dipoleefield in-
teractions [27]. In the case of SCEs, neglecting the
explicit surface charging effects means that CHE cannot

be applied to study the impact of the SCR or polaronic
and surface states as a function of the potential.
Canonical DFT and capacitance models
DFT simulations of electrochemical systems can be

performed either within the canonical, constant charge
or grand canonical, constant potential ensembles. In
canonical DFT, one performs constant charge calcula-
tions for a range of charges or number of electrons (Ne)
to obtain the canonical free energy as a functional of the
thermal density operator and as a function of electrons:
Current Opinion in Electrochemistry 2025, 49:101615
F½br;Ne� ¼ FðNeÞ. The conversion to constant potential
energy, i.e. grand free energy, is achieved through a
Legendre transform: U½br; eme� ¼ FðNeÞ� emeNe. If F(Ne)
and UðemeÞ are convex, the Legendre transform is unique
and bijective, and therefore electrochemical DFT cal-
culations performed in either the canonical or grand
canonical ensemble yield the same thermodynamic
expectation values and are equally valid in theory e this

is the important concept of ensemble equivalence [33].
The ensemble equivalence also guarantees that ther-
modynamic expectation values evaluated in different
ensembles become equal at the thermodynamic limit, a
well-known result in statistical thermodynamics. For
electrochemical systems the ensemble equivalence
means that the canonical and grand canonical become
thermodynamically equal at the infinite surface size
limit; this has also been confirmed by numerical simu-
lations, which show that the grand canonical and ca-
nonical ensembles converge in the infinite surface size

limit [34e36]. These works have also shown that the
canonical free energy as a function of charge or the po-
tential can be written in terms of the potential-
dependent differential capacitance CðemeÞ

FðNeÞ ¼ FðN0
e Þ þ emeðN0

e ÞdNe � 1

2CðemeÞ dN2
e

/FðdemeÞ ¼ FðN0
e Þ � m0e CðemeÞdeme � 1

2
CðemeÞdem2e

(6)

where, N0
e is the charge at a reference electrode potential,

often chosen as the potential of zero charge, and eme is the
change in the electrode potential with respect to this

reference. [36] Notably, the capacitance models provide an

easy-to-apply and widely applied electrochemical DFT

approach but a good model for the capacitance as a function

of potential is needed for accurate results [34,35]. Because

in the case of metallic electrodes the differential capaci-

tance is mainly due to the electrolyte, a good model of the

electrolyte capacitance has been deemed sufficient to

successfully apply Eq. (6) to metallic electrodes [34,35].

However, when it comes to modeling SCEs, a good
model for the electrolyte capacitance is not enough as
the electrode itself significantly influences the capaci-
tance [36]. In particular, the total capacitance at the
semiconductoreelectrolyte interface (CSCE) depends
on both the semiconductor surface (CSC) and the elec-
trochemical double layer contributions (CDL):

1

CSCE
¼ 1

CSC
þ 1

CDL
(7)

The CSC needs to account for both the SCR and surface
effects. Therefore, the equivalence of grand canonical
and canonical ensemble methods cannot be established
www.sciencedirect.com
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Figure 3

The semiconductor capacitance for a CuGaS2 electrode modified from the study by Miao et al. Used with permission of the Royal Society of Chemistry,
from Miao et al. Phys. Chem. Chem. Phys. 22, 19631–1964, 2020. VFB denotes the flat-band potential at which band bending does not occur. The dashed
green line shows the Mott–Schottky capacitance (Eq. (9)) of an ideal SCR. The purple diamonds and solid are measured capacitance values and a fit of
Eq. (8), respectively. Left) Total CSC as function of potential. Center) The Mott–Schottky plot of the capacitance. Right) The surface density of states (DSS)
as function of energy. EV(EC) denotes the valence (conduction) state band-edge position.
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by interpolating to the infinite surface size limit in the
surface xy-plane only but one also needs to interpolate
to the infinite slab thickness limit in the z-direction to
capture the capacitive contributions in this direc-
tion [36,37]. Indeed, our recent work shows that four-
layer metallic slabs are sufficient for modeling metallic
electrodes whereas a SCE requires a much thicker slab

to exhibit convergence [4]. In general and as shown in
Figure 3, one needs to account for the influence of both
the surface/polaronic states (CSS) as well as the SCR
(CSCR) contributions on the semiconductor capaci-
tance (CSC)

CSC ¼ CSCR þ CSS (8)

where, CSCR follows the MotteSchottky (MS) relation of

an ideal SCE with only SCR capacitance, [8].

1

C2
SCR

¼
�
vqSCR
vU

��2

¼ 2

nbe
ðjU j � kBT Þ; (9)

which is depicted by the green line in Figure 3. The MS

relation shows that even the SCR capacitance alone is

complicated as the charge within the SCR (qSCR) depends
on the dopant concentration (nb), dielectric constant (e),

temperature T, and the electrode potential U in units of

eV [37]. The MS model is based on a simple band-bending

scenario without considering surface or polaronic states

[38], which leads to deviations from this ideal behavior.

Surface states can significantly impact the capacitance at

SCE interfaces [18], particularly in systems with high

surface state concentrations, and thereby introduce addi-

tional capacitive contributions (CSS):
www.sciencedirect.com
CSS ¼ �vsSS

vEF
¼ �Nss

vfSS
vEF

¼ �NSS

kBT
fSSð1� fSSÞ (10)

where, sSS is the surface charge, NSS is the number

density of surface states per area, and fSSðESSÞ ¼h
1þ exp

�
� ESS�EF

kBT

� i�1
is the Fermi-Dirac distribution

for the surface states at energies ESS. CSS depends sensi-

tively on the energy distribution of the surface states and

their occupancy; the quantum capacitance [39] directly

links density of surface states (DSS) to the surface state

capacitance: DSS(EF) = CSS. As DSS can be influenced by

multiple factors such as doping, applied potential, and

surface adsorption processes, CSS is expected to be

extremely complex; this has been exemplified in Figure 3

for CuGaS2 electrodes, where the CSS dominates in

certain potential ranges and leads to significant, nonlinear,

and nontrivial deviations from the ideal MS behavior [37].

The importance of the different capacitive contribu-
tions to Eqs. (7) and (8) depends on the electrode
material, electrolyte, and the electrode potential. For
SCEs, CDL [ CSC is often observed and the contri-
bution of the double-layer capacitance is often neglec-
ted [40]. For metallic electrodes the opposite is true and
CDL ≪ Cmetal, and it is enough to consider just the
double-layer capacitance [36]. However, general models
of the semiconductoreelectrolyte interface capacitance
require accounting for all the contributions of CSCR, CSS,

and CDL. From the DFT perspective, this means that
convergence and extrapolation to the thermodynamic
limit need to be achieved for both the surface size and
the SCE thickness. As of yet, we are not aware of any
Current Opinion in Electrochemistry 2025, 49:101615

www.sciencedirect.com/science/journal/24519103


8 Fundamental & Theoretical Electrochemistry (2025)
DFT studies or models (Figure 2) that would have
successfully reproduced the complex SCE capacitance.
Resolving this issue requires adopting and refining the
atomistic models in Figure 2 as well as experimental
capacitance measurements on well-defined electrodes
to understand the SCE capacitance and to establish the
accuracy of the capacitance models.
Grand canonical DFT
Grand canonical DFT (GC-DFT) [41] describes the
grand free energy of an electrochemical system as an
explicit functional of the grand canonical density oper-
ator, which depends on the electrochemical potential of

electrons. GC-DFT thereby offers an exact treatment of
electrochemical thermodynamics as function of the
electrode potential: U½breme

; eme� ¼ UðemeÞ [42]. Currently,
GC-DFT implementations are available in various solid
state DFT packages and can be rather routinely used for
studying metallic systems as a function of potential [43].
Most GC-DFT implementations [43] use either the
Fermi-level or the work function to model the single
electrode potential on the vacuum scale (Eq. (2)). Using
the Fermi level to account for the electrode potential is,
however, problematic with currently used slab models

because the Fermi level cannot be continuously altered
across the band gap region [4,44]. The use of the recent
constant inner potential (CIP-)DFT [4] circumvents
this difficulty and allows continuous control over the
electrode potential on the solvent reference scale
(Eq. (3)).

Thus far, the GC-DFT has been mostly used for
studying metallic electrodes while studies on SCEs
remain limited. Yet, it has been shown that at least the

CIP-DFT can model e.g. polaron formation, Fermi-
pinning, and reaction thermodynamics and kinetics as
a function of potential [13]. However, all GC-DFT
studies have used standard DFT slab models of the
SCE and the more advanced atomistic models in
Figure 2 have not been used but it is already known that
SCEs require significantly thicker slab models than
metallic systems. Initial tests have shown that an 8-layer
SCEmodel does not provide a converged inner potential
with respect to slab thickness [4]. However, absolute
convergence might not be required for GC-DFT to be

useful and we have shown that a good agreement with
experiments on the electrode potential at which surface
polarons appear on TiO2 can be reached by using a 4-
layer slab model with CIP-DFT [13]. Yet, the slow
convergence with respect to slab thickness is to not only
a numerical but also a theoretical issue as discussed in by
Melander et al. [4]. In particular, the grand canonical
and canonical ensembles may yield different expecta-
tion values for SCEse this would mark a rare occurrence
of ensemble nonequivalence, i.e. a situation where ca-
nonical and grand canonical calculations yield different
Current Opinion in Electrochemistry 2025, 49:101615
results in contrast to the expected equivalence
discussed in the previous section.

In general, we do not yet know how thick slabs are
needed to provide a fully converged description of the
SCE and the SCR. We nevertheless expect that GC-
DFT calculations with an accurate description of the

SCR within standard slab models of SCEs will be pro-
hibitively expensive. We therefore suggest combining
GC-DFT with the advanced DFT models depicted in
Figure 2 to model SCE as an explicit function of the
potential. As all the models Figure 2 can be used to
compute the electrostatic potential across the SCR and
in the bulk in, we consider that the use of CIP-DFTwith
these models will enable accurate GC-DFTsimulations
of the applied potential in SCEs.
Green function methods
While most electronic structure studies on semi-
conductor surfaces have relied on the use of slab models
and DFT, SCEs can also be modeled as semi-infinite
surfaces using DFT-based Green function approaches
[25]. The Green function methods treat the semi-

conductor surface as part of a semi-infinite device
consisting of bulk, surface, and vacuum regions (see
Figure 2). The bottom-side of the surface is connected
to the semiconductor bulk through electrostatic
boundary conditions and a self-energy matrix while the
top-side surface is connected to vacuum-like pseudoe-
lectrode modeled through electrostatic boundary con-
ditions. The configuration leads to solving a matrix
equation of the entire device and yields a self-consistent
solution for the electronic density and energy.

A particular advantage of the Green function approach is
that thinner surface models are needed to obtain fully
converged surface energies and work functions. For
electrochemical system, the Green function approach is
the only currently available method which allows direct
control over the bulk Fermi level; because the semi-
conductor bulk Fermi level is an input to the model, as
in the case of GC-DFT, the Green function method
guarantees that the relevant bulk Fermi level is used as
the absolute electrode potential (Eq. (2)). It has also
been shown that the method can model e.g. band

bending, the SCR, and surface states at different dopant
concentrations and as a function of the Fermi level.
Despite these attractive features, the method has not,
however, been applied to study SCEs. We believe that
this is because the method requires the use of a local-
ized (LCAO) basis set and has only been implemented
in the proprietary QuantumATK software used mainly in
the semiconductor industry. Currently, dielectric elec-
trolyte models have not been included in QuantumATK,
which limits the use of the Green function method for
SCEs. Finally, implementing both localized orbitals and
www.sciencedirect.com
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the Green function method in widely used plane wave
DFTcodes would require significant development work.
Conclusions
We have reviewed electronic structure methods for
describing the influence of the electrode potential in
semiconductor electrochemistry. First, we discussed the
formal definition of electrode potential as the bulk Fermi
level or inner potential. Then, we addressed in detail
which physicochemical features complicate the DFT
modeling of semiconductor electrodes e these are
collected in Figure 1. We emphasized the difficulty and
importance of including various defect states and the
space-charge region in electronic structure calculations.
In particular, without accurate models of the SCR, one

cannot model the semiconductor bulk and thereby
define the electrode potential. The currently available
atomistic models, which can account for the SCR and
SCEs with commonly used slab modes, are collected
in Figure 2.

After addressing various atomistic models of SCEs, we
discussed different electronic structure methods for
simulating SCEs as a function of the electrode potential.
It was emphasized that while the computational
hydrogen electrode method is simple to use, it cannot

describe for instance the impact of potential-dependent
defect, surface, or polaron states or the SCR. While
electrostatic or capacitance corrections on canonical
DFT are in principle exact ways of including the elec-
trode potential effects, their usefulness is limited by the
lack of accurate semiconductor capacitance models or
experimental data. In particular, the capacitance cor-
rections should account for the presence of defect/sur-
face/polaronic states and the SCR (see Figure 1) and it is
not enough to have a good model of the electrolyte
capacitance because the semiconductor capacitance

often dominates the total capacitance. Data on well-
defined test systems is needed to make capacitance
corrections useful and capacitance data on single crystal
SCEs at different dopant concentrations would be
particularly valuable. We also pointed out that in addi-
tion to interpolating to infinite surface sizes in metallic
systems, SCEs require interpolation to infinite simula-
tion cell thicknesses as well and this interpolation is
expected to converge slowly due to the extended SCR.
In discussing GC-DFT simulations of SCEs as an
explicit function of the electrode potential, we high-

lighted that very thick slab models are to achieve fully
converged calculations and highlighted the utility of the
recent CIP-DFTapproach. We also reviewed the use of
DFTwith Green function theory for simulating SCE in a
semi-infinite surface setup and emphasized that this is
the only model that enables genuine control over the
electrode (bulk) Fermi level.
www.sciencedirect.com
While multiple electronic structure methods and
atomistic models have been developed and applied to
simulate semiconductor electrochemistry, this area re-
mains highly challenging and no method can yet be
considered generally accepted or applicable. This calls
for further methodological development and imple-
mentation; we consider that the Green function
methods with a fully explicit description of SCEs or the

combination quantum-continuum models combined
with CIP-DFT appear particularly promising.
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