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ABSTRACT 
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Information Systems, Master’s Thesis 
Supervisor: Koskelainen, Tiina 

This master’s thesis contributed to the growing need to understand and protect 
users’ privacy as deceptive design practices (also known as dark patterns) have 
become more prevalent and are now commonly found in cookie consent requests, 
which have an important role in users’ ability to control their privacy. To address 
this issue, and fill a gap in literature, the study looked at how users perceive their 
privacy in cookie consent requests that include deceptive patterns, and what the 
role of deceptive design is in this perception. A theoretical framework for 
understanding users’ perceptions of privacy, as inspired by previous models of 
perceived privacy, was proposed, consisting of four influencing factors that were 
used as guiding themes throughout the study: privacy concerns, control over 
privacy, trust in the cookie data collector, and perceived privacy risks. The study 
was conducted with method triangulation, combining user testing, a think-aloud 
method, and thematic interviews to comprehensively capture users’ perceptions. 
The study uniquely took a qualitative, user experience-oriented perspective on 
the topic, addressing deceptive design’s role in the perception. The findings 
revealed that deceptive design diminishes users’ perceived control over their 
privacy and their trust in the cookie data collector, while its influence on users’ 
privacy concerns and perceived privacy risks is more subtle and varied. 
Although users may have learned to withstand or bypass deceptive design due 
to its ubiquity, the overarching theme was its negative influence on privacy 
perceptions. Users’ overall perceptions of privacy in cookie consent requests 
were fluid, influenced by design, context, and users’ habits and interest in 
privacy protection. Even though the findings cannot be concluded into one 
general perception, the findings lean toward users perceiving their privacy as 
compromised, undervalued, and unprotected. The findings of this study, 
combined with findings from previous research and legislative measures, all 
ultimately emphasize the need to discontinue using deceptive design and 
commit to privacy-protective design guidelines. 

Keywords: deceptive design, deceptive patterns, dark patterns, cookies, cookie 
consent requests, privacy, perception of privacy, privacy by design 
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Tämä pro gradu -tutkielma vastasi kasvavaan tarpeeseen ymmärtää ja suojella 
käyttäjien yksityisyyttä harhaanjohtavien muotoilukeinojen (tunnetaan myös 
nimillä pimeät käytännöt ja synkät suunnittelumallit) käytön lisääntyessä 
etenkin evästepyynnöissä, joilla on merkittävä rooli käyttäjien mahdollisuuksiin 
kontrolloida yksityisyyttään. Tutkimuksessa selvitettiin, millaiseksi käyttäjät 
havaitsevat yksityisyytensä sellaisissa evästepyynnöissä, joissa on käytetty 
harhaanjohtavaa muotoilua. Lisäksi tutkittiin, millainen vaikutus 
harhaanjohtavalla muotoilulla on näihin havaintoihin. Aiempien 
tutkimusmallien pohjalta tutkimusta varten luotiin teoreettinen viitekehys 
ymmärtämään käyttäjien yksityisyyden havaintoja. Viitekehys koostui neljästä 
vaikuttavasta tekijästä, jotka toimivat ohjaavina teemoina läpi tutkimuksen: 
yksityisyyden huolet, kontrolli omasta yksityisyydestä, luottamus 
(eväste)tietojen kerääjää kohtaan ja havaitut riskit yksityisyydelle. Tutkimus 
toteutettiin menetelmätriangulaationa yhdistelmällä käyttäjätestausta, 
ääneenajattelua ja puolistrukturoitua teemahaastattelua, jotta saataisiin 
mahdollisimman kokonaisvaltainen ymmärrys käyttäjien havainnoista. Tulokset 
osoittivat, että harhaanjohtava muotoilu heikensi käyttäjien havaitsemaa 
kontrollia yksityisyydestään sekä luottamusta evästetietojen kerääjää kohtaan. 
Vaikutus havaittuihin yksityisyyden huoliin ja riskeihin oli vähäisempi ja 
vaihtelevampi. Vaikka käyttäjät ovat saattaneet tottua sietämään ja sivuuttamaan 
harhaanjohtavaa muotoilua, niin pääasiallisesti tulokset kuitenkin osoittivat 
harhaanjohtavan muotoilun negatiivisen vaikutuksen käyttäjien havaintoihin 
yksityisyydestään. Tulokset käyttäjien yksityisyyden kokonaishavainnoista 
harhaanjohtavissa evästepyynnöissä vaihtelivat riippuen muotoilukeinosta ja 
kontekstista sekä käyttäjien tottumuksista ja kiinnostuksesta omaa 
yksityisyydensuojaa kohtaan. Siitä huolimatta tulokset kuitenkin viittasivat 
eniten siihen, että yksityisyys koettiin vaarantuneeksi, aliarvostetuksi ja 
suojattomaksi. Tulokset yhdessä aiemman tutkimuksen ja lainsäädännön kanssa 
korostavat tarvetta lopettaa harhaanjohtavan muotoilun käyttö ja sitoutua 
sisäänrakennetun yksityisyydensuojan muotoiluperiaatteisiin. 

Asiasanat: harhaanjohtava muotoilu, pimeät käytännöt, synkät 
suunnittelumallit, evästeet, evästepyynnöt, yksityisyys, yksityisyyden 
havainnot, sisäänrakennettu yksityisyydensuoja 
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Due to legislative changes, especially the introduction of the General Data Pro-
tection Regulation (GDPR; Regulation (EU) 2016/679) in 2016, user’s permission 
is now required for collecting and using cookies on any website in the European 
Union. Therefore, the user is presented with a cookie consent request when first 
entering a website. The ubiquity of these requests has caused users to experience 
something called “cookie blindness”, which causes them to habitually give their 
consent without reading the content of the request (Mejtoft et al., 2021). Addi-
tionally, the frequent encounters with these requests are causing the users to de-
velop negative emotions around them (e.g., Ha et al., 2006; Habib et al., 2019; 
Kulyk, Hilt, Gerber, & Volkamer, 2018; Mejtoft et al., 2023; Nouwens et al., 2020) 
as well as seeing them as overly intrusive (Ha et al., 2006), ultimately making the 
users unsatisfied with the requests (Utz et al., 2019). 

As cookie consent requests have become a daily occurrence to users, so have 
deceptive design elements, such as deceptive patterns (Di Geronimo et al., 2020; Lu-
piáñez-Villanueva et al., 2022). Deceptive patterns - often known as dark patterns, 
those misleading interface elements - are used to direct users into accepting more 
cookies than they originally intended (Brignull et al., 2023). Deceptive patterns 
are used, as they can increase the company’s conversion rates (Brignull, 2011). 
On the contrary, the company might not be intentionally using deceptive design 
as they might get their cookie consent request designs directly from consent man-
agement platforms (CMPs) that offer pre-made request interface designs (see e.g., 
Nouwens et al., 2020). No matter the reason behind companies using deceptive 
patterns in their cookie consent requests, their existence is prominent. For exam-
ple, Utz et al. (2019) found that a minimum of 57,4% of the 1000 CMPs selected 
for their study used deceptive patterns that nudged users toward a privacy-un-
friendly option. Similarly, Alharbi et al. (2023) found that more than 90% of the 
cookie consent requests selected for their study had deceptive patterns. Addi-
tionally, Krisam et al. (2021) also noticed in their study of 500 German websites' 
cookie consent requests that 85% of them directed users to accepting all cookies. 

The current study is important for a multitude of reasons but most im-
portantly it has to do with protecting users’ privacy. Cookie consent requests 
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play an important role in a user’s ability to control their own privacy (what and 
how much data is collected of them) and therefore the requests should, by law, 
contain sufficient and clear information about the use of collected information 
and its effect on the user's privacy (GDPR, 2016/679). Deceptive patterns attempt 
to hide and disguise this information and make it seem like consenting to all 
cookies’ collection would be the best choice for the user, even though it is in fact 
the least privacy-protective option (Mathur et al., 2021). Despite regulation, de-
ceptive patterns are still used, and literature shows that privacy regulations are 
not always followed. For example, in a study by Alharbi et al. (2023), nearly 70% 
out of the 243 websites’ cookie consent requests that they studied violated at least 
one privacy guideline. While cookies can improve a website’s functionality and 
user experience, unintentionally sharing excess cookie data because of deceptive 
patterns can oppose threats to the user’s privacy (Alharbi et al., 2023). Multiple 
scholars, such as Habib et al. (2019), Mathur et al. (2021), and Utz et al. (2019) 
have reported that deceptive patterns undermine and diminish users’ privacy, as 
they influence the user's own freedom of choice and control.  

Despite multiple researchers’ (including Machuletz & Böhme, 2020; 
Nouwens et al., 2020) attempts to point out deceptive design’s negative influence 
on users’ privacy, actions toward getting these findings to better contribute to 
practice are still required. The literature on cookie consent requests is constantly 
growing, possibly due to users’ consent being collected in privacy-threatening 
ways (Alharbi et al., 2023), and there being the need to make a change in design 
and development practices to change this current state. There have been efforts 
to make cookie consent requests’ design more privacy-protective (e.g., Kulyk, 
Mayer, Käfer, & Volkamer, 2018), as well as creating guidelines for privacy-pro-
tective design (for example, Privacy by Design principles by Cavoukian, 2010; 
Privacy Attributes by Barth et al., 2022). Still, the need for establishing these 
guidelines and more broadly regulating the use of deceptive design is apparent 
in order to reliably assure users’ privacy. 

Previous research has predominantly used quantitative methods to address 
users’ behavior regarding consent-choices, prevalence of deceptive design, as 
well as legislative compliance of cookie consent requests. While there is some 
research on users’ perceptions, emotions and impressions on both deceptive de-
sign (e.g., Bongard-Blanchy et al., 2021; Di Geronimo et al., 2020; Maier & Harr, 
2020) and cookie consent requests (e.g., Ha et al., 2006; Kulyk, Hilt, Gerber, 
Volkamer, 2018), there is only little qualitative, user experience-oriented research 
on how users perceive their privacy within this context (e.g., Mejtoft et al., 2023). 
There is a notable gap in qualitative studies addressing how users overall per-
ceive their privacy when interacting with deceptively designed cookie consent 
requests, and especially, what is design’s role in this perception. 

While previous studies (such as, Adams, 1999; Chang et al., 2018; Dinev et 
al., 2013) have studied perceived privacy, this study attempts to make a difference 
between perceived privacy - measurable, rational, and often static concept - and 
the perception of privacy - fluid, subjective user experience. In this study, a theo-
retical framework for the users’ perception of privacy is proposed (as inspired by 
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the models of Adams, 1999; Chang et al., 2018; Dinev et al., 2013), consisting of 
four influencing factors: privacy concerns, control over privacy, trust, and per-
ceived privacy risks. These influencing factors are used as guiding themes, not as 
measurable variables, throughout the study. The study investigates how design, 
more specifically deceptive design, influences users’ overall perceptions of pri-
vacy and the four influencing factors within. Previous studies (Adams, 1999; Lai, 
2016; San Martín & Camarero, 2009) have shown signs of the connection between 
design and perception privacy although their direct connection is not yet con-
firmed. Despite previous research delving into users’ perceptions of deceptive 
design and cookie consent requests, as well as individually focusing on users’ 
perceptions on the four influencing factors, no prior research has qualitatively 
looked at how the factors contribute to the overall, user experience-oriented, per-
ception of privacy, and what kind of role deceptive design has in shaping the 
perception. 

In this study, a qualitative, triangulated approach is taken, combining user 
testing, a think-aloud method, and thematic interviews to comprehensively cap-
ture users’ perceptions of privacy. This combination of methods allows for rich 
data collection, adding to the depth and trustworthiness of the study. Answers 
to the following research questions are looked for, guided by the theoretical 
framework and other supporting theories: 

Q1 How does deceptive design influence users’ perceptions of privacy in 
cookie consent requests? 
Q2 What are users’ overall perceptions of privacy in cookie consent re-
quests that include deceptive patterns? 

Ultimately, this study contributes to the growing body of literature on under-
standing and protecting users’ privacy as deceptive design practices become 
more prevalent. The findings offer a novel idea to the literature, suggesting that 
users’ perceptions of privacy are a fluid and subjective user experience rather 
than a static, rational, and measurable concept. Additionally, deceptive design’s 
role in the perception is highlighted. Most importantly, this study advocates for 
honest, ethical, and transparent design practices to improve users’ perceptions of 
privacy, supporting the adherence to privacy-protective design guidelines. 

The structure of this thesis is as follows. Chapter 2 introduces key concepts, 
including cookies, cookie consent requests, deceptive design, and deceptive pat-
terns. Chapter 3 defines privacy and presents privacy-protective design frame-
works. Chapter 4 introduces the theoretical framework for the perception of pri-
vacy used in this study, including the four influencing factors and the role of 
design in it. Chapters 2 to 4 also introduce relevant previous research. Chapter 5 
explains the study’s methodology, data collection, and data analysis process. 
Chapter 6 presents the study’s results, while chapter 7 answers the research ques-
tions, discusses the findings in light of prior research, addresses the study’s lim-
itations and contributions, and gives suggestions for future research. Finally, the 
conclusions chapter summarizes the main points of the study. 
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In this chapter, the following key concepts are introduced: cookies, cookie con-
sent requests, deceptive design, and deceptive patterns. After introducing each 
concept, previous research regarding users’ perceptions of it are presented. Ad-
ditionally, relevant legislation related to cookies, user’s consent, and deceptive 
design in the European Union and Finland are introduced. 

2.1 Cookies and cookie consent requests 

In this section, cookies, and later, cookie consent requests are defined. Addition-
ally, their legislative compliance is considered. Lastly, previous research regard-
ing users’ perceptions of cookies is presented. 

2.1.1 Cookies 

Cookies, also known as HTTP- or web cookies, were first introduced in 1994, and 
are small text files that websites store on users’ browsers to track users’ interac-
tions and preferences (Kristol, 2001). Cookies have various purposes, such as im-
proving the functionality of the website, improving security and privacy, gather-
ing data on how the site is used, and making the site better suitable for users’ 
interests (Finnish National Cyber Security Center [Traficom], n.d.). Cookies are 
either session-based, disappearing after a single visit to the website, or perma-
nent, stored on the user’s device until manually deleted or expired (Traficom, 
n.d.).  

Cookies are broadly categorized based on their purpose. Essential, or func-
tional, cookies have a direct effect on the functionality of the website, and it is not 
necessary to, by law, ask for the user’s consent to use them, although it is recom-
mended to inform them as a fair practice (Kretschmer et al., 2021; Traficom, n.d.). 
Non-essential, or non-functional, cookies - like those for analytics, marketing, 
and personalization - collect personally identifiable user data beyond just the 
basic functionality of the website (Kretschmer et al., 2021). The non-essential 

2 COOKIES AND DECEPTIVE DESIGN 
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cookies mainly improve the user’s experience or improve the website’s conver-
sion rates or performance (Traficom, n.d.). Additionally, cookies can be catego-
rized based on their origin: first-party cookies are set by the visited website, while 
third-party cookies are often used by external entities (Kretschmer et al., 2021; 
Traficom, n.d.), such as Meta or Google. 

This variation in cookies’ functionality, purpose and origin has made users’ 
consent a critical aspect of protecting their data privacy (Kretschmer et al., 2021). 
This has driven policymakers to develop legislation for protecting users from in-
voluntary data collection, as introduced in the following subsections. 

2.1.2 Cookie compliance: GDPR, ePrivacy, and beyond 

As shortly mentioned previously, cookie data collection is regulated by legisla-
tion. This subsection introduces the main legislations regarding cookies both in 
the European Union and Finland. 

In the European Union, two of the most important legislations are The Gen-
eral Data Protection Regulation (GDPR; 2016/679), and the Directive on Privacy 
and Electronic Communications (ePrivacy Directive; 2002/58/EC). The GDPR 
(Regulation 2016/679) became effective in May 2018, making cookie consent re-
quests besides many other data protection measures mandatory, and allowing 
users to finally be in charge of their personal data collection online. The ePrivacy 
Directive (2002/58/EC) contains rules and guidelines for the processing of per-
sonal data and the protection of privacy in the electronic communications sector, 
including themes around confidentiality, and rules regarding tracking and mon-
itoring. The ePrivacy Directive has in some cases been called as the “cookie law”, 
due to it having the most legislative content over cookie collection and use in the 
European Union (Koch, 2019). The ePrivacy Directive (2002/58/EC, Article 5(3), 
Recitals 24 and 25) recognizes both the importance and usefulness of cookies to 
modern online services as well as threats that they oppose to users’ privacy. Ad-
ditionally, the European Electronic Communications Code (Directive 2018/1972) 
provides legislation related to the users’ rights in electronic communications net-
works and services. 

In Finland, there are also national legislative acts when it comes to users’ 
online privacy and cookies. The most significant one being the Act on Electronic 
Communications Services (Act 917/2014, 2023, Section 205), which regulates the 
storage and collection of cookies in online services in Finland. 

Despite legislation’s importance and impact, researchers such as Liu et al. 
(2022) have questioned whether the current legislation is in fact effectively pro-
tecting users’ online privacy. To support this, Matte et al. (2020) extensively stud-
ied cookie consent requests on 560 websites and detected more than 50% of them 
to have at least one legislation violation related to the GDPR regulation or the 
ePrivacy directive. As the legislation is still relatively young, these kinds of find-
ings may be expected, as not every practitioner is yet familiar with them. 
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2.1.3 Cookie consent requests 

Due to legislative changes, as presented in the previous subsection, user’s per-
mission is now required for collecting and using non-essential cookies on any 
website in the EU. Therefore, the user is presented with a cookie consent request 
(also commonly known as cookie banner or consent notice; later also referred to 
as consent requests or requests) when first entering a website. 

A cookie consent request’s purpose is to inform the user about cookie col-
lection’s purpose, storage, and use, and to get the user’s informed consent for 
collecting them in the first place (Finnish Transport and Communications 
Agency [Traficom], 2022). Another important reason for the request is to make 
the user more aware of their privacy and the company’s privacy practices (Trafi-
com, 2022). By law (GDPR, 2016/679), the request should include an accurate and 
specific description of what type of data is collected of the user, why, and for how 
long the cookie data will be saved for, who is responsible for storaging it and 
where. The request should also inform whether third parties are going to have 
access to the cookie data, and a good practice would be to offer options for the 
user to not only opt-in or opt-out their consent, but also to select which types of 
cookies they want to consent to (Traficom, 2022). Additionally, the request must 
now feature a simple option for rejecting the collection of all non-essential cook-
ies (Traficom, 2022), and to comply with the GDPR (Regulation 2016/679), the 
user should be able to withdraw their consent as easily as it was given, for exam-
ple, by providing access to cookie settings on the website’s menu. For the user to 
be able to edit their consent later, the GDPR (Regulation 2016/679), requires for 
the website to document and store the user’s consent decision. Lastly, the GDPR 
(Regulation 2016/679) demands that the user should be able to access the website 
even without consenting to non-essential cookies. 

A cookie consent request is commonly presented as a dialogue box (a ban-
ner) that floats over the content of the website (Alharbi et al., 2023). The request 
normally involves two to three consent options for the user to choose from: ac-
cept, decline, and manage options (Alharbi et al., 2023; Kretschmer et al., 2021; 
Singh et al., 2022). Sometimes, the user can also find an option to click “accept 
only essential cookies” (Alharbi et al., 2023), or it might be possible to click the X 
in the corner of the request to exit it. Alharbi et al. (2023), Kretschmer et al. (2021), 
and Singh et al. (2022) all have studied the prevalence of different consent request 
styles, resulting in the following two styles being the most common: binary op-
tions (opt-in or opt-out consent), and cookie categories (multiple cookie category 
types to choose from for the consent). Singh et al. (2022) and Kretschmer et al. 
(2021) found that a style that offers the user categories to choose from is best in 
line with user privacy, as it gives the user the most control over the consent choice. 
Additionally, Alharbi et al. (2023) and Kretschmer et al. (2021) found an informa-
tional cookie wall (contains a short message stating that cookies are collected, and 
an “accept” or an “ok” button to click on) to be amongst the most common styles 
as well. These most common cookie consent request styles were used to create 
mock-ups for the current study’s user tests, and examples of these designs can be 
seen in figures 2, 3, and 4 in subsection 5.2.2. 
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2.1.4 Previous research on users’ perceptions of cookie consent requests 

As the legislative changes have made cookie consent requests common on web-
sites, they can now be considered ubique. Mejtoft et al. (2021) have found that 
due to the cookie consent requests’ ubiquity users have started to automatically 
give their consent without properly reading the request’s content - also known 
as a cookie blindness phenomenon. Mejtoft et al. (2023) in their later study found 
that users care about and are interested in cookies and their privacy, but they still 
do not read the information on the request well enough to give their informed 
consent. Similarly, Ha et al. (2006) have found users to perceive that they are not 
able to make an informed consent. A study by Utz et al. (2019) shows that users 
often are unsatisfied with cookie consent requests’ design and content, and even 
insecure about their possible effects, sometimes resulting in ignoring the request.  
Another reason users might be ignoring the cookie consent requests is that due 
to their frequency and often difficult-to-use or non-user-friendly design, the us-
ers are experiencing annoyance, frustration and even consent fatigue when en-
countering one (Ha et al., 2006; Habib et al., 2019; Kulyk, Hilt, Gerber, & 
Volkamer, 2018; Mejtoft et al., 2023; Nouwens et al., 2020). Along the same lines, 
Mejtoft et al. (2023), Ha et al. (2006), and Nouwens et al. (2020) have found that 
users often see the request as an irritating friction or a distraction in their inter-
action with the website. Users in the study by Ha et al. (2006) even described 
cookie consent requests as overly intrusive. 

A study by Singh et al. (2022) reveals that users often perceive the cookie 
consent requests’ design as time-consuming and having excess information, as 
well as having a lack of transparency and customizability. Moreover, Habib et al. 
(2019) have found users to perceive the cookie consent requests as difficult to use 
or understand, making it difficult to make a consent choice. They suggest that 
this could be caused by, among others, a lack of unified terminology and a com-
plex consent-giving process (Habib et al., 2019). Due to this, some users even de-
scribe cookie consent request as confusing (Ha et al., 2006; Habib et al., 2019), 
which might lead the users to make privacy-unfriendly choices (Kulyk, Hilt, Ger-
ber, & Volkamer, 2018). Not only are users confused, but Singh et al. (2022) have 
found that 71% of 98 participants in their study seemed to be suspicious about 
the websites that used cookie consent requests and believed that tracking was 
happening even without their consent. Another user perception of cookie consent 
requests was found by Habib et al. (2019), when some users in their study de-
scribed cookie consent requests as purposefully burdensome. When it comes to 
the users’ perceived voluntariness, the users in the study by Nouwens et al. (2020) 
described the requests to force them to give their consent. 

Lastly, it has been suggested that users’ general unawareness of cookies’ 
purposes and their effects on users can lead to negative perceptions and emotions 
(Ha et al., 2006). Another reason for negative emotions may be, as suggested by 
Utz et al. (2019), that users have a negative presumption about cookies, and they 
overall do not agree with cookie data collection. To summarize the findings from 
previous research, cookie consent requests are most often perceived and 
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described as something negative by the users, leading to uninformed and pri-
vacy-unfriendly consent decisions. 

2.2 Deceptive design and deceptive patterns 

Deceptive design is a general concept that involves creating misleading experi-
ences and pushing users toward choices or actions that might not be in their best 
interest (Brignull et al., 2023). Within this broader framework, deceptive patterns, 
as defined by Brignull et al. (2023) are specific design elements or tactics inten-
tionally crafted to mislead users. 

In this section, deceptive design and deceptive patterns are introduced as 
concepts, and different types of deceptive patterns are listed with practical exam-
ples. Additionally, legislation prohibiting deceptive design is introduced, and 
previous research on users’ perceptions of deceptive design are presented. 

2.2.1 Deceptive design elements: deceptive patterns 

Deceptive patterns, more commonly known as dark patterns, were first intro-
duced in 2010 after the rise of e-commerce websites that were using deceptive 
design techniques to mislead consumers into buying more, faster and without a 
genuine need for buying (Brignull et al., 2023). Instead of the word “dark”, the 
current study, similar to Brignull et al. (2023), uses the term “deceptive” to mini-
mize the impact of the negatively associated word “dark” on people’s percep-
tions. In the current study, deceptive design is used as a common, general term, 
and deceptive patterns refer to the specific style elements. 

Deceptive patterns are specific style elements within a user interface aimed 
to mislead users (Brignull et al., 2023). An example of a deceptive pattern in a 
cookie consent request is that the user is guided toward accepting all cookies as 
the most appealing and easy-to-notice option in the request. Previous studies 
have shown that deceptive patterns in cookie consent requests often nudge users 
toward a privacy-unfriendly choice, such as consenting to the collection of all 
cookies (Graßl et al., 2021; Mathur et al., 2021) 

A closely related phenomenon to deceptive design is digital nudging. Dig-
ital nudges are design choices that guide the user toward a certain, often positive 
choice, which results in an outcome that the user was looking for (Acquisti et al., 
2018). Deceptive design is different to this, since its main purpose is to mislead 
users into thinking that they are doing something that benefits them, but instead 
of the user the company behind the deceptive pattern is the one that benefits 
more from it (Gray et al., 2018). Brignull (2011) exemplifies this by stating that 
companies might use deceptive patterns to increase their conversion rates, which 
- as it was found by Graßl et al. (2021) and Mathur et al. (2021) - might turn out 
to be a privacy-unfriendly outcome for the user. 

Today, cookie consent requests’ user interface designs are often offered on 
Consent Management Platforms (CMPs) from where companies can buy and 
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simply just copy and paste a piece of code to their own website to add a cookie 
consent request (Singh et al., 2022). CMPs make it easier for companies to out-
source their cookie management process (Santos et al., 2021), and the prevalence 
of a handful of consent request designs has resulted in unwritten design stand-
ardization which has made the requests easier for users to understand and rec-
ognize (Singh et al., 2022). Contrary to the positive effects of CMPs, Utz et al. 
(2019) have found that a minimum of 57,4% of the 1000 CMP designs that they 
studied used deceptive patterns that nudged the user toward a privacy-un-
friendly consent choice. 

On their website, Brignull et al. (2023) provide a hall of shame of companies 
that have been recognized to use deceptive patterns. Some of the most noticeable 
companies on that list with the most deceptive pattern examples are Google, Am-
azon, Facebook/Meta, Microsoft and Twitter/X. Brignull et al. (2023) also pro-
vide a list of legal cases that have to do with the use of deceptive patterns, with 
one case being a heart rate monitor and a smart watch manufacturer from Fin-
land. Deceptive design is not only used by big corporations, but instead, it is a 
common sight to see on the cookie consent requests of all sorts of websites. To 
exemplify the prevalence of deceptive patterns, Mathur et al. (2019) found 1818 
instances of deceptive patterns form 1254 websites that they studied. Similarly, 
Alharbi et al. (2023) found that over 90% of the 243 e-government websites that 
they studied used deceptive patterns in their cookie consent requests. In the same 
vein, Krisam et al. (2021) studied 500 German websites’ cookie consent requests 
from which they found that 85% of them nudged users toward a privacy-un-
friendly choice. Although companies might benefit from using deceptive design 
(Brignull, 2011), the use of deceptive design can lead to negative perceptions in 
users, possibly damaging the organization’s reputation and their customer rela-
tionships (Mejtoft et al., 2023). 

The ethical side of deceptive design is an important part of research discus-
sion as well. Gray, Santos, Bielova, et al. (2021) found that deceptive patterns raise 
ethical dilemmas in users, and similarly, Gray et al. (2018) found that design prac-
titioners have several ethical concerns related to the topic. Equally, Graßl et al. 
(2021) state that using deceptive patterns faces both legal and ethical problems. 

2.2.2 Types of deceptive patterns 

Brignull et al. (2023) have defined 16 different types of deceptive patterns. Mul-
tiple previous studies have been conducted to study the prevalence of these dif-
ferent types of deceptive patterns (see, Alharbi et al., 2023; Gray et al., 2018; Habib 
et al., 2022; Martini and Drews, 2022; Mejtoft et al., 2021; Soe et al., 2020). Of these 
16 types, nine were found more commonly than others in those studies: compar-
ison prevention, confirmshaming, forced action, misdirection, nagging, obstruc-
tion, preselection, sneak into basket, and visual interference. Table 1 below in-
cludes the definitions of these patterns and gives practical examples of how they 
could be used in a cookie consent request. Picture examples of deceptive patterns 
can be seen in figures 2, 3 and 4 in subsection 5.2.2 where the mock-ups for the 
user tests of this study are introduced. 
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TABLE 1 Deceptive patterns commonly found in cookie consent requests, with examples 

Deceptive 
pattern 

Definition Example in a cookie consent  
request 

Comparison  
prevention 

“The user struggles to compare 
products because features and 
prices are combined in a complex 
manner, or because essential infor-

mation is hard to find.”a 

There is no clear option to view de-
tails of each cookie category, mak-
ing it difficult to compare each of 
their impacts on the users’ privacy. 

Confirm- 
shaming 

“The user is emotionally manipu-
lated into doing something that they 

would not otherwise have done.”a 

Decline button says: “No thank you, 
I want a bad user experience”. 

Forced  
action 

“The user wants to do something, 
but they are required to do some-

thing else undesirable in return.”a 

The user is required to accept all 
cookies before getting access to the 
website, without an option to de-
cline consent. 

Misdirection “The design purposefully focuses 
your attention on one thing in order 
to distract your attention from an-

other.”b 

“Accept all” is a big, bright green 
button, while “decline all” is a very 
small button and has a light gray 
color. 

Nagging “The user tries to do something, but 
they are persistently interrupted by 
requests to do something else that 

may not be in their best interests.”a 

The user is repeatedly prompted to 
accept all cookies each time they en-
ter a new page on the website, de-
spite previously declining consent. 

Obstruction “The user is faced with barriers or 
hurdles, making it hard for them to 
complete their task or access infor-

mation.”a 

Multiple steps and navigating to 
hidden menus are required to de-
cline cookies. Accepting to all is a 
simple option. 

Preselection “The user is presented with a de-
fault option that has already been 
selected for them, in order to influ-

ence their decision-making.”a 

All cookie categories are preselected 
by default, encouraging the user to 
accept to all of them without mak-
ing their own conscious decision. 

Sneak into 
basket 

“The use of reading order manipu-
lation to “sneak” information past 

the user.”c 

Non-essential and essential cookies 
are included in the default selection, 
making it easy for users to overlook 
and unintentionally accept both. 

Visual  
interference 

“The user expects to see information 
presented in a clear and predictable 
way on the page, but it is hidden, 

obscured or disguised.”a 

“Decline all” option is in small, low 
contrast text that does not look like 
a clickable button. “Accept all” is 
the opposite, very easy to notice. 

Note:  

aBrignull et al. (2023, Section titled "Types of Deceptive Pattern”).  

bGray et al. (2018, p. 4) 

cGray, Santos, Bielova, et al. (2021, Section 4.2.2) 
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2.2.3 Legislation prohibiting deceptive design 

There are multiple legislations in the European Union attempting to ensure fairer 
design practices on the internet (Brignull et al., 2023). In addition to the GDPR 
(Regulation 2016/679) mentioned earlier, Unfair Commercial Practices Directive 
(UCPD; Directive 2005/29/EC) and Digital Markets Act (DMA; Regulation (EU) 
2022/1925) apply to the use of deceptive design in some ways. The UCPD (Di-
rective 2005/29/EC) and the DMA (Regulation 2022/1925) prohibit unfair, mis-
leading, and aggressive commercial practices, which could apply to guiding the 
user toward accepting to all or for example, marketing cookies, which the con-
sumer would not have originally wanted to do. 

Additionally, according to the DMA (Regulation 2022/1925), companies are 
required to share important information that consumers need to make well-in-
formed decisions, which deceptive patterns often disguises. Furthermore, the 
UCPD (Directive 2005/29/EC) prohibits companies from hiding or obscuring in-
formation in any way that could mislead customers. According to the GDPR 
(Regulation 2016/679) rules that apply to deceptive design, hiding information 
needed for user’s informed consent is prohibited, consent has to be given volun-
tarily, transparency from data collectors is insisted, privacy as the default option 
is required, and vague language or preselected cookie choices are not accepted. 
None of these regulations explicitly ban the use of deceptive design, although 
they strongly suggest against it. 

2.2.4 Previous research on users’ perceptions of deceptive design 

Much of the existing literature on deceptive design has shown that it raises neg-
ative perceptions and emotions in users. In Maier and Harr’s (2020) study, users 
described deceptive patterns negatively as sneaky, hidden, triggering, forcing, 
and dishonest, viewing the patterns as unethical and manipulative behavior by 
the organization. The participants were also concerned of the deceptive patterns 
causing them personal harm (Maier & Harr, 2020). In a study by Bongard-
Blanchy et al. (2021), users described deceptive patterns as ridiculous. In the same 
negative vein, Gray, Chen, Chivukula, and Qu (2021) have as well found that 
users describe deceptive patterns as aggressive, unprofessional, twisted, mis-
leading, complicated, and difficult. In a study by Lupiáñez-Villanueva et al. 
(2022), negative perceptions related to deceptive patterns were also prominent. 
The participants of their study described interfaces with deceptive design to be 
more difficult to understand, less transparent, and unclear regarding how to 
complete the action that the user intended. 

Maier and Harr (2020) found the users to express negative emotions related 
to deceptive patterns. The users brought up emotions such as annoyance, anger, 
irritation, frustration, worry and stress, and feeling stupid or pressured. A similar 
finding was made by Bongard-Blanchy et al. (2021) who found that deceptive 
design made the users feel frustrated and anxious. Lupiáñez-Villanueva et al. 
(2022), as well, made similar findings in their study, reporting that users were 
feeling stressed, anxious, and annoyed by deceptive design. Similarly, Gray, 
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Chen, Chivukula, and Qu (2021) concluded negative emotions from their study 
– the users mainly reported feeling distressed, upset, hostile, and irritable, as well 
as some of the following emotions: being nervous, afraid, scared, or jittery. Along 
the same lines, a study by Mathur et al. (2021) concludes that users express more 
negative emotions after interacting with deceptive patterns. 

Some participants in the study by Gray, Chen, Chivukula, and Qu (2021) 
described that a data collector that uses deceptive patterns is only thinking of 
their own benefit. Therefore, many participants in their study expressed feeling 
undervalued as a person when deceptive patterns were used. As another percep-
tion, Mejtoft et al. (2023) pointed out that the use of deceptive patterns can make 
the users suspicious of the website and the organization’s trustworthiness and 
credibility. Quite similarly, some participants in the study by Gray, Chen, 
Chivukula, and Qu (2021) described that deceptive design makes it feel like 
something is off or not correct on the website. Furthermore, a study by Lupiáñez-
Villanueva et al. (2022) showed that users’ trust in an organization was dimin-
ished due to deceptive design. Taking the perceptions further, Machuletz and 
Böhme (2020) found that users often regretted their consent decision after they 
had consented to the cookie data collection, if they were afterwards informed 
about the cookies’ effect on the users’ privacy. 

Unlike others, one participant in Maier and Harr’s (2020) research men-
tioned there to be a positive side to deceptive patterns: being pressured helps to 
make a decision faster. Likewise, contrary to the previously mentioned studies, 
Keleher et al. (2022) found that the majority of the users in their study generally 
found deceptive patterns to be more positive (e.g., honest and ethical) than neg-
ative, which they assume proves that experts often incorrectly assume users’ re-
sponses and perceptions. But even in their research, users described deceptive 
patterns as intrusive, which is a negatively associated description (Keleher et al., 
2022). 

Contrary to most previous studies, Gray, Chen, Chivukula, and Qu (2021) 
found that some participants felt sympathy toward an organization that uses de-
ceptive patterns because the participants thought that maybe the organization 
does not use the patterns on purpose. Additionally, the participants in their study 
wanted to understand the organization’s need to survive financially, which de-
ceptive patterns, as stated by Brignull (2011), help with by increasing the com-
pany’s conversion rates. Still, some participants in the study by Gray, Chen, 
Chivukula, and Qu (2021) also described the use of deceptive patterns as short-
sighted. 

Interestingly, some participants in Maier and Harr’s (2020) study seemed to 
have a resigned attitude to deceptive patterns due to being used to seeing them 
so much. A similar finding was made by Di Geronimo et al. (2020) who suggested 
that due to the ubiquity of deceptive patterns, users see it as a part of their normal 
interaction with websites. Lupiáñez-Villanueva et al. (2022) have similarly stated 
that users might not see the negative side of deceptive patterns due to their ubiq-
uity. 
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Previous research has additionally focused on users’ knowledge and edu-
cation on the topic of deceptive design. For example, Di Geronimo et al. (2020) 
and Keleher et al. (2022) have found that users are not able to recognize deceptive 
design in the first place. Di Geronimo et al. (2020) suggest that educating users 
on deceptive design would be the first step in making the users act more careful 
when it comes to their privacy. As an interesting point, Keleher et al. (2022) have 
stated that the users could have different perceptions of deceptive design if they 
were educated on the topic – if they were educated, they would for example, 
know deceptive design’s potential risks. Lupiáñez-Villanueva et al. (2022) made 
a similar notice – they suggested that users’ limited awareness of the topic might 
cause them to not acknowledge their negative experiences related to deceptive 
patterns. 

Additionally, it should be noted that not only does deceptive design influ-
ence users’ perceptions, but it also influences users’ behavior. The existing liter-
ature on deceptive design’s impact on users’ consent choices is extensive, in con-
trast to users’ perceptions on it. Studies by Machuletz and Böhme (2020) and 
Nouwens et al. (2020) showed that deceptive design guides the user toward ac-
cepting more cookie data collection purposes than they would have initially 
wanted to. Several studies, such as Habib et al. (2019) and Utz et al. (2019) demon-
strated that deceptive design makes it more difficult to decline cookie data col-
lection. Like many other scholars, Mathur et al. (2021) have reported that decep-
tive design undermines users’ privacy by guiding them toward privacy-un-
friendly consent choices. Similarly, Mathur et al. (2019) have argued that decep-
tive design prevents users from being fully informed about cookies and the ef-
fects of different consent choices, often leading them to act contrary to their initial 
intentions. In the current study, the focus is on users’ perceptions, not their be-
havior, and therefore deceptive design’s influence on users’ consent choice is not 
more thoroughly investigated. 

Lastly, it is important to mention that users’ perceptions are always context- 
or design-dependent, and different deceptive patterns might be perceived with a 
different level of negativity or positivity (Lupiáñez-Villanueva et al., 2022). 
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In this chapter, the concept of privacy and its historical development is intro-
duced from the historical context to the current digital era, concluding with what 
online privacy implies today. In the latter part of the chapter, privacy-protective 
design guidelines and attributes are presented, because they provide important 
insights for interpreting the results and understanding design’s influence on us-
ers’ perceptions of privacy. 

3.1 Introduction to privacy concepts and definitions 

In this section, the evolution of the definition of privacy is introduced. Key foun-
dational theories of privacy are presented, supported by traditional scholarly 
perspectives. More importantly regarding the study’s context, it is introduced 
how users define private information. This section establishes the theoretical ba-
sis for the complex and always evolving concept of privacy. 

3.1.1 Evolution of privacy: historical context 

Researchers from multiple fields have tried to conceptualize privacy, including 
psychology (Altman, 1975), law and economics (Posner, 1981; Warren & Brandeis, 
1890), political science (Westin, 1967), and information systems (e.g., Culnan & 
Armstrong, 1999; Smith et al., 1996). There are some similarities between the def-
initions, but still, there is not only one way to define privacy. Since no common 
ground has been established in the previous, historical, conceptualizations, re-
searchers have later tried to come up with a common concept of privacy (see e.g., 
Margulis, 2011; and Smith et al., 2011). 

The first definition of privacy dates back to the late 1800’s when Warren and 
Brandeis (1890) argued for the recognition of a person’s legal right to privacy, 
stating that individuals have the right “to be left alone and able to control the 
release of his or hers personal information”. The conceptual development of pri-
vacy has been divided into four stages by Westin (2003), and these stages are 

3 PRIVACY AND DESIGN 
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followed in this subsection when introducing the historical development of pri-
vacy. To start with, the baseline for privacy was created after the second World 
War (1945-1960) when the development of information technology was on the 
rise, although not much importance was put on the privacy perspective (Westin, 
2003). 

The second stage of privacy development happened around 1961-1979 
when central data bank projects and third-generation computer systems with re-
mote access were developed (Westin, 2003). During this period, Westin (1967) 
and Altman (1975) coined their primary theories of privacy, defining privacy as 
one’s personal control over information sharing. Westin (1967) identified four 
states of privacy: solitude, intimacy, anonymity and reserve. Additionally, he de-
fined four purposes of privacy: personal autonomy, emotional release, self-eval-
uation, and protected communication (Westin, 1967). Altman (1975) expanded 
Westin’s definition, defining privacy as “the selective control of access to the self” 
(p. 24). Altman’s (1975) definition focuses on the fluid nature of privacy and in-
troduces the idea of four zones: intimate, personal, social, and public – within 
which the expectations of privacy vary based on cultural influences. Altman’s 
(1975) preliminary idea of privacy as a social, psychological, and cultural process 
was later supported by Waldo et al. (2010) who stated that privacy is context-
dependent and prone to changes. In 1977, Margulis made an attempt to unify 
Westin’s (1967) and Altman’s (1975) theories by concluding that privacy “repre-
sents the control of transactions between person(s) and other(s), the ultimate aim 
of which is to enhance the autonomy and/or to minimize vulnerability” (Margu-
lis, 1977, p. 10). 

The third stage of privacy development happened between 1980-1989, dur-
ing which the importance of privacy did not increase or change, but on the other 
hand, the first privacy protection acts were enacted due to enhanced computer 
performance (Westin, 2003). During this time, Posner (1981) created a new defi-
nition of privacy emphasizing the importance of an individual’s ability to control 
and protect their personal information and decisions, and seeing privacy from 
three perspectives: secrecy, seclusion, and autonomy. Privacy as secrecy views 
privacy as an individual’s ability to control and limit access to their private infor-
mation (Posner, 1981), similar to Westin’s (1967) concept of reserve. Privacy as 
seclusion refers to the physical and psychological space away from others (Pos-
ner, 1981), similar to Westin’s (1967) solitude state. Finally, Posner’s (1981) defi-
nition of privacy as autonomy refers to an individual’s right to be in charge of 
their own decisions and information without others’ interference, with personal 
freedom and self-determination as main concepts. Autonomy is a unique dimen-
sion in Posner’s (1981) framework, when compared with the one by Westin. 

The fourth stage of privacy development happened during the turn of the 
millennium (1990-2002), characterized by the rise of the Internet and modern 
technologies such as mobile phones (Westin, 2003). This is when privacy started 
to become a prioritized issue both socially and politically (Westin, 2003).  In 1999, 
Pedersen supported Westin’s (1967) four states of privacy (solitude, intimacy, an-
onymity, and reserve) and uniquely extended them with creativity, highlighting 
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that not only should individuals be protected from others but also be able to 
freely engage in creative activities and explore ideas without external pressure 
(Pedersen, 1999). 

To conclude, Posner’s (1981), Pedersen’s (1999), and Westin’s (1967) per-
spectives – solitude, intimacy, anonymity, autonomy, and creativity - combined 
provide a comprehensive basis for privacy. On top of those, the changing nature 
and complexity of privacy, as well as individuals’ constantly changing needs in-
fluence the concept’s definition (Westin, 2003). Moving forwards, technological 
change has brought new dimensions to the concept of privacy, which will be dis-
cussed next. 

3.1.2 Evolution of privacy: the digital era 

Modern technologies and the commercialization of the Internet have required the 
concept of privacy to change and adapt (Westin, 2003). Waldo et al. (2010) have 
identified three drivers of change for privacy: technological change, societal 
shifts, and discontinuities in circumstances (e.g., sudden changes in people’s pri-
vacy concerns due to data breaches). These drivers have made privacy in the dig-
ital era more complex than ever, as individuals are now facing new privacy con-
cerns in online environments (e.g., Malhotra et al., 2004). 

As the concept of privacy has adapted to the digital era, its definition has 
shifted from a traditional concept of personal rights and limits to one’s infor-
mation, to a complex process of data management and control over privacy. 
Alharbi et al. (2023, p. 2) define internet privacy as “the ability to control the per-
sonal information users want to share on the internet”, highlighting that individ-
ual’s control over their data has become a central part of understanding modern 
privacy. 

Online data collection, according to Chellappa and Sin (2005), involves var-
ious types of information of individuals, such as anonymous, personally uniden-
tifiable, and personally identifiable information. However, not all this data might 
necessarily be considered private by the person, as each individual, according to 
Petronio (2016), defines private information differently. Petronio (2016) suggests 
that an individual’s information is considered private, as soon as the person starts 
thinking of any of the following questions: Who knows about this information? 
Who is restricted to this information? How much do others know about this in-
formation? When is this information told to someone? And when is this infor-
mation concealed from others? Another way to tell if the person finds the infor-
mation private is when the individual shows behavioral indicators of wanting to 
manage their private information (Petronio, 2016). These considerations are im-
portant in the interviews of the current study, when participants define the level 
of privacy that they perceive to have or the personal importance of information 
privacy for them. 

As online data collection has increased, so have individuals’ online privacy 
concerns (Antón et al., 2010). As a result, multiple privacy concern scales have 
been developed, of which, the scale for Internet Users’ Information Privacy Con-
cerns (IUIPC) by Malhotra et al. (2004) is commonly used. The IUIPC scale 
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emphasizes individuals’ concerns around the collection of their private data, 
their personal control over privacy, and their awareness of information privacy 
practices. This increase in privacy concerns has also made individuals more 
aware and interested in the following questions regarding their privacy: 1) what 
type of personal data is collected; 2) who the data is shared with; and 3) if the 
data is sold to third parties (Barth et al., 2022). 

Growing concerns have had a regulatory impact as well. The rise of data 
collection technologies, such as cookies, has pushed policymakers to regulate 
online data collection more precisely, carrying out legislations such as the GDPR 
(Regulation 2016/679) and the ePrivacy Directive (2002/58/EC), as introduced 
in section 2.1.2 Cookie compliance. Additionally, other tools and ways of protect-
ing privacy have emerged due to the increased concerns and risks that an online 
environment opposes to privacy. As a broad example, Waldo et al. (2010) present 
eight tools of protecting privacy: personal unilateral actions (self-help), technol-
ogy, policy, limits on outsider access, prevention of internal abuse, notification, 
correction, and Fair Information Practices. Individuals, organizations, and gov-
ernments should all take action in these areas to enhance privacy (Waldo et al., 
2010). 

Despite the many changes in the definition of privacy and the many chal-
lenges that it faces in the modern day, privacy still remains important to both 
individuals and organizations. As technology keeps evolving, so does the need 
to adapt the understanding and definition of privacy, making it a dynamic and 
highly context-specific concept. 

In this study, privacy is seen as the protection of an individual and their 
property. It includes three main points of views, drawing from previous research: 
a) an individual should have the right and consent over their own information, 
b) the individual’s information should be concealed from third parties, and c) the 
solitude of the individual should be preserved. On top of the traditional defini-
tions, Westin’s (2003, p. 451) conclusion of privacy as a “quality of life topic” is a 
good way to conclude the importance of privacy on a personal level. 

3.2 Privacy-protective design 

Since the protection of users’ personal information has gotten more important as 
technology develops and pushes the concept of privacy to change, it is also in-
creasingly important to think of how privacy can be better protected in the digital 
era. One of the measures to protect users’ privacy is through design, and this 
section introduces two different privacy-protective design frameworks that have 
been established. 

The first one of the privacy-protective design frameworks used as a guide-
line in this study are Privacy by Design (PbD) principles introduced by Cavoukian 
in 2010. According to her, the PbD principles could mitigate users’ privacy con-
cerns and improve the protection of personal data. She proposed seven founda-
tional principles for creating useful and usable privacy interfaces, such as cookie 
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consent requests. She also notes, that adhering to the Fair Information Practices 
(as introduced in subsection 4.3.2 Control over privacy) can help in improving 
users’ privacy. The following seven PbD principles (Cavoukian, 2010) are in-
tended for designers to use as guidelines at every stage of an interface design 
process: 

• The interface should be proactive, not reactive, and preventative, not re-
medial. 

• Privacy should be the default setting that provides privacy to the user, 
even if they have not changed the settings themselves yet. 

• Privacy should be embedded into the design as a core functionality, and 
not be a separate function or an additional setting. 

• Privacy should offer full functionality, supporting both legitimate privacy 
interests and any privacy objectives, without requiring compromises or 
diminishing another component’s importance. 

• Privacy should provide end-to-end protection for users’ private data – 
their data should be kept private during its whole lifecycle in the organi-
zation and deleted appropriately when needed. 

• The organization’s privacy practices should be visible and transparent. 

• Users’ privacy should be respected, prioritizing user interests and em-
powering user-centricity with privacy-defaults, appropriate notices, and 
user-friendly design choices. 

These PbD principles (by Cavoukian, 2010), when applied to cookie consent re-
quests, could counter any deceptive design practices that are privacy-unprotec-
tive. To exemplify the importance of these principles for a user’s privacy, a cookie 
consent request designed following these principles could look as follows. First, 
the request would be proactive, appearing immediately on the page informing 
the user about the use of cookies before any cookie data collection begins. Then, 
there would be no preselected cookie categories, as the most privacy-protective 
default setting is to only have the essential cookies selected. Additionally, the 
design should prioritize user’s control by offering clear and accessible choices. 
Lastly, the user’s data would be protected end-to-end, with transparent infor-
mation presented to the user about cookies’ purpose, use, and storage. (Inspired 
by the PbD principles by Cavoukian, 2010.) 

Since there is a great deal of research on the topic of PbD by now, a system-
atic literature review on it has been carried out by Barth et al. (2022). Barth et al. 
(2022) gathered together the current approaches to understanding online privacy, 
concluding with thirteen privacy attributes related to privacy visualizations. Pri-
vacy visualizations are design interfaces - such as cookie consent requests - that 
an organization uses to communicate their privacy measures and legislative com-
pliance to the users (Barth et al., 2022). Cookie consent requests can be considered 
a privacy visualization because they inform the users about the organization’s 
data collection purposes and methods and make them understandable to users 
so that they can make an informed consent-decision. The privacy attributes by 
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Barth et al. (2022) focus on specific characteristics that are essential for protecting 
users’ privacy. In this thesis, it is expected that privacy visualizations could also 
contribute to a more positive perception of privacy by establishing a foundation 
of trust between the users and the data collector – and therefore, the use of de-
ceptive design could possibly influence how users perceive some of these attrib-
utes in a cookie consent request. The fifteen privacy attributes by Barth et al. (2022, 
pp. 20-21) are as follows: 

• Accountability = “Can the service provider be held accountable for viola-
tions?” 

• Anonymization = “Are all identifiable markers completely removed so 
that data can never be tracked back to a single person?” 

• Collection = “Which data are collected?” 

• Control = “Must the data subject provide consent for collection and pro-
cessing of their data and to what extent is the data subject able to opt-out 
of data collection or processing?” 

• Correctness = “Are there mechanisms for preventing and fixing incorrect 
data?” 

• Disclosure = “What is the attitude of the service provider toward requests 
from law enforcement?” 

• Functionality = “Is the user forced to choose between functionality and 
privacy?” 

• Purpose = “What is the collected data used for?” 

• Pseudonymization = “Are personally identifiable markers replaced by ar-
tificial identifiers, or pseudonyms, such that data can only be traced back 
to individual users with the help of additional information?” 

• Retention = “How long is the collected data stored?” 

• Right to be forgotten = “Can data subjects request that all personal data 
be removed?” 

• Sale = “Are any of the data sold to third parties?” 

• Security = “What technical measures are taken to ensure that data are pro-
tected from unauthorized or malicious access?” 

• Sharing = “Does any of the collected data leave the ownership of the ser-
vice provider?” 

• Transparency = “Is the user able to obtain information with regards to 
how their personal data are handled?” 

These privacy attributes by Barth et al. (2022) should be considered when design-
ing privacy visualizations, as they are important regarding how users perceive 
an organization’s privacy measures. By making sure that each of the attributes’ 
questions are answered during the design process and transparently communi-
cated to users in a privacy visualization - such as a cookie consent request - users’ 
privacy perceptions may improve (Barth et al., 2022). 

The PbD principles and the privacy attributes were used in this study dur-
ing the interviews’ design theme. The participants were asked questions related 
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to most of these points, in relation to how they perceive them in a cookie consent 
request, and how the use of deceptive design might influence their perception of 
the attribute/principle. In the data analysis, some of these attributes and princi-
ples were used as codes, and they were taken into account when pinpointing 
specific parts of the users’ privacy perceptions. Additionally, these privacy pro-
tective-design frameworks are referred to when giving suggestions for a more 
privacy-protective cookie consent request design. 

In addition to the above-mentioned privacy-protective design frameworks, 
multiple researchers, such as Kulyk, Mayer, Käfer, and Volkamer (2018) have at-
tempted to create more simple cookie consent interfaces to assist users in choos-
ing a privacy-friendly setting. Their suggestion of such interface design includes 
a virtual assistant that guides the user with questions toward their preferred 
cookie settings, while maintaining an option to adjust the settings manually as 
well. Additionally, multiple researchers (e.g., Alharbi et al., 2023; Habib et al., 
2019; Singh et al., 2022; Kretschmer et al., 2021; Ha et al., 2006) have emphasized 
the need for privacy-protective design in cookie consent requests, as well as given 
suggestions on how to achieve that. The suggestions are not further delved into 
in this thesis, as the focus is not on design suggestions, but rather on users’ per-
ceptions. 
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In this chapter, the theoretical framework for the perception of privacy is pro-
posed, consisting of four influencing factors: privacy concerns, control over pri-
vacy, trust in the (cookie) data collector, and perceived privacy risks. The frame-
work is inspired by previous models of perceived privacy (by Adams, 1999; 
Chang et al., 2018; Dinev et al., 2013), which are briefly presented in this chapter 
as well. Additionally, the role of design in this framework is presented, as guided 
by the purpose of this study. Lastly, previous research regarding any findings 
related to users’ perceptions of privacy and its four influencing factors in the con-
texts of cookie consent requests and deceptive design are introduced. 

4.1 Overview of the framework 

In this study, the theoretical framework for the perception of privacy consists of 
four influencing factors: users’ privacy concerns, control over privacy, trust in 
the (cookie) data collector, and lastly, their perceived privacy risks. Each of these 
factors contribute to a user’s overall perception of privacy. The goal of this study 
is to investigate how design, more specifically deceptive design, influences this 
overall perception and the four influencing factors within, and therefore design 
is added to the framework as a possibly influencing factor. The context of this 
study is cookie consent requests, to which the framework is applied to. Figure 1 
below illustrates the theoretical framework for the perception of privacy, high-
lighting design’s position in it. This framework, when compared with previous 
models and frameworks, uniquely takes a comprehensive, user experience-ori-
ented perspective on privacy, and incorporates the design factor in it. 

4 THEORETICAL FRAMEWORK FOR THE 
PERCEPTION OF PRIVACY 
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FIGURE 1 The study’s theoretical framework for the perception of privacy 

While previous studies (Adams, 1999; Chang et al., 2018; Dinev et al., 2013) have 
studied perceived privacy, the current study attempts to make a difference be-
tween perceived privacy – a measurable, rational, and often static concept - and the 
perception of privacy – a fluid, subjective user experience. The current study’s 
framework differs from the previous models of perceived privacy by taking a 
more flexible, and user experience-oriented perspective to the topic in order to 
capture users’ comprehensive impressions and perceptions of the topic at hand, 
from a privacy-perspective. 

Previous research has not yet defined the meaning of perception of privacy, 
but in this study, it is suggested that it entails users’ broader understanding, feel-
ings, impressions, responses, and beliefs of the state of their privacy, making it 
suitable for qualitative studies where users’ can more flexibly express their 
thoughts compared to quantitative methods. For example, the outcome for a per-
ception of privacy could be that the user perceives the state of their privacy as 
protected, respected, compromised, undervalued, or unimpacted. It is expected 
that these perceptions would stem both from the four influencing factors intro-
duced in the current study’s framework, as well as other impressions that the 
users might have. The core question behind the perception of privacy in this 
study is: “How well does the user perceive their personal information being kept 
confidential and under their own control?”, based on the definition given for pri-
vacy in chapter 3. 

The definition and content for this study’s framework for perception of pri-
vacy derived from previous models for perceived privacy (Adams, 1999; Chang 
et al., 2018; Dinev et al., 2013). The models were examined regarding their suita-
bility for conducting this qualitative study. It is important to note, that the current 
study’s framework is experimental and not used in previous research in its cur-
rent shape. 

Compared with the definition of perception of privacy, perceived privacy 
could be used to define a certain amount or level of privacy in a specific context, 
and thus suits quantitative studies better, such as the models by Dinev et al. (2013) 



30 

and Chang et al. (2018) have shown. Dinev et al. (2013, p. 299) conceptualize per-
ceived privacy as “an individual’s self-assessed state in which external agents 
have limited access to information about him or her”.  

It is important to acknowledge that multiple other factors can also influence 
how users perceive their privacy. These include the participants’ demographics 
such as their gender, age, education, and income (as introduced in Chang et al., 
2018), their personal characteristics like personality traits and previous experi-
ences (see e.g., Bansal et al., 2010), and their knowledge of privacy practices (e.g., 
Ha et al., 2006; Keleher et al., 2022). Additionally, information sensitivity (Chang 
et al., 2015), and cognitive load (Nouwens et al., 2020) have been found to influ-
ence privacy perceptions. Lastly, brand reputation can also have an influence 
(Brakus et al., 2009). However, due to the scope of this study and resource limi-
tations, it is not possible or of interest to study the influence of all these factors, 
and thus, the framework only focuses on the four main influencing factors, as 
included in the models by Adams (1999), Chang et al. (2018), and Dinev et al. 
(2013).  

The theoretical framework is used in the preparation of the interview 
themes and questions. Additionally, it is used as a theoretical lens for analyzing 
data to conclude an overall finding of the perceptions of privacy and understand 
the influence of deceptive design on this perception. Next, the three previous 
models for perceived privacy (by Adams, 1999; Chang et al., 2018; Dinev et al., 
2013) are presented, as they have inspired the configuration of this framework. 

4.2 Previous models inspiring this framework 

Three models on perceived privacy by Adams (1999), Chang et al. (2018), and 
Dinev et al. (2013) were used as a basis and inspiration for the theoretical frame-
work used in this study. Here, it should be paid attention to the distinction be-
tween perceived privacy and perception of privacy, as introduced in the previous 
section. Despite previous models focusing on users’ perceptions on the four in-
fluencing factors individually, no prior model has looked at how all these four 
factors contribute to the overall user experience-oriented perception of privacy, 
and what kind of role (deceptive) design has in shaping the perception. 

The first of the three main models for perceived privacy was coined by Ad-
ams in 1999. Adams’ model attempts to explain perceived privacy and its effect 
on users’ attitudes and behavior in multimedia communication environments. 
The model model consists of three main factors for the user’s perceived privacy: 
information sensitivity, information usage, and information receiver (Adams, 
1999). First in the model, the user judges the level of their personal information’s 
sensitivity. Second, the user evaluates whether they trust the information re-
ceiver (also known as data collector), and whether the information shared with 
them is too vulnerable not to share. Third in the model, the user balances the 
perceived risks and benefits of sharing information with the data collector, influ-
encing the user’s willingness to share data with them. Regarding the risk-benefit 



31 

balance, the user considers how the information is used by the data collector (Ad-
ams, 1999). All these three factors affect each other in one way or another, finally 
creating the idea of perceived privacy in Adams’ model. From this model, user’s 
trust in the data collector and the user’s consideration of the risk-benefit balance 
was taken to the current study’s theoretical framework, as they were also in-
cluded as main influencing factors in the models by Dinev et al. (2013) and Chang 
et al. (2018). Additionally, the information sensitivity aspect from Adams’ (1999) 
model was used in this study during the interviews when trying to understand 
users’ disposition to their privacy and their perceived sensitivity of cookie data, 
as a foundation and context to discussing the users’ perceptions of privacy more 
in depth. Despite Adams’ (1999) model having usable ideas for the current 
study’s framework, the model as a whole was considered too narrow to directly 
use in the current study for understanding users’ comprehensive perceptions of 
privacy, as modern technologies and online environments have already pro-
posed other factors that influence users’ perceived privacy after the introduction 
of the model in 1999. These additional factors can be seen in the models by Chang 
et al. (2018) and Dinev et al. (2013) that are introduced next. 

The second of the three models for perceived privacy was coined by Chang 
et al., first in 2015, later expanding and modifying their model in 2018. The 2018 
version of their model was used as inspiration for the current study’s theoretical 
framework. The model of Chang et al. (2018) for perceived privacy is called the 
Privacy Boundary Management model, in which the end state is perceived pri-
vacy. The focus of the model (Chang et al., 2018) is on understanding how indi-
viduals evaluate the adequacy of institutional-level privacy policies and practices. 
The model explores whether a user perceives that their personal information will 
be secured and managed well by the data collector, balancing this perception 
with the user’s need for their personal information to be handled with trust and 
assurance that their data will remain private. The model (Chang et al., 2018) ex-
plores how individuals ultimately come to a decision of their privacy boundaries 
- deciding what information they want to keep to themselves and what infor-
mation they want to share with others – after assessing the confidentiality of their 
private information and the perceived security of the privacy policies and prac-
tices. In this model, the final decision of the individual’s privacy boundaries is 
their perceived privacy. Chang et al. (2018) have defined that a user’s idea of their 
control, existing risks, possible concerns, and trust in the service or data collector 
all have an influence on the user’s perceived privacy. These four influencing fac-
tors are similar to the current study’s theoretical framework, but the difference is 
that Chang et al. (2018) use these factors as measurable constructs that lead to the 
ultimate decision of the individual’s willingness to share their private infor-
mation with the data collector, unlike the current study’s framework which de-
fines perception of privacy as a subjective user experience that includes the indi-
vidual’s thoughts, understanding, feelings, impressions, responses, and beliefs 
of the ultimate state of their privacy. The model by Chang and colleagues is very 
similar to the current study’s framework, but the difference is mainly in the way 
that they are used: by measuring the privacy (the study by Chang et al., 2018) 
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versus exploring and examining the privacy (the current study’s framework). 
Additionally, different to the model by Chang et al. (2018), the current study 
looks at the individual influencing factors from a broader perspective than just a 
positive-negative scale, including the individual’s comprehensive impressions, 
attitudes, and experiences related to the factors within the study’s context (see 
section 4.3). 

Similar to the current study’s framework, Chang et al. (2018) consider per-
ceived trust and control to enhance the perceived privacy, and perceived privacy 
risks and concerns to diminish the perceived privacy. Chang et al. (2018) have 
statistically proven that these factors influence the individual’s perceived privacy. 
In their model, Chang et al. (2018) have also included the Fair Information Prac-
tices (FIPs; Federal Trade Commission, 1998) as antecedent factors of boundary-
identification. They state that FIPs are important factors to consider in further 
studies, since their effect on boundary-identification is remarkable. Therefore, 
FIPs were used as guiding questions in the interviews of the current study, and 
they are more closely presented in subsection 4.3.2 Control over privacy. 

The third model of perceived privacy was created by Dinev et al. in 2009, 
and further developed and improved in 2013. The 2013 model by Dinev et al. is 
used as inspiration in the current study’s theoretical framework. In their model, 
perceived privacy is considered an individual’s privacy attitude, which is based 
on their perceived control over their privacy and the perceived privacy risks 
(Dinev et al., 2013). These two factors are included in the current study’s theoret-
ical framework as well. In their previous model, Dinev et al. (2009) included an 
aspect of vulnerability of their private information, similar to the model by Ad-
ams (1999). This vulnerability-aspect included privacy concerns (Dinev et al., 
2013), that also Chang et al. (2018) has identified as an influencing factor on per-
ceived privacy. Although, the later model by Dinev et al. (2013) left out the con-
cern factor because it was considered more of an outcome rather than an input in 
the decision-making process regarding privacy, and the researchers decided to 
instead focus on the underlying factors, like information sensitivity, information 
transparency, and regulatory expectations. In the current study, privacy concerns 
factor is included in the framework, as the study specifically looks at the concerns 
as “outcomes” in the users’ overall perceptions of privacy. The earlier model by 
Dinev et al. (2009) showed that perceived privacy was based on individuals’ pri-
vacy values and privacy beliefs, but the further developed model (Dinev et al., 
2013) left out this idea, and instead focuses on the influence of control and risks 
to perceived privacy, as with them it is easier to capture variability of privacy 
perceptions in different contexts. In the current study’s framework, values and 
beliefs are in a central role in understanding users’ perceptions, as the framework 
is only designed for a specific context (cookie consent requests and design). Re-
garding the perceived control factor, Dinev et al. (2013) introduce three influenc-
ing factors for it: anonymity, secrecy, and confidentiality. Anonymity measures 
how well the individuals perceive to be able to hide their identity; secrecy 
measures the individual’s ability to keep back their information from others; and 
confidentiality measures how well the individual thinks that their information is 
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being stored confidentially (Dinev et al., 2013). These anonymity and secrecy fac-
tors were taken into account in the data analysis part of this study when attempt-
ing to understand the participants’ perceptions of control over their privacy. 
Lastly, an additional significantly influencing factor for perceived privacy in 
Dinev and colleagues’ model (2013) is how users balance the perceived risks with 
the expected benefits of sharing their data or using the service – this idea is in-
cluded as an important determinant of users’ perceived privacy risks in the cur-
rent study’s framework. This risk-benefit evaluation (known as privacy calculus 
theory) is more closely introduced in subsection 4.3.4 Perceived privacy risks. 

The model for perceived privacy by Dinev et al. (2013) was neither a fully 
comprehensive model for examining users’ overall perceptions of privacy, as 
some key factors such as concerns and trust (both introduced by Chang et al., 
2018; trust introduced by Adams, 1999) were missing from it. Therefore, the cur-
rent study’s theoretical framework includes parts from each of the three above-
presented models of perceived privacy to gather as comprehensive perceptions 
as possible. Similar to the model by Chang et al. (2018), the model of Dinev et al. 
(2013) attempts to mainly understand the reasoning behind users’ behavior – for 
example, regarding the decision to share private information with someone - 
which is contrary to the current study’s goal of understanding users’ overall, 
comprehensive perceptions and impressions. Furthermore, the models of Chang 
et al. (2018) and Dinev et al. (2013) both have a predictive focus, as they are de-
signed to be used in a quantitative, statistically measurable research. In the cur-
rent study, it is not attempted to predict users’ perceptions or use a hypothesis, 
although the influencing factors picked from the three previous models are used 
as guiding themes throughout the study – making a distinction between using 
the factors as guiding themes rather than measurable variables. 

To summarize, the influencing factors repeated in each of the three previous 
models (by Adams, 1999; Chang et al., 2018; Dinev et al., 2013) were used as guid-
ing themes in the current study’s theoretical framework. This framework, com-
pared to the three previous models, attempts to take a qualitative, flexible and 
user experience-oriented perspective on the topic to comprehensively capture us-
ers’ overall perceptions of privacy. As design’s influence is not considered in the 
previous models, this study uniquely includes it in the framework. Next, the four 
main influencing factors - guiding themes - included in the current study’s frame-
work are more closely introduced. 

4.3 Influencing factors within the framework 

In this section, the four main influencing factors for users’ perceptions of privacy 
are introduced more in depth. Each subsection first explains the concept and in-
troduces how it has been found to connect to privacy perceptions in previous 
models and studies. Additionally, any applicable theories or models for measur-
ing or explaining the factors are introduced, as they will be used in the interviews 
as guiding questions for an in-depth understanding of users’ perceptions of the 
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factor. Likewise, the theories and models related to the factors are used in inter-
preting the results regarding each influencing factor. An overview of this study’s 
interviews and guiding questions can be found in appendix 1. 

4.3.1 Privacy concerns 

The first of the five influencing factors used in this study as guiding themes is 
privacy concerns. Privacy concerns, according to Smith et al. (1996) and Malhotra 
et al. (2004) are users’ concerns regarding the collection, control, storage, use, and 
sharing of personal information. Privacy concerns’ influence on individuals’ pri-
vacy perceptions has previously been proven by Chang et al. (2018), among oth-
ers. Additionally, Smith et al. (2011) have found that privacy concerns have an 
influence on perceived privacy risks and users’ perceived trust (Smith et al., 2011). 
Due to these supporting findings, the privacy concerns factor was added to the 
framework. 

Westin (as cited in Kumaraguru & Cranor, 2005) created an index for un-
derstanding individuals’ general privacy concerns in 1990. His privacy concern 
index consists of four questions about concerns regarding: threats to the individ-
uals’ personal privacy, organizations collecting excessive personal information 
about them, the government invading their privacy, and lastly, their control over 
their personal privacy. 

Another way to measure and understand users’ privacy concerns is the 
Concern for Information Privacy (CFIP) scale by Smith et al. (1996). The CFIP-
scale divides privacy concerns as related to the collection of personal data, unau-
thorized secondary use of personal data, improper access to personal data, and 
errors (Smith et al., 1996). The CFIP scale was created during the early develop-
ment of Internet and focused on traditional, offline marketing. A more modern 
version of this scale was created after the commercialization of Internet. This 
model is called the Internet Users’ Information Privacy Concerns (IUIPC) scale 
by Malhotra et al. (2004). The IUIPC-scale covers three main concerns: collection, 
control, and awareness of information privacy practices. The IUIPC scale more 
precisely covers the individuals’ awareness of the use of their individual data 
(Malhotra et al., 2004). With the earlier CFIP-scale (Smith et al., 1996) people were 
mostly concerned about the errors in their data since the data-handling was 
mainly done by individual organizations. Whereas the later IUIPC-scale by Mal-
hotra et al. (2004) showed people to be less concerned about the errors since they 
could now control that themselves. The development of the IUIPC-scale showed 
people’s concerns to revolve around their awareness of the use of their personal 
data since the digital era has increased the amount of data and possibilities to use 
it (Malhotra et al., 2004). 

In this study, Westin’s privacy concern index in addition to the CFIP- and 
IUIPC-scales were used in creating the guiding questions for the interview theme 
of privacy concerns to better understand what kind of concerns users have of 
cookie consent requests that include deceptive patterns. 

Lastly, Xu et al. (2011) have defined that privacy concerns are affected by 
the user’s perceived control of privacy and privacy risks, which in turn are 
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affected by individual’s perceptions of the organization’s privacy practices and 
coherence to them. Therefore, the privacy concerns theme in this study’s inter-
views included this idea by Xu et al. as a guiding question for better understand-
ing users’ privacy concerns. Additionally, Xu et al. (2011) stated that an individ-
ual’s disposition to value their own privacy is an important influencing factor 
when it comes to their privacy concerns. Likewise, the participants in the current 
study were asked what their general disposition to value privacy is, to better un-
derstand their concerns and their extent. 

To conclude, there are a multitude of ways to be concerned about one’s pri-
vacy, and as previous research (such as, Chang et al., 2018) has shown, privacy 
concerns may have an influence on users’ privacy perceptions. Therefore, the 
previous scales and frameworks mentioned in this subsection for understanding 
individuals’ privacy concerns were used as guiding interview questions in this 
study within the privacy concerns theme. 

4.3.2 Control over privacy 

Control as defined by Xu et al. (2011) is the user’s perception or belief of their 
ability to manage the release and distribution of their personal information. Con-
trol, in this study, refers to the user’s perception of how much control they per-
ceive to have over giving their cookie consent choice. The control over privacy 
factor was added to the framework, as it has been previously proven to influence 
individuals’ perceived privacy (e.g., Chang et al., 2018; Dinev et al., 2013). Chang 
et al. (2018) in fact found control to have the biggest influence on perceived pri-
vacy, which is why this factor is especially important to include in this study’s 
theoretical framework. Additionally, control was already mentioned in the earli-
est privacy definition by Warren and Brandeis (1890) who defined privacy as the 
individual’s ability to control the release of their personal information. Taking it 
further, Chang et al. (2018) have proven control to affect an individual’s trust in 
the data collector, and Acquisti et al. (2015) have found that perceived control 
reduces the individual’s privacy concerns. So, the connection of control to the 
whole framework of perception of privacy is diverse. 

In addition to the previous theories of perceived privacy, control also ap-
pears as a factor in relation to users’ privacy concerns (e.g., Malhotra et al., 2004; 
Xu et al., 2011). For example, in the IUIPC-scale the concept of control was related 
to the individual having “freedom to voice an opinion or exit” the consent-giving 
situation (Malhotra et al., 2004, p. 338). And in the study by Chang et al. (2015) 
control measures the power given by organizations for the individual to manage 
the sharing and collection of their private data. 

Possibly the most recognized theory related to the control of one’s privacy 
is Petronio’s (2013) Communication Privacy Management model (CPM), that fo-
cuses on how an individual manages their privacy boundaries. In this study, the 
2013 version of Petronio’s CPM model is used, although the model dates back to 
its original development in 1991 and further refinement in 2002. The CPM model 
involves an idea of the individual creating a border between their private and 
public information, based on a set of rules and criteria that they find important 



36 

(Petronio, 2013). The model has later been used as a basis for other theories and 
methods related to privacy (e.g., Chang et al., 2018; Xu et al., 2011). Chang et al. 
(2018) have statistically proved the effect of boundary identification to boundary 
rule-formation and ultimately to perceived privacy. This idea of boundary man-
agement and boundary formation was used in this study’s interviews as guiding 
questions to better understand how users want to be able to control their privacy, 
as well as how well they perceive to be able to do it. 

Besides the CPM model, Dinev et al. (2013) introduced three concepts re-
lated to users’ perceived privacy: anonymity, secrecy, and confidentiality. Of 
these, anonymity measures how well the individual perceives to be able to con-
trol their identity, and secrecy measures the individual’s ability to keep back their 
information from others. These two factors were considered when forming an 
understanding of the users’ perceived control in this study’s data analysis. 

Most importantly, the FIPs, as introduced by The United States’ Federal 
Trade Commission in 1998, were used as guiding questions in this study’s inter-
views to understand participants’ perceptions of control. Chang et al. (2018), in 
their privacy boundary management model, mention FIPs as important influenc-
ing factors to the individuals’ perceived privacy, especially regarding the control 
of their privacy boundaries. FIPs are defined into four distinct principles for eth-
ical and responsible collection of individuals’ personal information: notice, 
choice, access, security, and in later versions of FIPs (Federal Trade Commission, 
2000) even enforcement. Notice as a FIP principle refers to individuals being in-
formed about how their data is being collected, handled and shared (Federal 
Trade Commission, 1998). Choice as a FIP principle refers to the individuals’ 
choice to opt-out or control the use and collection of their personal information 
(Federal Trade Commission, 1998). Access as a FIP principle considers the indi-
vidual’s right to access their personal information collected by organizations and 
to be able to verify, review, and delete it (Federal Trade Commission, 1998). Se-
curity as a FIP principle refers to the technical safeguards that the data collector 
should use to ensure that there is no unauthorized access or disclosure of private 
information (Federal Trade Commission, 1998). Enforcement as a later intro-
duced FIP principle, refers to the data collectors’ adherence to the legislative acts 
of privacy, with the possibility of taking legal action in case of any regulative 
infringement (Federal Trade Commission, 2000). Similar to Chang et al. (2018), 
the FIPs were used in the interviews of the current study as a helpful set of con-
cepts to understand the big picture of how the participant perceives the data col-
lector to adhere to ethical and responsible data collection - also highly relating to 
the next introduced influencing factor: trust in the cookie data collector - and how 
well the data collector is perceived to provide control for the user. 

To conclude, there are multiple previous theories and models pointing out 
control’s importance for users’ privacy, which makes it an important factor to 
include in this framework. Various theories and principles were utilized in the 
interviews of this study to understand how well users perceive to be able to con-
trol their privacy, regarding their freely given consent to share or not share their 
cookie data. 
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4.3.3 Trust in the (cookie) data collector 

The influence of trust on perceived privacy has been previously identified in the 
models of Chang et al. (2018) and Adams (1999), and therefore it has been added 
to this theoretical framework of perception of privacy as well. There are some 
other connections related to trust as well within the same framework. Malhotra 
et al. (2004) have stated that control is an influencing factor to trust, and Pavlou 
(2003) has shown trust to influence perceived risks as well. 

Trust has multiple definitions intended for different contexts. In this thesis, 
the original definition of organizational trust by Mayer et al. (1995) and the defi-
nition of web trust by McKnight et al. (2002) are used. Both studies include mul-
tiple levels or layers of trust, which are used as guiding questions in the inter-
views of the current study to help the participants more comprehensively iden-
tify their trust in the cookie data collector. Additionally, these previously identi-
fied layers and levels of trust helped in interpreting the data related to the users’ 
general trust and all its dimensions together. 

Mayer et al. (1995, p. 712) define trust as “the willingness of a party to be 
vulnerable to the actions of another party based on the expectation that the other 
will perform a particular action important to the trustor, irrespective of the ability 
to monitor or control that other party”. Mayer et al. (1995) identified the follow-
ing three key factors for perceived trustworthiness: 

1. Ability of the trustee: the trustee is able to fulfill their responsibilities 
for example, regarding using responsible methods for storaging data. 

2. Benevolence of the trustee: the trustee has good intentions behind using 
the trustor’s data. 

3. Integrity of the trustee: the trustee adheres to the privacy legislation and 
their own privacy policy. 

McKnight et al. (2002) instead take the definition of trust into the digital era, and 
divides the concept of web trust into the following four constructs: 

1. Disposition to trust: the trustor’s general willingness to trust others.  
2. Institution-based trust: 

a. The trustor’s belief that the overall web environment, including its 
legislation and technological functionality, are trustworthy, func-
tional, and secure. 

b. The trustor’s belief that the trustee adheres to these legislations and 
that their technology functions reliably. 

3. Trusting beliefs: the trustor’s perception of the trustworthiness of the 
trustee, based on the three attributes of trust defined by Mayer et al. (1995): 
ability, benevolence, and integrity. 

4. Trusting intentions: the trustor’s willingness to depend on the trustee, for 
example, by sharing private information with them. 



38 

Gefen and Straub (2004) have noted that predictability should be added to the 
definition of trust in order to create a concept of e-Trust that even better captures 
the modern trust of a user in a digital space. Predictability refers to the trustor’s 
expectation of the trustee to behave reliably, reducing the trustor’s uncertainty 
about the relationship (Gefen & Straub, 2004). 

To conclude, the concept of trust is broad and captures the users’ trust com-
prehensively from multiple perspectives. As trust already has a stable position in 
some models of perceived privacy, it is added to this framework of privacy per-
ceptions as well. The previous scholars’ definitions of trust, as well as the varying 
perspectives on it are used as guiding questions throughout the interviews. 

4.3.4 Perceived privacy risks 

Chang et al. (2018) and Dinev et al. (2013) have both proven perceived privacy 
risks to have a direct influence on perceived privacy, and therefore the factor was 
also added into this study’s framework. 

An important theory related to privacy risks is privacy calculus. It helps in 
understanding users’ privacy behavior related to the sharing of their personal 
data, as the user weighs the potential risks with the expected benefits of sharing 
information with the data collector (Dinev & Hart, 2006). The theory was first 
coined in social sciences by Laufer and Wolfe (1977), and later modified to match 
IT research needs by Culnan and Armstrong (1999). After the commercialization 
of the Internet, Dinev and Hart (2006) further extended the theory to match the 
digital behavior of users. In this extended theory, risks were replaced with risk 
beliefs, consisting of sharing information to third parties and misuse of infor-
mation (Dinev & Hart, 2006). Benefits were also replaced with confidence and 
enticement, consisting of: trust in the trustee, reliability of the situation and the 
trustee, safety of the environment, and personal motivation to sharing infor-
mation (Dinev and Hart, 2006). In the extended privacy calculus theory, per-
ceived risks also affect the individuals’ privacy concerns (Dinev & Hart, 2006), 
which further supports adding privacy concerns to the current study’s theoretical 
framework. Dinev & Hart (2004) found the effect of risk-benefit calculus on pri-
vacy concerns to be higher than the effect of perceived control. Additionally, Mal-
hotra et al. (2004) proved that concerns have an effect on risk beliefs. 

The risk-benefit calculation of privacy calculus appears in all three previous 
models for perceived privacy: Adams (1999), Chang et al. (2018), and Dinev et al. 
(2013). And thus, privacy calculus seems to be a logical way to define perceived 
privacy risks and their influence on users’ perceptions of privacy in this study. 
The privacy calculus theory was used in the interviews in the form of asking if 
and how the participant balances risks with the possible benefits when making a 
cookie consent decision. Additionally, the risk-benefit evaluation helped in better 
understanding users’ disposition to value their privacy. 

Privacy risks have been categorized by Dinev and Hart (2006) and Pavlou 
(2003). Dinev and Hart (2006) define two types of privacy risks: sharing infor-
mation to third parties, and misuse of information (e.g., unauthorized access or 
theft). Pavlou (2003) categorizes risks into behavioral and environmental risks. 
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Behavioral risks – related to disclosing private information - can be economic 
risks, personal risks, seller performance risks, or privacy risks. Environmental 
risks are divided into economic risks, and privacy risks (Pavlou, 2003). Environ-
mental privacy risks are defined by Pavlou as theft of private information or their 
illegal disclosure. The privacy risks by Pavlou (2003) are similar and could be 
divided into three simple risks: unauthorized access, theft, and sharing to third 
parties. These privacy risk categories were used as guiding keywords by the in-
terviewer when conducting the interviews of this study. 

To conclude, perceived privacy risks’ influence on perceived privacy has 
been previously pointed out, and therefore it was added into this framework. The 
main way that privacy risks are taken into account in this study is through the 
privacy calculus theory. 

4.4 Design’s role in the framework 

As the study’s goal is to understand how deceptive design influences users’ per-
ceptions of privacy, a design-factor was added to the theoretical framework. It is 
looked at, how design - more specifically deceptive design - influences each of 
the four previously mentioned influencing factors inside the framework, as well 
as deceptive design’s influence on the overall perception of privacy. 

The connection between design and perception of privacy has not yet been 
confirmed, but there have been signs of their connection. For example, the Online 
Buying Persuasion model (OBP) by San Martín and Camarero (2009) shows that 
the website’s design affects customer satisfaction, which in turn affects trust. And 
as it was shown earlier in the models by Chang et al. (2018) and Adams (1999), 
trust directly affects perceived privacy. Similar to the OBP model, a study by Lai 
(2016) shows that design affects the system’s perceived usefulness and perceived 
ease of use, which translates to a person’s motivation to use it. Additionally, Bé-
langer and Crossler (2011) found that design choices, such as transparency, could 
influence users' trust and privacy concerns. Lastly, as already mentioned in sec-
tion 3.2. Privacy-protective design, multiple scholars have found design to have 
some kind of influence on users’ privacy, as there has been a need to develop 
privacy-protective design guidelines.  

The above-mentioned previous models and findings show that there is a 
connection between design and privacy, possibly also regarding users’ percep-
tions of their privacy. In the design-related studies about privacy (introduced in 
section 3.2) deceptive design’s specific influence on users’ perceptions of privacy 
was not studied. 
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4.5 Previous research on users’ perceptions of privacy in cookie 
consent requests and deceptive design 

In this section, findings from existing literature about users’ perceptions of pri-
vacy in the context of cookie consent requests and regarding deceptive design’s 
influence are presented. Aligning with the overall findings from previous litera-
ture, Gray, Chen, Chivukula, and Qu (2021) have reported deceptive patterns to 
cause users to perceive a lack of privacy. Habib et al. (2022) have made a similar 
finding, stating that the poor usability of cookie consent requests, including de-
ceptive patterns, can cause privacy fatigue in users - finding it exhausting to think 
about the consequences of internet use to their privacy - enhanced by the preva-
lence of encountering cookie consent requests. Likewise, Mathur et al. (2021) 
have found deceptive patterns to undermine and diminish users’ privacy. Taking 
it further, Graßl et al. (2021) have demonstrated that a user’s perception of pri-
vacy also affects their consent choice. 

Next, the previous research is presented in relation to the four influencing 
factors for the perception of privacy: privacy concerns, control, trust, and privacy 
risks. It is important to note that no previous research has looked at the percep-
tion of privacy from a qualitative, user experience-oriented perspective, conclud-
ing with the overall perception of privacy, consisting of users’ impressions and 
attitudes on the topic. Additionally, no previous research has shown how decep-
tive design influences the users’ overall perceptions of privacy and its four influ-
encing factors. 

4.5.1 Perceptions of privacy concerns 

When it comes to users’ concerns about their privacy, Alharbi et al. (2023) have 
stated that privacy is one of the biggest concerns of users since websites started 
using cookies, with the main concern of users’ being who has access to their data. 
Regarding privacy concerns, Gray, Chen, Chivukula, and Qu (2021) have found 
users to be the most concerned about the amount or the type of information that 
is being collected of them. The users in their study were also concerned about big 
data – they especially believed that the organization is using that data without 
permission only for their own benefit. The participants of a study by Bongard-
Blanchy et al. (2021) were concerned about the potential risks that deceptive de-
sign could cause, although, the participants stated not to be generally worried 
about their privacy when deceptive design is used. Similarly, Mathur et al. (2021) 
reported users being concerned about the potential risks related to deceptive de-
sign. Lastly, a study by Ha et al. (2006) shows that users were concerned about 
the amount of effort needed for managing the cookie data collection. 

4.5.2 Perceptions of control 

Maier and Harr (2020) argue that users’ control has an important impact to their 
privacy, since with control they can minimize any damage that the possible risks 
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of deceptive design might cause them. The participants in their study stated that 
paying attention and using the internet with caution - whilst remembering that 
not all parties always have the best interest of users in mind - they can protect 
their own privacy (Maier & Harr, 2020). Although, as the following existing lit-
erature shows, despite this idea of users, deceptive patterns do affect users’ con-
trol. Control, in the current study, means the users’ ability to make a consent 
choice that they want. Graßl et al. (2021) have suggested that depending on the 
deceptive pattern users’ perception of control could decrease, but they stated that 
more research is needed to prove this connection. A study by Mathur et al. (2021) 
has shown that user’s privacy could decrease when deceptive patterns are used 
to, for example, push the user toward spending more money than they intend, 
causing financial loss to the user. Forbrukerrådet (2018) and Graßl et al. (2021) 
have both concluded that some deceptive pattern types only create an illusion of 
control. Graßl et al. (2021) have exemplified that this can happen when the users 
are not given an option to decline their consent but rather a settings button, which 
at the end does not give the best possible control to the user. 

4.5.3 Perceptions of trust 

The literature on deceptive design’s influence on perceived trust is extensive. Ma-
thur et al. (2021) have reported that a user’s consent choice is largely impacted by 
their trust in the website. In the same vein, Mejtoft et al. (2023) have suggested 
that the user’s perceived initial trust is important for the long-term customer re-
lationship with the service. Like Mejtoft et al. (2023) and Mathur et al. (2021), 
Nouwens et al. (2020) have stated that trust in the website or the data collector is 
a meaningful influencing factor for the users’ consent choice. Mejtoft et al. (2023) 
have found that more trust often results in accepting all cookies, although they 
mentioned that deceptive design is more important than trust for the user’s con-
sent choice in a cookie consent request. Maier and Harr (2020) have reported us-
ers blaming organizations for using deceptive design and describing the data col-
lectors as dishonest, resulting in deceptive design weakening their trust in the 
service. The users in a study by Lupiáñez-Villanueva et al. (2022) reported that 
deceptive design made the consent interface more difficult to understand and 
less transparent, decreasing their trust. As a reminder, Gray, Chen, Chivukula, 
and Qu (2021) have pointed out that trust could also be influenced by other things 
such as culture, although their study also found that deceptive design makes us-
ers more distrustful toward the service. Interestingly, a study by Lupiáñez-Vil-
lanueva et al. (2022) reported findings related to the users feeling sympathy to-
ward the data collector by thinking that maybe the collectors do not use deceptive 
design on purpose, and that deceptive design is a natural part of doing business. 
A study by Kretschmer et al. (2021) has revealed the data collectors’ side as well, 
reporting that the data collectors wish to increase their users trust in them by 
offering increased control. 
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4.5.4 Perceptions of privacy risks 

Perceived privacy risks of deceptive design and cookie consent requests have 
been widely studied. Users have perceived the use of deceptive design to pose 
risks such as: being a victim of a crime (fraud, scam, virus, or hacking) (Bongard-
Blanchy et al., 2021; Gray, Chen, Chivukula, & Qu, 2021), being lured to buy more 
and causing a financial loss (Bongard-Blanchy et al., 2021; Mathur et al., 2021), 
and a loss of self-confidence due to deceptive design making decision-making 
more difficult (Bongard-Blanchy et al., 2021). Ha et al. (2006) have reported that 
users see the potential risks to their privacy related to cookies, but they choose to 
do nothing about it and continue using the service as usual. Like Beckwith (2003), 
Flinn and Lumsden (2005) have suggested a possible explanation to this: the us-
ers’ unawareness of cookies’ purpose and function as well as data collection 
methods and their extent might lead to inappropriate conclusions about the pri-
vacy risks, thus making it impossible for the users to evaluate the privacy issues 
related to cookies or believing there are risks that do not actually exist. Therefore, 
Maier and Harr (2020) have suggested that users should be better educated on 
deceptive patterns to be able to recognize them and protect themselves from be-
ing deceived. Another reason for users’ irrational behavior regarding the per-
ceived risks might be, as suggested by Graßl et al. (2021) and Utz et al. (2019), 
that users do not function rationally but rather they tend to function heuristically 
in consent-giving situations, which is often contrary to the privacy calculus the-
ory as well. Privacy calculus, an important theory related to privacy risks, has 
been assessed in previous research regarding deceptive design. The users in a 
study by Gray, Chen, Chivukula, and Qu (2021) functioned as privacy calculus 
suggests - balancing the perceived benefits with perceived threats when deciding 
to use the service. A study by Maier and Harr (2020) showed that deceptive de-
sign only benefits the organization, not the user – but still, the users would use 
the website despite deceptive design, indicating that there are not enough risks 
related to it compared to the benefits that the user would get from the service. 
The users in Maier and Harr’s study (2020) identified financial profit and organ-
izational growth as benefits for the organization. 
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In this chapter, the research methods used in this study are introduced and it is 
presented how the study was conducted from recruiting the participants to shap-
ing the interview themes to creating the mock-ups for the user tests, and to the 
data analysis. Additionally, the trustworthiness and methodological limitations 
of the study are considered, as well as the ethical aspects of conducting the study. 
Lastly, it is presented how artificial intelligence tools were used in this study.  

The topic was approached from a qualitative perspective. There has been a 
lot of research on similar topics from a quantitative point of view, but instead of 
looking for statistically measurable answers, the goal of this study was to look 
for users’ comprehensive perceptions on the topic, which is not equally possible 
with quantitative research. Hirsjärvi et al. (1997) also support the idea that quan-
titative methods are better for specific questions, and qualitative methods suit 
better when a more comprehensive look on the topic is desired. It is not desired 
to know “how much” or “how likely” users are to perceive cookie consent re-
quests this way – the questions that this research wants to answer are “what”, 
“how”, and “why” users perceive it like they do. Next, the three different meth-
ods used in this study are introduced. 

5.1 Triangulation of research methods: user testing, think-aloud, 
and thematic interviews 

In triangulation, multiple methods are used to research the topic and collect data 
(Hirsjärvi et al., 1997). In this study, user testing, the think-aloud method, and 
thematic interviews were conducted to form a triangulation. Therefore, also the 
data consisted of multiple types of data: interview recordings, think-aloud re-
cordings, and observations that were done during the user tests. This triangu-
lated approach to the study was chosen to provide a comprehensive understand-
ing of users’ perceptions surrounding the topic, as triangulation has been proven 
useful especially in user experience research, allowing for the collection of richer 
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and more comprehensive data (Pettersson et al., 2018). Triangulation of methods 
and data was also chosen for this study since a similar approach was effectively 
used by Mejtoft et al. (2023) to study users’ perspectives on cookie consent re-
quests and the influence of deceptive design on their trust in the data collector. 
They combined surveys of attitudes related to cookie consent requests, user tests 
of organizational trust combined with the think-aloud method, and user tests of 
the cookie consent requests’ design (Mejtoft et al., 2023). Similarly, The Interac-
tion Design Foundation (IxDF, 2016) recommends balancing semi-structured in-
terviews with user testing, to ensure a comprehensive understanding of users’ 
needs and preferences. Likewise, Tan et al. (2009) state that a combination of mul-
tiple methods - such as usability testing and heuristic evaluation - might work 
better for a more comprehensive understanding. Lastly, triangulation of methods 
was chosen because it adds to the trustworthiness of the study (Hirsjärvi et al., 
1997). 

The first method chosen for this study is user testing, with which it is not 
only possible to observe the design’s functionality but also to capture users’ sub-
jective impressions and perceptions of it. It is mainly a usability evaluation 
method that focuses on understanding usability issues based on the experiences 
and feedback of actual users as they complete specific tests within a specific use 
scenario (IxDF, 2016; Tan et al., 2009). User testing is a closely related method to 
usability testing, and some people even use these two terms interchangeably 
(IxDF, 2016). With user testing, it is possible to catch users’ perceptions, values, 
and experiences on a topic, while usability testing mainly focuses on users’ ability 
to use a service and their satisfaction while using it (IxDF, 2016). Similarly, Tan 
et al. (2009) found that user testing, in comparison with heuristic analysis, is es-
pecially useful in capturing users’ real experiences and satisfaction, not only us-
ability issues. IxDF (2016) recommends asking users to think aloud during user 
testing. Due to their recommendation, and the earlier mentioned study con-
ducted by Mejtoft et al. (2023), think-aloud was considered a complementary 
method alongside with the user testing. The think-aloud method requires the 
participants to talk aloud their thoughts, decisions, and reasoning processes as 
they use the interface, as if they were talking aloud to themselves (Jørgensen, 
1990). In this study, it was desired that the users would describe their thoughts 
and feelings of deceptive patterns in the cookie consent request’s interface while 
using it themselves. Jørgensen (1990) has interviewed system designers who 
have used this method in their design processes, and their study shows that the 
think-aloud method has been successful in user interface design research previ-
ously. The think-aloud method can reveal design issues that might not be imme-
diately visible (Jørgensen, 1990), possibly making it a suitable method for reveal-
ing users’ perceptions of privacy, since perception of privacy is not a thing that a 
designer can always visibly notice themselves. 

To add to the depth of the study, semi-structured thematic interviews were 
conducted after the user testing. This method, as described by Hirsjärvi and 
Hurme (2017), allows for exploring topics through flexible and open-ended dis-
cussions centered around specific themes rather than a set of rigid questions. 
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According to Merton et al. (1956, as cited in Hirsjärvi & Hurme, 2017), this 
method allows participants to freely discuss their past experiences in a natural 
interview setting that encourages the participants to give rich and individualized 
answers. Thematic interviews align well with the study’s goals, offering flexibil-
ity for the participants’ answers which respects their boundaries since privacy 
can be a sensitive topic to some. Furthermore, Eccles and Arsal (2017) have stated 
that combining interviews with the think-aloud method can reveal new insights 
of the topic, meanwhile complementing the data gathered in user testing. The 
interviews would provide perspectives that expand beyond the findings related 
to the task-related impressions from the user testing. Thus, thematic interviews 
support and enrich findings from the other methods, offering a more compre-
hensive understanding of users’ perceptions, as also suggested by Hirsjärvi and 
Hurme (2017). 

Prior to the research setting, participants completed a short survey through 
Webropol to gather their demographic information in order confirm that they 
have lately encountered a cookie consent request and to ensure that they belong 
to the specified demographic group. Participants also received an information 
leaflet and a privacy notice stating the study’s purpose, procedures, and data 
handling practices. This also reduced the time needed for any preliminary ques-
tions in the interview itself. The participants were not briefed on the specific in-
terview themes beforehand, as it was not necessary for them to prepare for the 
interview. This kept the interview setting relaxed but professional, creating a set-
ting for honest and confident responses. 

Lastly, a slightly phenomenological standpoint was intentionally taken in 
the interviews. The goal of a phenomenological interview, as introduced by Pert-
tula (1995), is to raise the participants’ awareness of the topics of the study, for 
them to be able to better communicate their perceptions and impressions of them. 
Through a phenomenological interview, it is possible to capture participants’ 
perceptions, experiences and thoughts on how or why the participants perceive 
the topic the way that they do (Perttula, 1995), which is important regarding the 
first research question of this study: how and why the participants perceive the 
privacy when deceptive design is used. The goal of the interviews was not to be 
fully phenomenological, as one of the goals of a phenomenological study is for 
the interviewee and the interviewer to come to a conclusion of the answer to-
gether (Perttula, 1995). Instead, the interviewer’s goal in this study was to stay 
neutral to the topic throughout the study. The phenomenological aspect can be 
seen in this study as an educational goal to help the participants understand the 
topic better and thus give more realistic answers within the themes, compared to 
not understanding the topic at all. 

To summarize, these three methods (user testing, think-aloud method, and 
thematic interviews) all contribute to understanding the complex and broad con-
cept of the perception of privacy. With data triangulation, the research questions 
can be answered more comprehensively, giving more trustworthiness to the find-
ings. Next, the practical application of these methods is presented. 
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5.2 Conducting the study 

This section introduces the practical steps taken to implement the study’s trian-
gulated research methods. First, a literature review was conducted to find out 
what has already been researched, with which methods and concepts, and what 
kind of gaps there are in the existing literature. Literature was searched from 
Google Scholar, JYKDOK, IEEE Xplore Digital library, and ACM Digital library 
with a combination of keywords such as privacy, cookies, cookie consent, user 
experience, perceptions, perceived privacy, dark patterns, deceptive patterns, 
nudging, and deceptive design. The literature review formed the theoretical 
framework for the study. 

After the theoretical framework was formed, the data was collected through 
a triangulation of research methods: user testing combined with the think-aloud 
method, followed by a thematic interview. Each of the three methods was con-
ducted consecutively in a single session with one participant at a time, via Mi-
crosoft Teams. This individual setting was chosen to focus on personal and indi-
vidual perspectives, since they were central to answering the research questions. 
The entire process, from the beginning of the user testing combined with the 
think-aloud method to the end of the interview, was recorded using Microsoft 
Teams - both audio and screen. The structure for the research setting, including 
instructions for the user tests and the interview themes and questions, can be 
found in appendix 1. 

Before moving onto the official research, the methods were tested with one 
person to see if the mock-ups and interview themes work as they were intended 
to, as Hirsjärvi et al. (1997) have also suggested to do regarding interviews. The 
test round allowed for checking for any technical issues, and it gave the possibil-
ity to add, edit or remove content from the user tests and the interview. Only 
minor adjustments needed to be done to the interview questions and some edits 
needed to be done to the functionality of the user tests’ mock-ups after the test 
round. The test round additionally helped to more accurately estimate the time 
needed for conducting the research sessions. 

In the following subsections, the recruitment process and the selection cri-
teria for the participants are explained, followed by a description of the process 
for creating the mock-ups for the user tests. Then, the practical application of the 
research methods is presented, including the specific procedures used to conduct 
the methods. 

5.2.1 Participants and recruitment 

Choosing the participants was done by carefully selecting the target group and 
not with a random selection, as Hirsjärvi et al. (1997) suggest for a qualitative 
study. The participants were invited to the study via e-mail with invites sent to 
different faculties e-mail lists in the University of Jyväskylä. A visually attractive 
digital poster of the invite was also created and shared to different online plat-
forms and communities (e.g. Facebook groups and Discord servers of the 
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researcher’s personal interests), expanding the possibilities of getting people 
from different backgrounds and technological preferences to participate in this 
study. 

The criteria for participating in the study were as follows. The participant 
should be a university student either completing their Bachelor’s or Master’s 
studies. Additionally, the participant should be a part of the generation Z, more 
specifically a person born between the mid-1990s to early 2010s. The age group 
was chosen because they grew up during a rise of technological development 
and are often referred to as “digital natives”. Known for their tech-savviness and 
quick adaptability to new technologies, Generation Z university students were 
considered suitable for this study since they may share similar perceptions, 
which possibly helps in unifying the results of the study. 

Although it would have been ideal to conduct the interviews until satura-
tion was achieved (as suggested by Hirsjärvi et al., 1997), this approach was not 
reasonable for a master’s thesis due to its time constraints and the limited expe-
rience in recognizing saturation. Instead, eight participants were selected for the 
study, as recommended by the thesis’ supervisor and as it has been a common 
amount in similar master’s theses. The number of participants chosen for the 
study seemed to provide an informative amount of data to support the research 
questions, especially since the research settings were time-consuming and the 
amount of data per participant was extensive. Additionally, it was found chal-
lenging to get people to want to participate in the study due to the long duration 
of the research sessions. 

Participants’ demographic information was removed from this thesis, as it 
did not bring interpretive value to the findings, due to the study’s limitations. 
One limitation of this study was the limited time available for analyzing the par-
ticipants’ perceptions based on their demographics. Therefore, the data was an-
alyzed as applying to one demographic group only, not separating any results 
between the different, more specific, demographic details. The demographic in-
formation was only collected in a general sense to capture a certain demographic 
group’s perceptions, and the demographics did not influence the interpretation 
of the results. However, an overview of the general demographics of the partici-
pants is next presented to enhance transparency. The demographic information 
of the participants’ varied, reflecting a variety of perspectives within the criteria 
that there were for the participants’ recruitment (age and educational level). 

The average birth year of the participants was 1998, with years ranging from 
1995 to 2002. The gender representation was 63,5% female, 25% male, and 12,5% 
other. Additionally, 62,5% of the participants were studying at the bachelor’s 
level and 37,5% were studying at the master’s level. The participants represented 
a variety of academic fields: information technology, humanities, arts, education, 
health and wellbeing, natural sciences, and economics. This variance possibly 
added depth to the findings of this study. The participants’ mother tongue or 
nationality was not inquired, but seven of the research settings were conducted 
fluently in Finnish and one fluently in English. 
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To protect the confidentiality of participants’ data, each participant was 
given a code to differentiate their answers from each other. The participants’ 
codes are simple, ranging from P1 to P8, where “P” stands for “participant” and 
the number is assigned randomly from 1 to 8. 

5.2.2 Creating mock-ups for user testing 

Instead of using actual websites and their cookie consent requests for the user 
testing, self-made mock-ups were used in this study. Mock-ups were used in-
stead of actual cookie consent requests to avoid the influence of the website’s 
brand on users’ perceptions, which is a known factor in shaping user experience 
(Brakus et al., 2009). This could have interfered with the study’s focus on privacy. 
It was also not desired to have the users share their cookie data with actual web-
sites for the sake of this study and therefore, mock-ups were a more privacy-
protective option in that sense. 

The mock-up user interfaces for the cookie consent requests were created in 
Figma. Three different mock-ups were used with three different types of cookie 
consent request styles and a combination of several different deceptive patterns. 
The cookie consent request styles were amongst the top 5 most common cookie 
designs found by Singh et al. (2022), Alharbi et al. (2023), and Kretschmer et al. 
(2021). The mock-ups were designed based on the most common deceptive pat-
terns found in previous research, as introduced in subsection 2.2.1 Deceptive de-
sign elements: deceptive patterns. The selected deceptive patterns were not only 
the most common ones but have also been suggested to possibly lead to uninten-
tional data disclosure or would be illegal regarding the current cookie legislation 
- such as Habib et al. (2022) have done in their mock-ups. The cookie consent 
request styles and deceptive pattern types are presented more closely in chapter 
2, and therefore, they are not cited in the following descriptions of the mock-ups. 

The first mock-up is a binary choice between accepting or declining cookies, 
with only a short text explaining the practical information related to cookie data 
collection. The first mock-up is illustrated in the following figure 2, and bigger 
pictures of each step of this user test can be found in appendix 2. At least four 
deceptive patterns were intentionally used in this mock-up. First, misdirection 
was used to purposefully try to turn the user’s focus on the bigger and more col-
orful “accept” button to distract their attention from the less visible decline-op-
tion. Second, visual interference was used to disguise the decline button from 
looking like a clickable option. It was made to look like it is not a button, but 
rather it looks like a piece of unimportant text. Third, forced action was used by 
including an X button in the corner of the consent request to make it look like the 
user could bypass the request by clicking it, but in reality, clicking the X informs 
the user that it is not possible to do that and instead they are forced to make a 
consent choice, which is an undesirable action for the user whose intention is to 
bypass the request. Lastly, confirmshaming was used in the decline-option’s text 
by making it emotionally manipulative to try to get the user to steer away from 
that option, since it would give the user “a bad user experience” on the website. 
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FIGURE 2 The first cookie consent request mock-up used in user testing 

The second mock-up is an informational cookie interface. This mock-up had a 
little bit more text and an option to go read more about the website’s privacy 
policy and cookie data collection. The consent options in this mock-up were to 
“accept all cookies”, or to go to settings, which opened up a bigger consent re-
quest including different types of cookies to select from. The second cookie con-
sent request mock-up is presented in the following figure 3, and bigger pictures 
of each step of this user test can be found in appendix 2. At least five different 
deceptive patterns were intentionally used in this mock-up. First and most visi-
bly, misdirection and visual interference were used, similar to the first mock-up. 
Regarding the visual interference, the settings-option is a disguise, since it does 
not specifically state what the settings are related to and if through the settings it 
is possible to also decline consent. Similarly, the settings page made the “accept 
all”-option more appealing and visible to the user instead of highlighting the 
“save settings”-option. Then, the settings page included forced action when the 
user tried to decline the collection of essential cookies, because it was designed 
to look like it was a possible option. The error message that pops up when trying 
to decline the collection of essential cookies is also called nagging, which means 
that the user tries to complete a task but is persistently interrupted by requests to 
do something else that is not in their best interest. Lastly, similar to the first mock-
up, confirmshaming was used in the text to make it seem like accepting all cook-
ies would benefit the user more than declining them. Additionally, in this second 
mock-up, there was no direct option to decline cookie data collection, other than 
by clicking “save settings” with only the collection of essential cookies turned on. 
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FIGURE 3 The second cookie consent request mock-up used in user testing 

The style of the third cookie consent request mock-up is called cookie categories 
(also known as multiple-choice banner or numerous options banner). The third 
mock-up can be seen in the following figure 4, and bigger pictures of each step 
of this user test can be found in appendix 2. At least three deceptive patterns were 
intentionally added to this mock-up. First, preselection was used by introducing 
all cookie types for the data collection as preselected options. Comparison pre-
vention is another deceptive pattern that can be seen in this mock-up, although, 
it is not an extreme example of the pattern. With comparison prevention, many 
options are presented to the user in a complex and hard-to-understand manner, 
possibly making it difficult for the user to compare the different cookie data types 
for making a consent choice. Additionally, misdirection regarding the imbalance 
between accepting all cookies and saving settings can be seen in the mock-up. 
Lastly, the third mock-up did not include a simple option to decline consent. 
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FIGURE 4 The third cookie consent request mock-up used in user testing 

All of the mock-ups blocked the user’s access to the website before making the 
consent choice, which was intentionally done so that the participant of this study 
would have to complete the request and to have to think about its design. If they 
were able to enter the website without making a consent-choice, the user testing 
would have been meaningless. In reality, blocking the users’ access to the website 
before making a consent choice is a type of deceptive pattern called obstruction. 
Additionally, the second and third mock-up included a deceptive pattern called 
sneak into basket, where the user is guided toward accepting all cookies instead 
of saving their selected cookie category settings – this pattern sneaks both non-
essential and essential cookies into the data collection, as the user might mistak-
enly click on accepting all even if they had chosen other types of cookie categories 
to consent to. 

The mock-ups used in the user testing were high-fidelity, meaning that they 
provided a realistic representation of a cookie consent request. This enabled as 
natural setting as possible for the research, which Hirsjärvi et al. (1997) state to 
be a characteristic of qualitative research. The mock-ups were fully functional 
regarding the interactive elements (such as buttons and options to choose from), 
closely simulating the reality, and enabling participants’ comprehensive feed-
back on the features and the overall perceptions of the deceptive patterns. When 
the user had made a consent choice, they were able to enter a mock-up website. 
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5.2.3 Conducting user testing with the think-aloud method 

To introduce the participants to the topics of the study and prepare them for the 
interview, user testing was conducted in combination with the think-aloud 
method. The cookie consent request mock-ups functioned as a warm-up to the 
topics, giving visual examples to the participants of how deceptive patterns and 
cookie consent requests commonly look like. The user testing consisted of three 
user tests, in which the three mock-up interfaces were used. The tasks were sim-
ple: the participants only needed to make a consent choice in order to complete 
the mock-up cookie consent request. 

The think-aloud method, as recommended by Eccles and Arsal (2017), in-
volved instructing participants on how to verbalize their thoughts while interact-
ing with the mock-ups. Following the guidelines of Eccles and Arsal (2017), the 
participants were instructed to talk aloud everything that they would say or think 
to themselves as they performed the test, acting as if they were alone in the room 
and talking to themselves. Whenever the participant was not actively thinking 
aloud, they were reminded to do so, as instructed by Eccles and Arsal (2017). To 
ensure participants’ familiarity with the think-aloud method, the participants 
first conducted two to three warm-up user tests on external websites (e.g., Uni-
versity of Jyväskylä and the Finnish National Cyber Security Center), as also sug-
gested by Eccles and Arsal (2017). 

Observing the participants’ actions during the user tests allowed for under-
standing their cognitive processes related to the topic, which aligns with the idea 
by Hirsjärvi et al. (1997) that observational methods in qualitative research allow 
for seeing a difference between how the participants’ act in reality compared to 
how they say that they normally act. Therefore, combining both listening (think-
aloud) and observing (user testing) is crucial for getting comprehensive results. 
Additionally, it was noticed that the participants found the user tests useful when 
expressing their thoughts in the interview, as the tests allowed for them to use 
specific parts of the mock-ups as examples. 

Each user testing session was conducted online via Microsoft Teams, as it is 
an easy way to simultaneously record audio, video, and screen. These three types 
of recordings were necessary for capturing the participants’ reactions, interac-
tions, and comments. The participants were informed that they could choose to 
turn off their video for privacy and comfort, but the screen was still recorded to 
capture the user tests for easier understanding of the references made about them 
in the audio recording. 

5.2.4 Conducting thematic interviews 

Thematic interviews were conducted to gain deeper insights into participants’ 
experiences, impressions, attitudes, and perceptions of privacy regarding each of 
the influencing factors (privacy concerns, control over privacy, trust in the cookie 
data collector, and perceived privacy risks) from the theoretical framework. This 
semi-structured interview method was chosen due to its flexibility, as it allows 
for discussing specific themes while encouraging participant-led responses that 
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genuinely reflect the participant’s perceptions. Thematic interviews aligned well 
with this study’s goal of understanding the participants’ perceptions, impres-
sions, and attitudes of privacy in-depth. 

Each research setting began with introductory questions about the partici-
pant’s general views on privacy, their awareness of privacy issues, and their pre-
vious experiences with deceptive design and cookie consent requests. These pre-
liminary questions prepared the participants for the user testing, which was fol-
lowed by the thematic interview itself. Additionally, the beginning of the re-
search setting followed the phenomenological aspect of this study - the partici-
pants were asked to freely explain their understanding of the concepts of privacy, 
cookies, and deceptive design, and if they were unsure what the concepts meant, 
they were more closely introduced to the participants. 

The interview themes directly arose from the theoretical framework for the 
perception of privacy introduced in chapter 4. The themes included privacy con-
cerns, control over privacy, trust in the cookie data collector, and perceived pri-
vacy risks. Additionally, a theme related to design was included. These five 
themes guided the discussion but allowed for the participants to flexibly share 
their thoughts and expand on relevant topics. The themes, as advised by Hirsjärvi 
and Hurme (2017), were addressed in a flexible order following the participants’ 
answers and based on what the discussion was steering toward. But when the 
conversation started to go off-topic, the interviewer guided it back to the relevant 
theme at hand, as suggested by Hirsjärvi et al. (1997). With these, a balance was 
maintained between participant-led responses and focus on the topic. 

Each theme was structured with guiding questions that were inspired by 
previous research and theories related to the influencing factors for the percep-
tion of privacy. For example, IUIPC and CFIP scales helped to identify users’ pri-
vacy concerns, meanwhile FIPs principles and the different levels of trust helped 
in understanding the participants’ trust in the data collector. Likewise, the pri-
vacy attributes introduced by Barth et al. (2022) were used to identify deceptive 
design’s influence on the privacy perceptions of certain design elements. Addi-
tionally, the privacy calculus theory was used to understand the way that users’ 
trade their privacy for possible benefits. More examples of the guiding questions 
and keywords can be found in section 4.3 Influencing factors within the frame-
work. The guiding questions supported the interviewer in covering essential top-
ics inside the themes without limiting the flexibility of the conversation and its 
natural adaptation to the participants’ answers. An outline of the interview 
themes and questions can be found in appendix 1. 

Each theme was discussed in the light of deceptive design’s influence on 
the users’ perceptions. Regarding each theme, users’ previous experiences, opin-
ions, and general impressions on the topic were highlighted. At the end of the 
interview, concluding thoughts of the whole research setting were discussed.  

Microsoft Teams was used to conduct and record the interviews, recording 
audio, video, and screen for further transcription of the data. Participants could 
choose whether to have their camera on for privacy reasons, but all participants 
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preferred to have it on for a more authentic conversation. The video recording 
allowed for better referencing to specific interactions during the transcription. 

Overall, the thematic interview method allowed for flexibly and compre-
hensively explore the complex topics, as well as complemented the observations 
from the user testing. By carefully selecting the interview themes and their guid-
ing questions and keywords, the interviews ultimately provided a comprehen-
sive understanding of participants’ impressions and perceptions. 

5.3 Data analysis 

This section introduces the overview of the data including its length in pages, 
and the way that the transcriptions were done. Additionally, it is explained how 
the data was analyzed with thematic and content analysis methods. 

5.3.1 Data overview 

The preliminary transcription for the user tests, think-alouds and interviews was 
done automatically by Microsoft Teams to a Microsoft Word document when the 
research settings were conducted. The whole preliminary transcription was then 
proofread and corrected, since it was not fully accurate due to the automatic tran-
scription having made mistakes in what it heard. The transcription was written 
word to word, as suggested by Hirsjärvi and Hurme (2017), but sighs and bodily 
expressions were left out for the most part, if they did not seem relevant to the 
interviewee´s commentary. This, as instructed by Hirsjärvi and Hurme, was an 
applicable technique, if only one person was going to analyze the data and would 
be very familiar with the interviews and the topics of discussion. Any parts of the 
transcription that could identify the participant (such as names, places, or places 
of work) were left out of the final transcription, and visually the transcriptions 
followed Hirsjärvi and Hurme’s (2017) general instructions. The transcriptions 
were written in the original language of the research setting with the participant 
(either English or Finnish, as stated in subsection 5.2.1 Participants and recruit-
ment). After the data analysis, when introducing individual quotations of the 
participants in chapter 6 Results, the quotations were translated to English if they 
were not in that language originally. 

The total duration of the recorded interviews and user tests was 14,7 hours 
or 882 minutes. The research settings’ durations varied between 93 and 130 
minutes, with the average duration being 110 minutes. The total length of all 
transcriptions was 513 pages, while an individual transcription of one participant 
varied between 57 to 77 pages, with the average length of the transcriptions being 
64 pages. The transcriptions were written with the Aptos font (size 12) and a line 
spacing of 1.1 in Microsoft Word. 

Lastly, the user testing, think-aloud method, and interview were a cohesive 
and unified research setting, in which the discussion happened naturally and 
flexibly throughout the whole setting. The discussion sometimes overlapped 
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between the themes and the user tests, and jumped from one point to another, 
making it difficult to separate these research settings from each other. Therefore, 
the data from each participant was also transcribed into their own singular text 
file without separating the methodological approaches from each other. This is 
why the data from the user testing, think-alouds, and interviews were not ana-
lyzed separately, but rather as a whole. Moreover, the quotations in the following 
results chapter are not specified regarding the different data collection methods, 
as all data were considered a part of one unified whole. But to mention, the data 
from each part of the research (including user testing, think-alouds, and inter-
views) were utilized in the analysis, making each of the methods important to 
the research findings. 

5.3.2 Analysis process 

The analysis was conducted by combining thematic and content analysis and uti-
lizing the influencing factors from the theoretical framework as well as the initial 
research questions as a guideline. The four influencing factors were not used as 
measurable variables in this study. 

Thematic analysis, according to Braun and Clarke (2022) is “a method for 
developing, analyzing and interpreting patterns across a qualitative dataset, 
which involves systematic processes of data coding to develop themes” (p. 4). 
Content analysis instead, according to Tuomi and Sarajärvi (2002/2018) is a 
broader method that applies to all types of qualitative research due to its flexible 
framework, making it compatible with other data analysis methods. In this study, 
the framework for content analysis by Tuomi and Sarajärvi (2002/2018) was used, 
combined with the structural guidelines for thematic analysis defined by Braun 
and Clarke (2022). First, coding, theme identification, and theme refinement were 
conducted following Braun and Clarke’s guidelines, and then, the themes were 
further synthesized and categorized according to Tuomi and Sarajärvi’s ap-
proach. 

The thematic analysis began during transcription, with preliminary ideas 
emerging from the data. Initial observations, as instructed by Braun and Clarke 
(2022), were written down, which allowed for early identification of themes. 
Since the beginning of the data analysis, the goal of the study - more specifically 
the research questions - were kept in mind, as suggested by Tuomi and Sarajärvi 
(2002/2018). This was helpful when looking for possible codes and themes that 
aligned with the research questions. Braun and Clarke’s (2022) guidelines em-
phasize that the data familiarization process should be flexible, allowing for the 
themes to shift based on new insights found in the data, as it happened in this 
study when certain pieces of data suggested modifications to the research ques-
tions. 

After the transcription, systematic coding was conducted based on Braun 
and Clarke’s (2022) instructions for generating initial codes. The theoretical 
framework’s four influencing factors (privacy concerns, control over privacy, 
trust, and perceived privacy risks) as well as design were used as primary codes, 
within which new codes appeared one by one as the data was systematically and 
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iteratively read through. The coding was implemented using a colored highlight 
tool on a PDF document, using a specific color for similar codes. 

For content analysis, Tuomi and Sarajärvi’s (2002/2018) guidelines suggest 
moving the relevant, coded parts of the data into another file for clarity. In this 
study, Microsoft Excel was used as a place to store these pieces of data. The codes 
that were moved to the Excel sheets always included the participant’s code, the 
piece of text and its identifying code, and the possible theme related to it. As 
suggested in Tuomi and Sarajärvi’s framework, the coded data was further 
sorted into separate sections representing different interests related to the re-
search questions. In this study, three Excel sheets were used for organizing the 
data into: 1) perceptions of privacy without deceptive design, 2) influence of de-
ceptive design on privacy, and 3) impressions of deceptive design and the cookie 
data collector. In the Excel sheets, non-essential content was removed, merged 
with similar content, and moved around to group similar content together. This 
step helped to identify any gaps in the collected codes, making it easier to look 
for further supportive codes in the original dataset. The Excel sheets also simpli-
fied and shortened the analysis of the large dataset of 513 pages. 

During the systematic categorization of the data in the Excel sheets, Braun 
and Clarke’s (2022) guidelines for theme identification were followed. The initial 
codes that were moved to the Excel sheets were carefully reviewed and then 
grouped together with similar codes, such as it was instructed by Braun and 
Clarke. An example of a pair of similar initial codes could be “incapable data 
collector” and “lack of professionalism”, both signifying the participants’ impres-
sions of the cookie data collectors, which were further related to the participants’ 
trust in them. Next, still following the guidelines by Braun and Clarke (2022), the 
grouped codes were more closely examined for broader patterns that related to 
the research questions, forming themes. For example, the codes “uncertainty of 
the use of cookie data” and “non-transparent data collection purposes” were 
grouped together and later categorized under a theme of “suspiciousness”, refer-
ring to the participants’ suspicions raised by deceptive design about the website’s 
reasons for collecting cookie data. The grouped codes started to form initial 
themes, and as the codes were iteratively reviewed, as suggested by Braun and 
Clarke (2022), the themes became more refined. As the understanding became 
deeper, it became easier to identify patterns, and further identify themes. 

After the data was moved to the Excel sheets, the original dataset was still 
revisited during multiple iterations because Braun and Clarke (2022) recommend 
that type of approach to thematic analysis. When revisiting the dataset, any new 
findings were added to the Excel sheets. This ensured comprehensive theme re-
finement. The themes were further reviewed in the Excel sheets to find any pat-
terns in the data, and repetitive responses were also quantified to show a specific 
theme’s prevalence among the participants’ responses. 

After the themes were formed, Tuomi and Sarajärvi’s (2002/2018) content 
analysis framework was followed for synthesizing and categorizing the final 
themes, and concluding the final thematic findings related to the research ques-
tions. First, as suggested by Tuomi and Sarajärvi, the themes were synthesized 
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by organizing and grouping similar themes together. The data synthetization 
ended in the final categorization of the grouped-up themes. In their guidebook, 
Tuomi and Sarajärvi (2002/2018) suggest dividing the final themes and theme 
categories into subclasses and upper classes, which was also done in this study 
to ultimately form the results of the study. Examples of such subclasses could be 
“difficulty of understanding”, and “complicated”, which in turn formed an up-
per class of “diminished control”. During this synthetization and categorization 
process, special attention was put on aligning the findings with the research 
questions, as Tuomi and Sarajärvi (2002/2018) suggest doing since the beginning 
of the data analysis process. Finally, the structured themes and their categories 
could be considered the results of the study, which allowed for further discussing 
the findings and making conclusions of them regarding the research questions. 
Although, as it was already suggested by Hirsjärvi et al. (1997), it was difficult to 
let go of the data analysis process as a beginner researcher, because it was not 
simple to recognize when the data was analyzed thoroughly enough. Here, the 
time restrictions of the thesis helped to move on in the research process. 

An important thing to note is the thought process behind looking for an-
swers to the research questions. The influence of deceptive design on the percep-
tion of privacy was examined in relation to its four influencing factors: privacy 
concerns, control over privacy, trust in the data collector, and perceived privacy 
risks. Regarding each influencing factor, deceptive design’s influence on it was 
looked for in the data. It was then concluded how deceptive design overall influ-
ences each influencing factor. For example, if the participants perceived there to 
be more privacy risks related to cookie consent requests when deceptive design 
was used, it was concluded that deceptive design increased the perceived privacy 
risks and thus, the perception of privacy was considered to be more negative. 
When answering the research questions, deceptive design’s influence on the per-
ception of privacy was concluded as either positive or negative, or something in 
between. Positive perception reflects a privacy-protective outcome, whereas a 
negative perception reflect that the users’ privacy is undermined or intruded. The 
middle ground was described as neutral or something else, depending on the 
participants’ conclusive perceptions. A neutral perception could have meant that 
privacy mechanisms are necessary and in place but they are not impactful to the 
users’ perceptions. Similarly, the users’ overall perceptions of their privacy were 
concluded as protected, respected, compromised, undervalued, or unimpacted. 

5.4 Ethical and privacy considerations 

In this section, the ethical and privacy considerations of the study are introduced. 
Ethical and privacy aspects are central to the foundation of the study. According 
to Kvale (1996), the first ethical consideration of a study is to validate the purpose 
of the study, with practical and theoretical contributions taken into account. In 
this study, a literature review was conducted and a theoretical framework was 
created for having a solid ground and for having a genuine research purpose. 
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The participants were informed about the study’s purpose, procedures and 

any potential risks or benefits related to it, as instructed by Hirsjärvi and Hurme 

(2017). This was done by sending the participants an information leaflet and a 

privacy notice via email prior to the study. Additionally, the participants were 

sent a Webropol survey through which the informed consent of a participant was 

collected, which, according Kvale (1996) is an important step regarding research 

ethics. The participants consented to the recording and analyzing of the research 

setting. It was fully voluntary for the participants to partake in the study, and 

they had the right to withdraw from it at any point without repercussions, as 

they were instructed in the information leaflet. Additionally, the possible benefits 

and risks for the participants were considered and shared with the participants 

in the information leaflet, as guided by Kvale (1996). Although no risks were ex-

pected from this study to the participants, and the main benefit for the partici-

pants would be to learn more about the topic and possibly be able to act more 

privacy-cautious on cookie consent requests afterwards. The information leaflet 

and privacy notice are attached to the end of this thesis (see appendices 3 and 4). 

Additionally, the participants were given a possibility to ask questions and ex-

press concerns regarding the study and their participation before, during, and 

after the research sessions were conducted with them. 

The participants’ data was handled confidentially and according to the 
GDPR (Regulation 2016/679). Additionally, the participants’ personal infor-
mation was either completely deleted or anonymized in the transcripts, per eth-
ical and privacy guidelines. All data containing the participants personal infor-
mation - including the demographic information collected through Webropol as 
well as the recordings - were deleted as the study was finished. The data was 
stored in Microsoft OneDrive (provided by the University of Jyväskylä) and the 
researcher’s personal computer for a back-up. Access to both is secured with a 
password and OneDrive also has a two-step authentication process adding to the 
security. It was made sure that the data protection settings on the researcher’s 
computer were up to date at all times. Additionally, the researcher was and is 
obliged to remain silent to respect the confidentiality agreed with the participants, 
as guided by Hirsjärvi and Hurme (2017). 

The conduction of the transcription plays another important role regarding 
correctness, and thus, the ethicality of the study (Kvale, 1996). The transcriptions 
of this study followed the participants’ answers word to word, with only bodily 
expressions and sighs left out, authentically capturing the participants’ perspec-
tives without unnecessary interpretation by the researcher. Additionally, the the-
sis is written in such a way that the participants won’t be recognizable from the 
text, as instructed by Kvale (1996). 

Deception and privacy can be considered sensitive topics by the partici-
pants, such as it was noticed by Maier and Harr (2020). Although, Maier and Harr 
stated there to be no problem with the sensitivity of the topic in their study, as 
long as the questions were asked neutrally, avoiding guiding the participant’s 
answer to a certain direction or pressuring them. Maier and Harr (2020) also 
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added that the researcher’s passive and neutral presence also helps the partici-
pants to freely share their thoughts without expectations or pressure. In this 
study, some participants perceived the nature of the study as therapeutic, and as 
deceptive design as a topic made the participants feel anger, frustration, and 
other negative emotions, it sometimes caused the participants to direct their emo-
tional release toward the interviewer. This outcome is a common occurrence in 
interviews (Hirsjärvi & Hurme, 2017), but the interviewer in this study tried to 
maintain neutrality despite it. 

The researcher attempted to maintain objectivity throughout this study, as 
it is a guiding principle in doing research (Hirsjärvi et al., 1997). During the in-
terviews, as instructed by Brenner (1981, as cited in Hirsjärvi & Hurme, 2017), the 
researcher’s personal opinions were left out and it was attempted not to guide 
the participant’s answers to any direction, maintaining a participant-led discus-
sion. The participants were not pressured to answer the questions neither, if they 
did not want to, as instructed by Hirsjärvi and Hurme (2017). Still, all themes 
were discussed comprehensively by the participants. Furthermore, the data anal-
ysis was conducted as openly and honestly as possible, taking all viewpoints and 
perceptions into account, without unnecessary generalizations, as Kvale (1996) 
also suggests. It was tempting to only look at the negative perceptions due to the 
negative association with deceptiveness, but conscious effort was made to avoid 
this. 

Despite efforts to remain objective and neutral, it was found to be challeng-
ing at times, as the findings from the literature review had given the researcher 
an idea of what kind of results or answers might be expected, especially regard-
ing deceptive design’s negative associations. Lastly, as Hirsjärvi and Hurme 
(2017) point out, a qualitative study conducted with interviews is always a result 
of the participant’s and the researcher’s interaction with each other, where the 
persons participating in it will evidently influence the outcome. 

5.5 Trustworthiness and methodological limitations 

In this section, the study’s trustworthiness and methodological limitations are 
discussed. Regarding qualitative research, the trustworthiness of the study, ra-
ther than its reliability or validity, is discussed (Eskola & Suoranta, 2014; Hirsjärvi 
& Hurme, 2017). The trustworthiness of a qualitative study mainly consists of 
four dimensions: credibility, transferability, dependability, and confirmability 
(Tuomi & Sarajärvi, 2002/2018). Next, these four aspects are presented regarding 
the current study. 

Regarding the credibility of the study, the participants expressed it to be 
important for them to be educated on the topic, as it was then easier to discuss 
these complex topics, making them more engaged in the discussion. On the other 
hand, some participants seemed to be uninterested in talking about their privacy 
at times due to their overall anxiety surrounding their internet use and the un-
certainty about their privacy. This sensitivity could have limited the true depth 
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of these participants’ responses. Additionally, the credibility of the study was 
attempted to be improved, as advised by Hirsjärvi and Hurme (2017), by follow-
ing the guidelines for data analysis and transcription unchanged from the begin-
ning to the end regarding each participant’s data. Additionally, as suggested by 
Hirsjärvi and Hurme, the recording tool’s and the research setting’s functionality 
was tested and made sure that they worked similarly each time. In this study, a 
test round of user testing, think-aloud and interview was conducted, confirming 
the settings of the Microsoft Teams tool. In case the participant’s sound or screen 
sharing was not working properly, the interview was paused until the problem 
was fixed. For the most part, the research settings had no technical issues. 

The transferability of the results is limited due to the study’s focus on a spe-
cific demographic group (generation Z and university students) and a specific 
context (cookie consent requests). Although the sample size was broad for a very 
limited study like a master’s thesis, the sample was still too small in order to 
generalize the findings to a broader group of users. Additionally, the context lim-
itations do not allow for generalizing the results regarding other contexts, such 
as privacy policies. Furthermore, the study’s theoretical framework in its current 
shape may not be directly transferrable to other contexts. 

When it comes to the dependability of this study, the findings are not al-
ways fully dependent on the participants’ viewpoints, but rather they are pro-
duced in the interaction between the participant and the researcher, acknowledg-
ing that undoubtedly the researcher’s own perceptions and presumptions always 
subtly influence the outcome despite efforts to maintain neutral and objective 
(Hirsjärvi & Hurme, 2017). For adding to the dependability, an iterative approach 
was applied to the data analysis to ensure consistency and transparency. Addi-
tionally, as mentioned previously, the guidelines for thematic analysis by Braun 
and Clarke (2022), and the instructions for content analysis by Tuomi and Sa-
rajärvi (2002/2018) were followed similarly regarding the analysis of each partic-
ipant’s data. Lastly, these established guidelines for data analysis were also used 
because they have been previously proven to be dependable methods. 

Fourth of the dimensions for trustworthiness, confirmability, was especially 
tried to improve by using method triangulation. Triangulation has been sug-
gested by Hirsjärvi and Hurme (2017) to add to the confirmability of the results. 
In triangulation, data from multiple sources can be compared with each other, 
confirming findings (Hirsjärvi & Hurme, 2017). Although the data in this study 
was analyzed as a unified dataset, the findings still reflect insights from each tri-
angulated method used, adding to the comprehensiveness of the findings. Addi-
tionally, most findings of this study align with previous research, which, as 
pointed out by Eskola and Suoranta (2014), supports confirmability. To further 
add to the confirmability, the previous research used in this study was carefully 
selected by paying attention to the rating of the papers and journals selected, as 
well as making sure that they were peer-reviewed. This ensured that the study 
had a solid base to build upon. Lastly, the data was revisited multiple times to 
verify themes and to ensure a consistent interpretation of the data, as recom-
mended by Braun and Clarke (2022). 
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The methodological limitations of this study are related to the sample size 
and selection, potential research bias, and scope constraints. First, it is acknowl-
edged that the findings are not generalizable beyond the sample group and de-
mographic, as mentioned previously. Second, the participant’s responses might 
be influenced by the research setting and the topic of discussion. For example, 
the participant might give answers that are more socially acceptable rather than 
authentic in the situation, and they might see the interviewer as intimidating and 
thus want to answer more generically (Hirsjärvi et al., 1997; Hirsjärvi & Hurme, 
2017). While this was not explicitly observed during this study, all participants 
appeared genuine and honest in their responses. Additionally, interviews typi-
cally last for a long time, as they did in this study as well, and therefore the situ-
ation might get too friendly possibly leading to the interviewer losing their neu-
trality (Hirsjärvi & Hurme, 2017). These effects on the research bias were at-
tempted to be limited by creating a neutral environment for the participants and 
the interviewer staying objective throughout the study, as suggested by Hirsjärvi 
and Hurme (2017). Furthermore, it was acknowledged that the findings of the 
study are at the end based on the researcher’s own interpretations, posing a risk 
for subjectivity, despite the efforts to remain objective and neutral. Lastly, the 
time constraints for the master’s thesis limited the depth of data collection and 
analysis, potentially affecting the findings’ comprehensiveness. 

5.6 Use of artificial intelligence in this thesis 

In the writing process of this thesis, Generative Artificial Intelligence (AI) tools 
were used as assistants. More specifically, GPT-4 model by ChatGPT (Generative 
Pre-trained Transformer) (OpenAI, 2024a), SciSpace (2024), and Scholar GPT 
(OpenAI, 2024b) were used. All of these tools were used similarly, but the GPT-
4 model seemed to function the best according to the preferences, and it was also 
the quickest of the tools mentioned. Therefore, the GPT-4 model was opted for 
most often. Additionally, Grammarly (Grammarly Inc., 2024) was used for re-
viewing the final thesis for any grammar mistakes and improving the academic 
tone. The use of AI tools in this study followed University of Jyväskylä’s (n.d.) 
instructions and guidelines for using AI-based applications in studies. 

Importantly, the use of AI tools did not compromise the originality of this 
thesis, as they were not used for directly generating content for it. Most im-
portantly, the AI tools were not used in the data analysis process in any way or 
used for interpreting the results. Additionally, as forbidden in the AI tool guide-
lines by University of Jyväskylä (n.d.), AI tools did not assist with writing the 
abstracts in any way. 

The AI tools were used, and found helpful, especially in refining the lan-
guage and structuring the text. Language-wise, the tools were used to improve 
the academic tone of specific sentences that were sent to them – mainly giving 
better word suggestions. Additionally, language-wise, the tools were asked to 
present alternative ways of saying something and giving word suggestions for 
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describing something very specific. Content-wise, the AI tools were used to 
brainstorm ideas and organize them in a logical manner. Furthermore, the AI 
tools were found helpful in ideating comprehensive and brief titles to sections. 
Lastly, the tools were used to improve the cohesiveness and structure of specific 
pieces of text sent to them. 

Any text or idea generated by an AI was critically reviewed and no output 
of it was taken for granted or as the absolute truth, as AI makes mistakes. As an 
exception to this, GPT-4 by OpenAI (2024a) was used to co-create practical exam-
ples for each deceptive pattern type in Table 1 in subsection 2.2.2 Types of decep-
tive patterns. The AI was sent the name and definition of the pattern and asked 
for a practical example of it in a cookie consent request. 
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In this chapter, the results of the empirical part of the study are presented. The 
chapter is divided into three sections. In the first section, the participants’ per-
ceptions of deceptive design’s influence on their perceptions of privacy are pre-
sented in relation to each of the influencing factors from the theoretical frame-
work. In the second section, other significant findings that influence the users’ 
perceptions of privacy are presented. The third section focuses on users’ impres-
sions of deceptive design, cookies, and the cookie data collector. 

6.1 Deceptive design’s influence on users’ privacy concerns, 
control over privacy, trust, and perceived privacy risks 

The main goal of this thesis is to find how deceptive design influences the per-
ception of privacy in cookie consent requests. This section presents the partici-
pants’ perceptions of deceptive design’s influence on each of the four influencing 
factors from the theoretical framework: privacy concerns, control over privacy, 
trust in the cookie data collector, and perceived privacy risks. Table 2 at the end 
of this section summarizes these findings, showcasing how the participants per-
ceived their privacy regarding cookie consent requests without and with decep-
tive design. 

6.1.1 Privacy concerns 

A bit over half of the participants (5/8) found deceptive design to increase their 
privacy concerns. Many of them stated that deceptive design makes the cookie 
consent requests seem dishonest, unclear, and difficult to understand, which in 
turn was described as increasing their suspicion of the data collector’s intentions, 
which further on increased perceived privacy risks as well. To illustrate dishon-
esty, unclarity and difficulty of understanding, participant P6 concluded these 
general thoughts of the participants in the following quotation: 

6 RESULTS 
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Yup, the deceptive design does add [privacy concerns], because it makes me feel a bit 
uncertain… or like… I get the feeling that… when I see how badly they want me to 
accept everything, then it just makes me think that they are ready to use these kinds of 
dishonest methods to achieve it. [P6] 

And the same participant P6 continues by saying that “It just makes me feel un-
certain about what my information is actually used for. Because they are just so 
difficult to understand and trust.” The following statement encapsulates the core 
of the participants’ suspicions that were mentioned earlier: 

Well I do get a suspicious feeling because like why… why do they want to do it like 
this… this button that I want to press, these settings, or something else… why does the 
website want to put it this way that it’s more difficult for me to find than the “accept 
all” button… so I just get that feeling that they somehow want to lure me to press that 
button by accident. Like what do they want this information for and why do they want 
it so bad? [P1] 

Equally, participant P3 stated the same: 

If they have to create the request in a deceptive way, then of course it makes me think 
what my data is actually used for at the end, and is it as safe as I think that it should 
be. So, yes, deceptive design does affect my control in a negative way. [P3] 

However, the majority of these participants who thought that the privacy con-
cerns were increased due to the use of deceptive design in the cookie consent 
request stated that the concerns were not increased considerably or enough to 
influence their perception of privacy negatively, just like participant P7 described 
it: “[Deceptive design] increases not only my degree of suspicion, but also my 
degree of worrying. But ultimately, not enough.” 

The rest of the participants (3/8) did not see an increase in their privacy 
concerns due to deceptive design. The participants expressed to have so many 
concerns already related to their internet use and the collection of their personal 
information, that they did not find deceptive design to have enough influence to 
increase those concerns. Similarly, a few participants expressed that they did not 
want to think of the concerns because they felt enough in control of their privacy 
when using cookie consent requests and that deceptive design could not influ-
ence their perception of privacy. Not wanting to think about concerns was well 
articulated by participant P2: 

I kind of try to keep my sanity by thinking that [sharing my cookie data] can’t be that 
bad, but then at the same time I kind of know the risks behind it… So, it’s a little bit of 
a confusion inside my mind, and then I just think if it would just be easier to like not 
think about these things [be concerned] and just use the web pages as usual. [P2] 

The idea of control was brought up for instance, by participant P4 who said: “De-
ceptive design kind of doesn’t influence my concerns because there should al-
ways also be an option where I can edit my consent choice, so I usually look 
through the request carefully enough… so that I affect my choice.” Also, as an 
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example, one participant [P1] mentioned that deceptive design only increases 
their awareness of privacy and therefore they realize better the need for being in 
control: 

I do have the feeling that a lot my information is being collected all the time and I don’t 
have the energy to block that. So then, the concerns that I have of my privacy do re-
mind me that I should remember that my information is being collected all the time... 
and then I just think that, oh, I should at least do the bare minimum that I can to protect 
my privacy, which is… to click decline or no thank you or something like that. [P1] 

To summarize participants’ general thoughts on privacy concerns, one partici-
pant put it as follows: 

At the end, [deceptive design] doesn’t influence enough because somehow I just think 
that I anyways need to use these services whether I trusted them or not, and then… I 
just don’t have the energy to be concerned about them… so, at the end, it doesn’t affect 
my concerns very much. [P6] 

When participants described their privacy concerns regarding cookie consent re-
quests that did not have deceptive patterns, most participants (7/8) expressed 
either not being concerned at all or only a little bit concerned because cookie con-
sent requests are so common and normal part of their life, a ubique experience, 
that they do not even think about their effects on them. This key observation was 
made by several participants, such as P2 and P6: 

Yeah, yes [I am concerned], not too much but since the [cookie consent requests] are 
kind of everywhere, every time I go to a new website, they appear. So, then I kind of 
get numb to seeing them. [P2] 

At the end not too much [concerns] because in some way I just kind of think that “Oh 
well, these services are almost mandatory to use no matter if I trust them or not.” [P6] 

To summarize, most of the participants saw an increase in their privacy concerns 
when deceptive design was used in a cookie consent request, but they did not 
think that deceptive design increases their privacy concerns enough to make their 
perception of privacy more negative. Some participants, on the other hand, did 
not see any connection between deceptive design and privacy concerns because 
they felt that they were already concerned about their privacy without deceptive 
design having been used. When deceptive design was not used in the cookie con-
sent requests, most participants expressed little to no privacy concerns due to the 
requests’ ubiquity. Lastly, it should be mentioned that no participant mentioned 
that deceptive design would have decreased their privacy concerns. 

6.1.2 Control over privacy 

Nearly all participants (7/8) felt that deceptive design either decreased their abil-
ity to control their privacy or made being in control more difficult. Multiple par-
ticipants mentioned that control has a substantial influence on their privacy, but 
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what is interesting is that they did not think that deceptive design could influence 
their possibilities to control their privacy. The participants thought that being in 
control might become more difficult with deceptive patterns (such as, compari-
son prevention or misdirection) but despite that, the participants felt in control 
of their own privacy. This observation was made by several participants, such as 
participant P5: “If I have such a feeling that I can control the things related to my 
privacy, then yes, I have a perception that my privacy is in a better state,” as well 
as participant P4: “My experience is that no matter the design, the option for de-
clining the cookies is always there somewhere and I can always find it and in that 
way control my privacy, even if they try to hide it with a deceptive pattern.” On 
the other hand, some of the other participants who felt that deceptive design 
clearly decreases their control described the influence of deceptive design as ex-
treme, since they felt that their control was decreased so much that it made them 
frustrated and even anxious. To take it to the extreme, one participant [P8] de-
scribed a general perception of deceptive design’s influence on control as non-
voluntariness: “I can only see here an ‘accept all’ button, so it immediately makes 
me feel that I don’t have any other option than to accept all.” 

In contrast to others, one participant [P7] had a different perception, as the 
following statement shows: 

No, [deceptive design] doesn’t affect my control. As [cookie consent requests] appear 
in all the websites, I have the feeling that I am so used to them that I do not get fooled 
or my choice doesn’t get triggered by [deceptive design] directly. [P7] 

Although, the same participant [P7] later stated that deceptive design might in 
fact make controlling a little bit more difficult: 

The problem is that if the deceptive pattern really hides a button or makes finding it 
more complicated, then yes, of course… it in some way can affect my control indirectly. 
But I guess it depends on what deceptive patterns we are talking about. [P7] 

The latter part of this statement is similar to many other participants’ [such as P5, 
P6, and P3] expression of control being design-specific – some deceptive patterns 
make it more difficult to control than others. 

When the participants were asked about cookie consent requests that did 
not have deceptive patterns, two thirds of the participants (6/8) expressed to 
have full or partial control of their privacy, as participant P4 described it: “Well I 
do, I do feel that I have there the, like, a choice, and I feel that I have control when 
I can choose [the types of cookies that I want to be collected].” This aligns with 
another participant’s [P7] idea, saying: 

I think I’m in control of, usually, let’s say an 80%, most websites let me be in control 
and usually even though that [the request] might be annoying, as I said, I know how 
to be in control or it’s clear how to be in control. [P7] 

A significant finding is that control appeared to be, alongside with trust, the big-
gest and most remarkable factor influencing the perception of privacy, according 
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to the participants’ responses. The participants often talked about privacy as con-
trol, even if the topic was not related to control. For example, the current inter-
view theme might have been privacy risks but the participant often turned the 
discussion toward control. 

To summarize, deceptive design decreased most of the participants’ control 
over privacy. Contrary to this, when deceptive design was not used in cookie 
consent requests, most participants perceived to have either full or partial control 
over their privacy. As a final note, it should be mentioned that no participant 
expressed deceptive design to increase their perception of control. 

6.1.3 Trust in the cookie data collector 

Only one participant [P4] stated that deceptive design does not affect their trust 
in the cookie data collector. They validated this argument by saying: “I, like, want 
to trust [the data collectors] because it’s also for their own benefit to be truthful 
and trustworthy” [P4]. The rest of the participants (7/8) stated that they had less 
trust in the cookie data collector when deceptive design was used. The partici-
pants described a few things to lower their trust: deceptive design makes it seem 
suspicious what the cookie data is used for, and deceptive design makes the 
cookie data collector seem dishonest. Dishonesty was well captured by partici-
pant P6: “If they use deceptive design, and they are not capable of doing it in an 
honest way, it doesn’t inspire trust in me.” 

The participants also mentioned that using deceptive design in the cookie 
consent request makes it seem like the cookie data collector is not thinking what 
is best for the user, which in turn weakened their trust in the collector. To illus-
trate this, one participant [P3] said: “[The cookie data collectors], for sure, do not 
think what is the best for the user, they just think what is the best for them.” 
Similarly, participant P6 stated: “It seems that [the cookie data collectors] are des-
perate to gather as much data as possible from me. So that makes me feel like the 
data is not gathered for my benefit, but instead for their own benefit and purpose.” 
As a continuation, participant P8 described the collector to have a lack of profes-
sionalism due to the use of deceptive design, influencing their trust negatively. 
That made it seem that the collector’s only goal was to gather user data with any 
available method possible. 

The influence of deceptive design on trust was described with words, such 
as “diminishes”, “breaks”, and “shakes”, such as the following quotation shows: 

Yeah, it does shake my trust every time I see that they might be using a deceptive tactic. 
To start with, I usually have around 80-90% trust in the collector that they do every-
thing okay and good, because we are all good people in our core, but the more I en-
counter a collector using deceptive design, even if they only use it a little bit, my trust 
just starts crumbling down and diminishing. [P1] 

Some participants even stated to have no trust left toward the collector when they 
had seen that they use deceptive design. 
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The participants were asked about the cookie data collector’s ability, benev-
olence, and integrity, as they were defined as attributes of trust by Mayer et al., 
(1995), as well predictability, defined by Gefen and Straub (2004). Approximately 
6/8 participants did not find the cookie data collector to be competent, benevo-
lent, or honest, when using deceptive design. Additionally, only some of the par-
ticipants found the collector to be predictable in the context of deceptive design. 
These findings suggest that a cookie data collector who uses deceptive design is 
not seen as very trustworthy by most participants. 

Contrary to distrust, when participants were asked about their trust in a 
cookie data collector who does not use deceptive design, the answers showed 
that the majority of the participants (6/8) trusted them. The following quotation 
by P3 encapsulates this idea: “Well I kind of do continuously trust them by ac-
cepting [cookie data collection] and thinking that my information does not end 
up in the wrong hands.” Behind the remaining two participants’ idea of not trust-
ing a cookie data collector that does not use deceptive design was mainly the 
feeling of uncertainty about where their data is going to and how it is going to be 
used. Summarizing the general feeling of uncertainty, participant P4 stated: 
“Maybe in that sense I don’t trust them because I can’t, like, because I don’t know 
where my information is going to. So therefore, I am a little bit cautious.” 

An important supportive finding from the data is that the participants often 
felt empathy toward the cookie data collector. The participants expressed that 
they would have wanted to trust the collector more because they wanted to think 
that maybe the collector is not using deceptive design on purpose or doesn’t con-
sciously want to cause harm to the user with it. To exemplify this, one participant 
said: “I don’t want to think bad about them right away because they are ‘just 
doing their job’. They might not be [using deceptive design] on purpose” [P8]. 

Alongside with control over privacy, trust was perceived to be the biggest 
and most remarkable factor influencing the perception of privacy, according to 
the participants’ responses. The participants often talked about privacy as trust, 
even if the theme of the interview was not related to trust. For example, the in-
terview theme might have been privacy risks, and the participant often turned 
the discussion toward trust. 

To summarize, all but one participant perceived deceptive design to de-
crease their trust in the cookie data collector. Contrary to this, a cookie data col-
lector who does not use deceptive design was seen as trustworthy by most par-
ticipants. Interestingly, when deceptive design was used, some participants ex-
pressed empathy toward the cookie data collector. 

6.1.4 Perceived privacy risks 

Half of the participants (4/8) thought that deceptive design increases their per-
ceived privacy risks. They expressed that deceptive design causes them to be un-
certain and unsure about what their information is used for and who the infor-
mation is shared with. As one participant [P5] put it: “Yeah, deceptive design 
does increase the feeling of risks being involved... Maybe that… I am like not sure 
what the information is being used for or that my information might be used 
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wrongly.” Conclusively these four participants thought that the biggest risk that 
deceptive design could cause is the misuse or illegal use of cookie data and per-
sonal information by the data collector or their partner. Interestingly, as an even 
more common response, the participants addressed their concerns about a risk 
of accidentally or unconsciously sharing too much cookie data due to deceptive 
design. The following response illustrates this fear: 

Well, the risk that I see is the fact that because there are deceptive patterns in the cookie 
banner, I might click something that I don’t wanna click and then my information may 
be shared with people that I don’t wanna share… If the design is “incorrect,” I might 
be clicking something that I don’t want to and therefore I might be in a bigger risk 
because I have shared more information that I intended. [P7] 

The participants often expressed this fear of sharing too much information with 
the website because they directly thought that sharing unnecessary data will lead 
to less privacy. Similar to the findings about privacy concerns and trust, the sus-
piciousness caused by deceptive design increased the perceived privacy risks. 
One participant [P3] captured the core idea of this risk: 

Well now that I think about it… so… if the request is not straightforward and tries to 
circle around any other option than accepting all cookies, like trying to bend the law… 
it kind of makes me think that there’s something they are trying to hide that I don’t 
understand or I don’t know about… which in turn then makes me think that there are 
more risks involved in this website compared to some other website if I wanna share 
my cookie data with them. [P3] 

Three participants stated that deceptive design had no influence on their per-
ceived privacy risks and felt that there was no possible way that deceptive design 
could affect risks or the perception of them existing, as for example the following 
statement shows: “my idea of risks doesn’t get triggered by how the cookie ban-
ner is designed, directly… I think they don’t have direct relationship with the 
deceptive patterns” [P7]. 

Only one participant [P8] reported deceptive design to decrease their per-
ceived privacy risks. When they were asked about this perception, they re-
sponded: “Because the deceptive design makes it clearer and easier to make the 
[accept all] choice, so I don’t see there any risks in choosing wrong” [P8]. It was 
rare that a participant would have wanted to accept all cookies. Most of the par-
ticipants mainly opted for the button for rejecting all cookies or adjusting settings. 

Privacy calculus, as mentioned in the theoretical framework, can be used to 
define privacy risks’ influence on the perception of privacy. Most participants 
(7/8) stated to often weigh the benefits with the perceived risks when deciding 
about giving their consent for collecting cookie data or entering the website after 
seeing the cookie consent request’s design. But interestingly, none of the partici-
pants found deceptive patterns to help them or benefit them in any way. The 
participants normally weighed the benefits of visiting the website with the risks 
of consenting to cookie data collection. Two participants mentioned the decep-
tive patterns to potentially help those kind of people who want to accept all 
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cookies and share a lot of cookie data with the data collector, since deceptive pat-
terns most often guides the user toward that option. 5/8 participants mentioned 
that deceptive design only exists for the cookie data collector’s benefit, increasing 
the amount of data that they are able to collect and use for their benefit either 
inside their own organization or by selling the data to third parties and getting 
revenue from it. The following comments support this privacy calculus idea: 

Probably it only benefits those people who are going to use the data from the website, 
but not the user, I think. I don’t see there any benefits for me [with deceptive design]. 
I probably never even really think of [the benefits]. [P8] 

So, [when deceptive design is used] it just feels like the information is not collected for 
my benefit, but for the collector’s own benefit. [P6] 

If they use deceptive design or something similar, then I might sometimes totally re-
treat, like then I won’t even enter the website. Because then I kind of balance the idea 
of “will it be worth it to watch, for example, this video from this website if I don’t 
actually need to watch it and I just want to watch it,” so are then the risks of sharing 
my cookies bigger than the benefits I will get from watching the video. [P3] 

When the participants were asked about cookie consent requests that do not use 
deceptive patterns, all participants’ ideas of risks aligned: they knew that there 
are risks, and that it might be risky to share their cookie data, but they were not 
worried or concerned about those risks. The following statement encapsulates 
this idea: “I’m aware that there are risks, but… I don’t have the feeling that I 
should be very worried about them” [P7]. One of the most common concerns 
related to the participants’ perceived privacy risks about cookies in general (with-
out taking deceptive design into account) was the fact that the users were una-
ware and uncertain about how or why their information is being collected and 
for what reasons, which in their words increases the probability of losing their 
privacy. This concern is transmitted, for example, through the following partici-
pant’s comment: “So maybe I just think there to be a risk because you can never 
actually know what you are agreeing to or what [the cookies] are used for” [P8]. 

To summarize, participants’ responses for deceptive design’s influence on 
perceived privacy risks varied notably, reflecting three different perspectives. 
Out of eight participants, one found deceptive design to decrease their perceived 
privacy risks. On the contrary, four participants found deceptive design to in-
crease their perceived privacy risks. The last three participants perceived decep-
tive design to have no influence on perceived privacy risks. Regarding the pri-
vacy calculus theory, the majority of the participants perceived there to be no 
benefits but only risks related to deceptive design. When deceptive design was 
not used in cookie consent requests, the participants still perceived there to be 
risks related to their privacy, but they were not concerned about it. 

The following table 2 summarizes the findings of this section 6.1, showcas-
ing how the participants perceived their privacy regarding cookie consent re-
quests without and with deceptive design. The table separates the participants’ 
perceptions of deceptive design’s influence on each of the four influencing factors. 
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TABLE 2 Users’ perceptions of privacy concerns, control over privacy, trust in the cookie 
data collector, and perceived privacy risks in cookie consent requests without 
and with deceptive design 

COOKIE CONSENT REQUESTS 
WITHOUT DECEPTIVE DESIGN 

COOKIE CONSENT REQUESTS 
WITH DECEPTIVE DESIGN 

Privacy concerns 

*7/8 participants were only slightly or not 
at all concerned about privacy 

*5/8 participants found deceptive design to 
increase their privacy concerns, but they 
did not think that it is increased so much 
that it would influence their perception of 
privacy negatively 
*3/8 participants did not see an increase in 
their privacy concerns, since they thought 
that the concerns remained the same de-
spite deceptive design 

Control over privacy 

*6/8 participants felt they had partial or full 
control over their privacy 

*7/8 participants felt that deceptive design 
decreases their control over privacy 
*1/8 participants felt there to be no connec-
tion between control and deceptive design 

Trust in the cookie data collector 

*6/8 participants trusted the data collector 
*2/8 participants expressed mistrust 

*7/8 participants stated that they had less 
trust in the cookie data collector if the re-
quest had deceptive design patterns 
*1/8 participants trusted the data collector 
who uses deceptive design 

Perceived privacy risks 

*8/8 participants acknowledged potential 
privacy risks but were not concerned about 
them 
*Privacy calculus: some benefits in cookies 

*4/8 participants stated that deceptive de-
sign increases risks 
*3/8 participants saw no connection be-
tween risks and deceptive design 
*1/8 participants saw a decrease in risks 
due to deceptive design 
*Privacy calculus: more risks than benefits 
in deceptive design 

6.2 Additional findings influencing the perception of privacy 

In this section, some other notable findings that influenced the participants’ per-
ceptions of privacy are presented, as they were significant regarding the research 
questions. Next, the following topics are presented: user’s personal interest’s in-
fluence; the importance of deceptive design compared to other influencing fac-
tors; deceptive design’s influence on privacy attributes; design-specificity of per-
ceptions; ubiquity of cookie consent requests and deceptive design; and lastly, 
avoidance of the topic. 
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6.2.1 User’s personal interest 

Most participants (6/8) commented that their personal interest toward their pri-
vacy and thus, their own active control over their privacy, is a more meaningful 
influencing factor for their perception of privacy than deceptive design or any of 
the other influencing factors from the theoretical framework. The following com-
ments support this idea: 

It makes me feel that this [cookie consent request] is like a game that I have to play, 
like I am kind of forced to be cautious of my privacy in them… I just think that “he is 
not dumb who asks, but the one who pays” [A Finnish saying, literal translation]. [P2] 

I will say, though, that the control is quite a big part of my privacy… even just the fact 
that I know what my private information is used for when I have chosen only specific 
information to share has a big influence on how I perceive [the state of my privacy]. 
[P2] 

Your privacy is like dependent on yourself only, like how carefully you wanna look 
through the [cookie] options. [P4] 

I understand the idea of [deceptive patterns] trying to make you look somewhere, but 
you just have to be aware and smarter than them and be very, like, eyes open and just 
not click on that. [P7] 

Interestingly, some of the participants found it important and useful to be edu-
cated on the topic during the interviews. They, for example, stated that normally 
they would not have thought about their privacy but after learning about the 
topic and being more aware of it, they expressed a positive influence on how 
carefully they might behave online in the future regarding cookie consent re-
quests. For example, they might be more cautious of the consent choice that they 
make and be more aware of deceptive patterns guiding them. 

6.2.2 Importance of deceptive design’s influence in comparison to other fac-
tors 

Diminishing the influence of deceptive design on the perception of privacy, some 
participants (3/8) stated that the perception of privacy is not solely dependent 
on deceptive design, but rather it is a combination of multiple influencing factors, 
as participant P5 put it: “Well yeah, [deceptive design] can have an effect on pri-
vacy, but at the end my perception of privacy is a combination many things.” 
Contrarily, 5/8 participants emphasized that compared to the other influencing 
factors (privacy concerns, control over privacy, trust, and perceived privacy risks) 
deceptive design has a notably bigger, if not the biggest, influence on their per-
ceptions of privacy. This idea was backed up mainly by the fact that deceptive 
design is the first and most noticeable thing that the user sees when encountering 
a cookie consent request. The following statements support this finding: 
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Probably the deceptive design patterns have quite a big influence on my perception 
[of privacy] because it’s maybe even the easiest thing to notice. Like I can’t even notice 
the other things that might be happening in the background, like the risks for example, 
so yeah, I think [deceptive design] is quite an impactful factor. [P6] 

I think [deceptive design] has the biggest role because the first thing that catches your 
eye on the website is the cookie banner: the colors, the form, the size of a banner, the 
size of the letters that are actually important, the text that is very small… So, that’s the 
first thing that you see. And even though that the perception [of privacy] might be 
built by many small things, the deceptive pattern is really the first impression, let’s say 
it like that. [P7] 

In many cases yes, deceptive design influences my [perception of] privacy the most… 
because the cookie request is the first thing that appears that I see. [P1] 

6.2.3 Privacy attributes and design-specificity 

The participants were given a list of fourteen privacy attributes by Barth et al. 
(2022) during the interviews, as introduced in section 3.2 Privacy-protective de-
sign. The participants expressed that deceptive design influences their perception 
of each of these attributes negatively in some way, but the attribute that was the 
most notably influenced was transparency. The participants perceived that due 
to deceptive design, the transparency was either reduced or even totally missing 
from the cookie consent request when it involved deceptive patterns, as it is ex-
emplified in the following citation during which the participant was attempting 
to make a choice between accepting all cookies and “No thank you, I want a bad 
user experience”: 

So, I can't immediately find the information about what my cookie consent and data 
would be used for… I can't find the actual facts about it. And maybe there could be 
something else going on that is not told. Like, is there something else included in this 
[accept all option] that I would be interested in knowing as a user? [P2] 

The participants expressed the four following attributes as the most important to 
be taken into account in a cookie consent request to improve their perception of 
privacy: purpose, security, transparency, and anonymization. Of these, purpose 
- the clear explanation for why personal data is being collected - was ranked as 
the most critical, followed by security - the informed protection measures to safe-
guard users’ cookie data. Transparency regarding the organization's data prac-
tices was also highly valued, as it increased trust. Additionally, anonymization - 
editing personal data so that it cannot be directly traced back to an individual - 
was perceived as a meaningful factor in enhancing the perception of privacy. 

Lastly, half of the participants (4/8) emphasized in their answers that their 
perceptions are always design- and context-specific. Even when it came to decep-
tive design, they stated that their perceptions varied depending on the type of 
deceptive pattern that was used. This idea is exemplified in the following state-
ment: “Well, I think [my privacy perception] varies a lot. There are so many 
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different [designs]” [P4]. This finding was especially related to the topic of con-
trol over privacy but it was also mentioned elsewhere in the interviews. 

6.2.4 Ubiquity and avoidance of the topic 

Many participants (5/8) perceived deceptive design to be a common part of their 
internet use. The participants described being used to avoiding the consent 
choice options that deceptive patterns try to guide them toward, for example, by 
directly looking for the option that is not highlighted, expecting it to be “decline 
all” or “settings”. To illustrate this, participant P1 said: “’Save settings’ is again 
the smaller option but I’m already used to that.” Another participant also stated 
that: “Even though that this [accept all button] is green and it’s more eye catching 
again, but I am very used to that eye catching thing, so I would just click here 
[gray button: decline]” [P7]. Some participants even stated that due to deceptive 
design’s ubiquity they have learned to be more careful when selecting their con-
sent choice. This is exemplified in the following comment: 

Normally I… or like… these days I feel like I’m like used to it… I have learned that I 
will look carefully through [the consent options], like what does the most tempting 
button say, for example, because if that has been made easy then you can directly see 
from the button if it is what I was looking for that I wanted to select. [P1] 

5 out of 8 participants noted that it was difficult to describe how they feel about 
their privacy regarding cookie consent requests since they have become such an 
ubique part of their daily internet use and that they barely even notice the cookie 
consent requests or sharing their personal data when browsing the web. For in-
stance, participant P6 mentioned: “I actually don’t even think about that ever be-
cause [using cookie consent requests] has become such an automatic task that I 
do not even think about anything while doing it.” Similarly, participant P3 stated: 
“In a way [a cookie consent request] is such an everyday thing, and therefore I 
have not even stopped to think about it.” The same participant [P3] also said that 
they had not even realized how often the requests occur and that their privacy is 
also tied to using cookie consent requests because the requests are such a “regular 
occurrence” that one might think that there is not even a need to think about their 
privacy. 

At times, some participants (3/8) additionally expressed their own privacy 
to be a difficult and sometimes even a scary topic. This translated to them avoid-
ing thinking about it in their daily lives. One participant even described it as fol-
lows: 

It feels like I’m standing on the edge of an abyss [a saying conveying a sense of being 
near something deep, dark, and unknown, with fear and uncertainty about the topic], 
so would it then just be easier to not think about it and just continue using the service 
as usual? [P2] 
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6.3 Users’ impressions of deceptive design and cookies 

In this section, users’ impressions of deceptive design, cookies, cookie consent 
requests, and cookie data collectors are presented. The section is divided into 
three subsections: emotions and cognitive states, descriptions of deceptive design 
in cookie consent requests, and descriptions cookie data collectors. In each sub-
section, commonly occurred emotions, cognitive states or descriptive words re-
lated to these topics are introduced. 

6.3.1 Emotions and cognitive states regarding deceptive design in cookie 
consent requests 

It was clear that deceptive design awakened only negative emotions and cogni-
tive states in the participants. The participants expressed annoyance and even 
anger (expressed by 7/8 participants) toward the use of deceptive design in 
cookie consent requests, as the following statement shows: 

Well, it makes me angry. It like frustrates me because I just wanna be able to complete 
[the request] as effortlessly as possible. And when it’s not effortless and easy then it 
just like annoys me because it takes my time from something else. [P4] 

The deceptive design was also perceived to create some uncertainty and una-
wareness (expressed by 6/8 participants) of what the users’ information was 
used for and who it was shared with, since deceptive design made it more diffi-
cult to understand and find information related to those questions. These cogni-
tive states are encapsulated in the following quotations: 

It’s often unclear what all my information is actually used for. And also, like, do I trust 
then that the information is used for only what I give permission for. So maybe it’s just 
that they are so difficult to understand and trust in the first place. [P6] 

It’s not very well clarified here how my own experience would change if I chose [to 
consent to] one or the other. So, I can’t easily find it right away what the information 
would be used for… I feel like [declining the consent] because I’m not getting enough 
information. [P2] 

The participants’ general negativity toward deceptive design was also a common 
theme in the interviews (clearly expressed by 5/8 participants). To exemplify this, 
participant P7 stated deceptive patterns to be “totally negative all the time.” The 
data included no positive emotions or cognitive states related to deceptive design. 

Similarly, participants expressed negatively associated emotions regarding 
cookie consent requests in general, without paying special attention to deceptive 
design. Multiple participants stated cookie consent requests to be something an-
noying even if they had found them to be useful or positive, such as P7 said: “I 
mean it’s very annoying, but I understand the cookies ultimately as something 
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positive for me.” Equally, cookie consent requests were found to bring anxiety to 
the users, as exemplified by one participant’s comment: 

Like do I have to every single time while browsing the internet activate my mind for 
making a decision [about my cookie preferences] because that might bring me a bit of 
anxiety and stress when I realize that I can’t just browse the web without thinking 
about anything and instead have to be quite cautious about what I click on and what I 
give permission to. [P2] 

Some signs of frustration were as well seen in the participants’ answers regarding 
cookie consent requests in general - when deceptive design was not included - as 
for example, participant P1 stated: “Damn it, they always appear and block my 
visit to the website, I wish I could just browse the web in peace.” Some partici-
pants even described cookie consent requests to be a block to their end goal (ac-
complishing a task on the website or accessing the website). For example, partic-
ipant P1 said: “You just always have to consent to something so that [the cookie 
consent request] goes out of the way so that you can use the website,” while an-
other participant [P4] noted: “Well, maybe [the request] just slows down the visit.” 

Contrary to the participants’ negative emotions about deceptive design, 
cookie consent requests without them were mainly seen as something positive. If 
a participant perceived cookies as useful in their life, they also stated cookies to 
be something positive rather than negative to them, as it was highlighted by par-
ticipant P7: “All the time I have the feeling that the cookies are more positive than 
negative.” 

6.3.2 Descriptions of deceptive design in cookie consent requests 

The participants described the use of deceptive design mainly with negative 
words such as suspicious (expressed by 6/8 participants), as it was already men-
tioned regarding deceptive design’s influence on users’ privacy concerns. The 
participants expressed this view in the following examples: 

So, the first thing that comes to mind is that it is a red flag [= a warning sign] that the 
“No thank you, I want a bad user experience” option is super small here at the bottom. 
And I start feeling like “Umh, okay, what’s the deal with this being this way?” And 
the alarm bells start to ring in my head like “Okay, so they are trying to guide me now,” 
and then I have to start being very careful with what I consent to. [P2] 

Yeah, I start suspecting [the cookie consent request]. Why is it that they really, really, 
really want me to accept all the cookies? [P7] 

The deceptive design patterns seemed to make the requests unclear and unin-
formative or even unpredictable (expressed by 5/8 participants) in the sense that 
the participants did not know where their information was going to and what it 
was used for, since deceptive design made it difficult to understand the requests 
(as mentioned by 5/8 participants). A few participants (3/8) stated that deceptive 
patterns made the requests complicated since it was often difficult to find an 
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option to decline consent or edit settings. These impressions emerge in the fol-
lowing examples: 

It’s a lot of work to like figure [the cookie consent request] out… Like sometimes it’s 
designed in a very difficult way, the interface might look like a piece of code to me [a 
non-programmer] and then I have to read through it very carefully because it doesn’t 
appear to be simple at first glance. [P2] 

Usually if [the design is] deceptive then the information is also harder to find. [P4] 

Deceptive design makes me think that [the cookie data collectors] do not want to pro-
vide understandable information. [P8] 

[Deceptive design] makes it more difficult to get the information or like somehow dis-
torts it… or it makes it more difficult to make the choice that I want, so yes, [deceptive 
design] does affect by making it more difficult. [P6] 

The deceptive design patterns were described as persuasive by 3/8 participants, 
and even as manipulative by two other participants. The request being persua-
sive and complicated made it seem to most participants (5/8) that it was not vol-
untary to make a choice other than accepting all cookies. The following quota-
tions highlight these shared experiences: 

[Deceptive patterns] try to persuade or guide me toward accepting all of these cook-
ies… so it guides quite a lot toward [accepting] then. The option for accepting looks 
much more tempting to click on but despite it will click “I want a bad user experience.” 
[P5] 

[Deceptive design] kind of is, dare I say, conscious manipulation of the user. [P3] 

[Deceptive design] gives me the impression that I don’t have that choice [to decline]. 
[P4] 

The data did not reveal any evident positive descriptions of deceptive design. 
As opposed to the way that deceptive design was described by the partici-

pants, cookie consent requests in general were seen as easy to use and understand. 
This opinion can be seen in the following quotation: “Yeah, I think making the 
choices is very easy. It's very easy. I think I understand everything” [P7]. But of 
course, the usability and simplicity always depend on the design of that particu-
lar cookie consent request, as participant P8 put it: “Depends on how they have 
designed it. Sometimes they are very scientific or like very hard to understand 
and then others are very simple. So, it depends.” Similarly, at least half of the 
participants (4/8) found cookies to be useful and therefore something positive in 
their daily life. The useful features of cookies that were mentioned were mainly 
that the functionality of the website improved [mentioned by P1 and P3] and that 
the advertisements and content of the website were personalized to their interests 
[mentioned by P7, P3, and P8]. 
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6.3.3 Descriptions of cookie data collectors 

The participants liked to express how they felt about the cookie data collector. 
The most common themes that were found were non-benevolence (as described 
by 6/8 participants), dishonesty (as described by 4/8 participants) and incapa-
bility (as described by 4/8 participants). Participants expressed these views in 
the following examples: 

[The cookie data collectors] are not always benevolent. Some of them probably only 
[use deceptive design] for money and do not think of my privacy at all in that situation. 
[P8] 

[The cookie data collectors] are… and this is a mean way to put it… but I kind of feel 
like saying that they treat me in a degrading way. [P2] 

If [the request] is designed deceptively then it immediately makes me question 
whether [the collectors] are honest and telling me everything. [P1] 

[Deceptive design] projects a certain lack of professionalism. Like it doesn’t feel at all 
like [the request] was designed by a professional. [P8] 

Although, as mentioned previously in subsection 6.1.3 Trust in the cookie data 
collector, many participants felt empathy toward the collectors and did not nec-
essarily want to think bad about them. 
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In this chapter, the key findings related to the research questions are presented 
and discussed in the light of previous research and theories. Additionally, con-
tributions for both theory and practice are presented. Lastly, the limitations of 
the study are considered, and future research ideas are suggested. 

The study aimed to investigate how users perceive their privacy when en-
countering cookie consent requests that are designed with deceptive patterns. A 
closer look was taken to uncover deceptive design’s influence on the users’ per-
ceptions of privacy. The research questions were explored using data collected 
during the empirical phase that was conducted with method triangulation: com-
bining user testing with a think-aloud method, supported by thematic interviews. 
The following questions were analyzed within the context of the theoretical 
framework and other supporting theories, using content and thematic analysis: 

Q1 How does deceptive design influence users’ perceptions of privacy in 
cookie consent requests? 
Q2 What are users’ overall perceptions of privacy in cookie consent re-
quests that include deceptive patterns? 

Both research questions focus on users’ perceived sense of privacy, rather than 
measuring their behavior or deceptive design’s actual effects on privacy or secu-
rity. The following two sections present the answers to each of these research 
questions individually and interpret them in the light of existing literature and 
theories. 

7.1 Deceptive design’s influence on users’ perceptions of privacy 
in cookie consent requests 

This section covers the key findings related to deceptive design’s influence on 
users’ perceptions of privacy in cookie consent requests. The findings are 

7 DISCUSSION 
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presented and discussed following the theoretical framework for the perception 
of privacy and its four influencing factors: privacy concerns, control over privacy, 
trust in the cookie data collector, and perceived privacy risks. Followed by other 
key findings regarding deceptive design’s influence. Finally, concluding with de-
ceptive design’s overall influence on the users’ perceptions of privacy. 

Deceptive design’s influence is examined both regarding each influencing 
factor, as well as its conclusive, overall influence on the perception of privacy. 
Users’ impressions of deceptive design, cookie consent requests, and cookie data 
collectors play an important role in shaping these findings. 

7.1.1 Influence on users’ privacy concerns 

The most prominent finding regarding users’ privacy concerns was that the users 
experienced an increase in their privacy concerns when deceptive design was 
used in cookie consent requests. Aligning with this finding, Mathur et al. (2021) 
have found that users generally have privacy concerns when deceptive design is 
used. The results of the current study show that the increase of privacy concerns 
was caused by the participants perceiving the cookie consent requests as unclear, 
difficult to understand, and dishonest, when deceptive design was used. Sup-
porting these impressions, previous research by Gray, Chen, Chivukula, and Qu 
(2021), Lupiáñez-Villanueva et al. (2022) and Maier and Harr (2020) have found 
similar descriptions related to deceptive design, although their studies were not 
conducted in the context of cookie consent requests. 

Adding interest to the findings, some participants of the current study 
viewed deceptive design’s influence on their privacy concerns as not substantial 
enough to noticeably change their overall perception of privacy, possibly because 
they were already concerned about their privacy without deceptive design hav-
ing been used. This finding is similar to studies by Alharbi et al. (2023), Gray, 
Chen, Chivukula, and Qu (2021), and Ha et al. (2006) that found users to already 
have privacy concerns related to cookie consent requests even before deceptive 
design was introduced. The findings of the current study, supported by previous 
research, suggest that users’ privacy concerns are not majorly influenced by de-
ceptive design, as users already perceive cookie consent requests as concerning 
in the first place. 

Another key finding is related to users’ suspicions. A study by Mejtoft et al. 
(2023) found that users perceive the use of deceptive patterns as suspicious, 
which in the current study was seen as a factor that increased the users’ privacy 
concerns in cookie consent requests. Related to the suspicions, the users in the 
current study expressed heightened uncertainty about what their data was being 
used for when deceptive design was included. Interestingly, a previous study by 
Singh et al. (2022) found that cookie consent requests in general, without includ-
ing deceptive design, were also perceived as suspicious by users. These contra-
dictory findings, as mentioned in the previous paragraph, suggest that there is 
not a remarkable difference in users’ perceptions with or without deceptive de-
sign being included in the cookie consent requests. 
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Lastly, some of the users of this study were not at all concerned about their 
privacy when deceptive design was used in the cookie consent requests. Aligning 
with this finding, Bongard-Blanchy et al. (2021) have found that users generally 
are not concerned about their privacy when deceptive design is used. This find-
ing, although being only perceived by a few participants in the current study, 
could further reduce the idea that deceptive design increases users’ privacy con-
cerns. 

To conclude, deceptive design may cause privacy concerns in users. Inter-
estingly, deceptive design does not necessarily lead the users to have heightened 
concerns when compared with cookie consent requests without deceptive design. 

7.1.2 Influence on users’ control over privacy 

As a key finding of the current study, deceptive design considerably reduced the 
users’ control over their privacy. It was found that most users perceived decep-
tive design to make it more difficult to control their privacy, leading some users 
to even experience negative emotions such as anxiety or frustration. This finding 
about the diminished control aligns with a study by Gray, Chen, Chivukula, and 
Qu (2021) in which users perceived deceptive patterns as difficult and compli-
cated. Supporting deceptive design’s negative influence on users’ perceived con-
trol over privacy, the results of the current study showed that when deceptive 
design was not included, the cookie consent requests were found easy to use and 
understand. This finding suggests that users perceive to have more control over 
their privacy when deceptive design is not used in a cookie consent request. 

However, previous research has shown that cookie consent requests with-
out deceptive design also generally seem difficult to use and understand (Habib 
et al., 2019), as well as frustrating (e.g., Ha et al., 2006; Kulyk, Hilt, Gerber, & 
Volkamer, 2018; Mejotft et al., 2023; Nouwens et al., 2020). These findings contra-
dict the findings of the current study, suggesting that the use of deceptive design 
makes no difference regarding users’ perceptions of control in cookie consent re-
quests. Although, it is worthy to mention that the previous studies mainly fo-
cused on perceived control in general, and not on control over privacy specifi-
cally. 

Consistent with the study by Nouwens et al. (2020), the current study found 
that deceptive design makes the cookie consent choice non-voluntary, enhancing 
the users’ perceptions of reduced control. Likewise, the current study found 
cookie consent requests that included deceptive design to be perceived as per-
suasive and manipulative, which aligns with the users in the studies by Gray, 
Chen, Chivukula, and Qu (2021) and Maier and Harr (2020) describing deceptive 
design itself as forcing, triggering, and aggressive. 

To conclude, this study suggests that deceptive design causes a decrease in 
the users’ perceptions of control over their privacy, supported by users’ negative 
impressions of deceptive design and the users’ idea of non-voluntary consent. 
However, the findings from previous research partially suggest that the percep-
tion of control might not be solely influenced by deceptive design, as similar per-
ceptions of control have been found regarding cookie consent requests in general, 
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without deceptive design. Further examination would be of use to understand 
what a user’s perception of control over privacy consists of, especially regarding 
design choices. 

7.1.3 Influence on users’ trust in the cookie data collector 

The findings suggest that users’ trust in the cookie data collector is compromised 
by deceptive design. This finding reflects the one by Lupiáñez-Villanueva et al. 
(2022) who also found that deceptive design leads to most users having less trust. 

One reason for the diminished trust in the current study was the users’ sus-
piciousness of what the cookie data is used for, such as it was also found by 
Mejtoft et al. (2023). Another suggestion is, as the current study’s results show, 
that the users’ perceived dishonesty of the cookie data collector diminishes trust. 
Supporting this finding, Maier and Harr (2020) have also captured users describ-
ing the organization as dishonest when they have used deceptive design – further 
weakening their trust. Contrary to these findings, a study by Keleher et al. (2022) 
found that users generally perceive deceptive design as something positive, eth-
ical, and honest, arguing that experts might often incorrectly assume users’ per-
ceptions. Still, these findings by Keleher et al. (2022) are in the minority when 
looking back to the previous research introduced in subsection 2.2.4, and it may 
be taken that the current study’s findings of distrust and dishonesty are genuine 
perceptions of users as they align with most of the previous research. 

An additional reason for mistrust in the current study was the non-benev-
olent nature of the cookie data collector, according to users’ perceptions. This 
finding was similarly found in a study by Gray, Chen, Chivukula, and Qu (2021) 
- users perceived that the organization is only thinking of their own benefit, un-
dervaluing the users. Since Mayer et al. (1995) have argued that the benevolence 
of the trustee is one of the key building blocks of trust, it may be taken that the 
non-benevolence found in the current study further indicates deceptive design’s 
negative influence on trust. 

Providing further support for deceptive design causing mistrust in users, 
the current study found that some users even perceived there to be no trust left 
toward the cookie data collector when deceptive design had been used. Further-
more, giving additional support to the idea that deceptive design causes mistrust, 
the users in the current study appeared to trust the cookie data collector more 
when deceptive design was not used. 

Interestingly, similar to a finding about users’ sympathy by Gray, Chen, 
Chivukula, and Qu (2021) and Lupiáñez-Villanueva et al. (2022), it was found 
that some users in the current study felt empathy toward the cookie data collector 
and wanted to trust them more. Still, this finding cannot considerably counter-
balance the overall lack of trust that deceptive design appears to cause for the 
users in this and previous studies. 

To conclude, the findings of this study, combined with previous research, 
indicate that deceptive design is directly linked to diminished trust. This mirrors 
previous studies (e.g., Lupiáñez-Villanueva et al., 2022) defining transparency – 
which is contrary to deceptive design - as increasing users’ trust. 
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7.1.4 Influence on users’ perceived privacy risks 

The findings related to deceptive design’s influence on users’ perceived privacy 
risks were less conclusive, with users’ perceptions varying. The results show a 
division in users’ perceptions on the influence, with half of the users perceiving 
heightened privacy risks, and less than half reporting no influence. Interestingly, 
one user even perceived deceptive design to reduce privacy risks. Due to the var-
ying findings in the current study, there is no clear consensus on whether decep-
tive design distinctly influences perceived privacy risks. Previous research shows 
similar variance in findings. In multiple previous studies (e.g., Bongard-Blanchy 
et al., 2021; Gray, Chen, Chivukula, & Qu, 2021; Mathur et al., 2021) it has been 
found that users perceive there to be risks related to deceptive design, but as Ha 
et al. (2006), Beckwith (2003), and Flinn and Lumsden (2005) have found, the us-
ers often do not find these risks threatening or affecting their behavior. 

It has been suggested that users find it difficult to evaluate privacy issues, 
such as privacy risks, as they are not adequately educated on the topic (Beckwith, 
2003; Flinn & Lumsden, 2005). This finding is similar to the one by Keleher et al. 
(2022) who stated that users could have different perceptions of deceptive design 
if they were better educated on the topic. The findings of the current study, on 
the other hand, do not directly support the idea of education or knowledge on 
the topic causing the users to view it any differently, since the participants were 
made aware of what cookies, cookie consent requests and deceptive patterns are. 
The participants in the current study were as much aware of the topics as they 
could at that moment, and still, the findings of users’ perceptions were largely 
negative, aligning with the findings from previous research for the most part. Of 
course, it would be important to better educate users on the topics of this study, 
but first education’s actual impact on users’ perceptions of privacy could be re-
searched, since at this state it cannot be reliably proven that increased awareness 
would influence these perceptions. 

Regarding cookie consent requests that do not include deceptive design, it 
was found that users perceive there to be privacy risks, but they are not con-
cerned about them. This finding adds to the uncertainty of deceptive design’s 
influence on perceived privacy risks, as the size or type of risks could not be de-
finitively compared in the presence or absence of deceptive design in cookie con-
sent requests. 

However, in line with the privacy calculus theory, the users’ collective view 
leaned toward perceiving more risks than benefits related to the use of deceptive 
design, contributing to a slightly more negative perception of privacy. In line 
with Maier and Harr’s (2020) study, the current study found that users perceive 
deceptive design to only benefit the organization who uses it. Continuing the 
consistency with Maier and Harr’s (2020) findings, the current study shows that 
despite perceiving more risks than benefits, users would still continue using the 
service, as the benefits of entering the website outweigh the risks of deceptive 
design being included in the cookie consent request. Although here it is worthy 
to think again, whether having more knowledge on the topic would have an im-
pact on the perceived privacy risks and thus the privacy calculus aspect as well. 
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To conclude, deceptive design’s influence on users’ perceived privacy risks 
was found to be subtle and inconclusive, with varying perceptions among users. 
This variability aligns with previous research, further questioning if users’ 
awareness and education on the topic would influence perceived privacy risks. 
Lastly, despite perceiving more risks than benefits, users still preferred to take 
advantage of the website’s benefits over the potential privacy risks related to de-
ceptive design. 

7.1.5 Other key findings regarding deceptive design’s influence 

Besides the previously presented findings of deceptive design’s influence on the 
four influencing factors within the theoretical framework, there are other key 
findings that have an impact on deceptive design’s overall influence on users’ 
perceptions of privacy. 

The current study found that users generally have negative impressions of 
cookie consent requests, both with and without deceptive design, as it has been 
similarly found by multiple scholars previously (e.g., Ha et al., 2006; Habib et al., 
2019; Kulyk, Hilt, Gerber, & Volkamer, 2018; Mejotft et al., 2023; Nouwens et al., 
2020). Although, different from previous studies, the current study found users’ 
impressions to become more negative when deceptive design is included in the 
cookie consent requests. This finding further supports deceptive design’s nega-
tive influence on users’ perceptions of privacy. Still, as users’ impressions of 
cookie consent requests both with and without deceptive design have been 
largely similar, it may be suggested that deceptive design does not influence us-
ers’ impressions as much as it may have been presumed solely based on the find-
ings of this study on their own. 

Interestingly, this study found that the ubiquity of cookie consent requests 
has led to a normalization of their use, diminishing users’ overall concerns for 
their privacy. This finding about deceptive design’s ubiquity was also reported 
by Di Geronimo et al. (2020), and Lupiáñez-Villanueva et al. (2022). In line with 
these findings, Mejtoft et al. (2021) found that users have started to experience 
something called “cookie blindness”, which makes them function out of habit 
without seeing the content of the request more closely. This habitual exposure to 
deceptive patterns in cookie consent requests may influence how deceptive de-
sign is perceived, as users become conditioned to recognize and navigate decep-
tive patterns, possibly leading to desensitization regarding their privacy con-
cerns. This habituation might also diminish the perceived emotional impact of 
cookie consent requests over time. However, participants in the current study 
still expressed feelings of annoyance and frustration, suggesting that even ubiq-
uity or “cookie blindness” does not lessen the negative impressions tied to de-
ceptive design. 

Additionally, it was found that users’ personal interest toward privacy and 
proactive control over it considerably influenced their perceptions of privacy, of-
ten more than deceptive design itself. This finding aligns with Maier and Harr 
(2020) who found that users perceived to be able to protect their privacy as long 
as the users themselves were using the service with caution. These findings 
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indicate that while deceptive design plays an important role, individual user 
agency may ultimately be a stronger influencing factor for the perception of pri-
vacy. Although, contrary to this finding, users in the current study stated decep-
tive design to have a big, if not the biggest, influence on their perception of pri-
vacy. The significance of each factor on the users’ perceptions of privacy could 
be further tested with a quantitative study, to be certain of each factor’s actual 
influence. 

The findings revealed that deceptive design negatively influences how well 
the specific privacy attributes (introduced by Barth et al., 2022), especially trans-
parency, are perceived by the user. Cavoukian (2010) and Barth et al. (2022) have 
stated that incorporating privacy-protective design frameworks in the design 
process could mitigate users’ privacy concerns and improve the protection of 
personal data. However, the findings of the current study suggest that at least 
the transparency attribute has not been followed, as the use of deceptive design 
makes the cookie consent request seem non-transparent. No previous research 
has before investigated this connection between deceptive design and the privacy 
attributes, although, Lupiáñez-Villanueva et al. (2022) have found users to per-
ceive the service or website as less transparent when deceptive design is used. 
On the contrary, there might not be a major difference in how users perceive the 
transparency regarding cookie consent requests when deceptive design is used, 
because a study by Singh et al. (2022) has showed that cookie consent requests – 
without deceptive design – are perceived to lack transparency to start with. The 
findings suggest that transparency should be taken into account better when de-
signing cookie consent requests to improve users’ perceptions of privacy. 

Lastly, the finding about design-specificity of users’ perceptions of privacy 
should be highlighted, meaning that the perception of privacy varies depending 
on the deceptive pattern type. This finding, in accordance with Lupiáñez-Vil-
lanueva et al. (2022), is a reminder that although the results show a predomi-
nantly negative influence of deceptive design on the users’ perceptions of privacy, 
the findings are context- and design-specific and should not be generalized to all 
types of deceptive patterns and contexts. 

7.1.6 Concluding remarks on deceptive design’s influence on the percep-
tions of privacy 

Conclusively, the key findings of this study indicate that users find deceptive 
design to negatively influence their perceived control over their privacy and their 
trust in the cookie data collector. Interestingly, the users also considered these 
two factors, control and trust, to be the biggest and most remarkable factors re-
garding their perception of privacy. However, deceptive design’s influence on 
users’ privacy concerns and perceived privacy risks was found to be more subtle, 
with varying perceptions on the factors. When compared to cookie consent re-
quests without deceptive design, adding deceptive design to the requests leads 
to a clear shift toward more negative emotions and cognitive states, and ulti-
mately, a more negative perception of privacy. Although this study cannot de-
finitively establish deceptive design’s overall influence on users’ perceptions of 
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privacy, it can nonetheless be concluded that deceptive design generally tends to 
negatively influence users’ perceptions of privacy. 

This conclusive finding of deceptive design’s negative influence on the per-
ception of privacy is consistent with that of Graßl et al. (2021) and Mathur et al. 
(2021), although their studies did not use the same theoretical framework as the 
current study. Additionally, the conclusive findings of the current study align 
with Gray, Chen, Chivukula, and Qu (2021) who have reported deceptive pat-
terns to cause users to perceive a lack of privacy. 

Furthermore, while the influence of deceptive design on users’ perceptions 
of privacy seems notable, and the users in this study state deceptive design to be 
the most visibly influencing factor for their perception of privacy, it was found 
that at the end, users’ overall perception of privacy is influenced by a combina-
tion of various factors, reinforcing the idea that deceptive design is just one factor 
among multiple influences. 

Lastly, it is important to question whether the findings of the influence of 
deceptive design on users’ perceptions of privacy has any practical importance if 
the users’ prevailing idea of cookie consent requests, as it was found in previous 
research, already is negative to start with. Would there truly be added value to 
the users, if deceptive design was removed from cookie consent requests? Maybe 
the root cause of negative perceptions of privacy is not deceptive design, but 
something else related to the context. One idea could be to figure out a totally 
new way of asking users’ cookie consent in a way that does not cause any issues 
for users’ privacy and does not conflict with users’ goals of internet use. 

7.2 Users’ overall perceptions of privacy in cookie consent 
requests that include deceptive design 

In this section, the findings regarding users’ overall perceptions of privacy are 
presented in four subsections, somewhat aligning with the four influencing fac-
tors from the theoretical framework for the perception of privacy, combined with 
additional findings and users’ general impressions related to deceptive design 
and cookie data collectors. Lastly, users’ overall perceptions of privacy are con-
cluded. 

Regarding the key findings in this section, the data was analyzed in the light 
of users’ subjective impressions or attitudes toward deceptive design and cookie 
consent requests. Rather than looking at deceptive design’s influence on users’ 
impressions, this section attempts to conclude whether users feel that their pri-
vacy is protected, respected, compromised, undervalued, or unimpacted when 
they encounter cookie consent requests that have deceptive patterns. 

7.2.1 Perceptions of privacy: control 

The results of this study point out a general loss of perceived control over the 
users’ privacy, possibly caused by the feeling of being undervalued due to the 
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data collector’s non-benevolence, and the feeling of being manipulated. This 
finding is supported by Gray, Chen, Chivukula, and Qu (2021), who found that 
users think that the collector is only thinking of their own benefit when using 
deceptive design. Similarly, cookie consent requests in general - without decep-
tive design - are in previous research found to be forcing and aggressive in the 
ways that they guide users toward certain consent choices (Maier & Harr, 2020). 
These perceptions of diminished control together contribute to a perception of 
users’ privacy being undervalued or compromised when deceptive design is 
used.  

Additionally, it was found that participants often wanted to consciously ig-
nore the potential issues related to deceptive design despite being aware of their 
existence, as discussed later in subsection 7.2.3 Perceptions of privacy: privacy 
concerns and risks. Ignoring or minimizing the existing privacy issues could im-
plicate that consciously interacting and constantly being aware - and thus, con-
cerned - of the possible privacy issues would require more cognitive effort from 
the users than they would be willing to invest in their interaction with cookie 
consent requests. 

7.2.2 Perceptions of privacy: trust and transparency issues 

In this study, deceptive design seemed to diminish users’ trust in the cookie data 
collector, mainly due to a lack of transparency and perceived dishonesty of the 
collector. These findings are consistent with previous research by Maier and Harr 
(2020), and Lupiáñez-Villanueva et al. (2022). Distrust and lack of transparency 
may be taken to indicate that the users perceive their privacy to be at risk because 
the findings contradict with the privacy-protective design principles introduced 
by Cavoukian (2010) and Barth et al. (2022). On the contrary, Keleher et al. (2022) 
found users to perceive deceptive design as more positive than negative - de-
scribing them as honest and ethical - suggesting that researchers often wrongly 
assume users’ perceptions. In the light of the overall findings of previous research 
and the current research, the findings strongly indicate a more negative overall 
perception, contradicting the argument made by Keleher et al. (2022). 

However, as similarly reported by Gray, Chen, Chivukula, and Qu (2021), 
some users expressed empathy (“sympathy” in Gray, Chen, Chivukula, & Qu, 
2021) toward the cookie data collector, highlighting the complexity of users’ per-
ceptions: while they might not trust the data collector, they also recognize that 
not all of them consciously act maliciously. Despite the finding about empathy, 
the general lack of trust caused by deceptive design suggests an overall percep-
tion of the users’ privacy not being well protected. 

7.2.3 Perceptions of privacy: privacy concerns and risks 

One finding in this study was related to the users’ habitual engagement due to 
deceptive design and cookie consent requests’ ubiquity and the users’ general 
avoidance of thinking about the topic. Avoidance of the topic was found similarly 
in Maier & Harr’s (2020) study, suggesting that users have a resigned attitude 
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toward privacy risks and issues due to deceptive design’s prevalence in their 
daily life. This resigned attitude and habitual functioning of users might suggest 
that maintaining privacy is perceived as difficult, especially with the normaliza-
tion of deceptive design. Likewise, the avoidance of the topic by some partici-
pants suggests an emotional complexity surrounding privacy. This finding indi-
cates that fear or anxiety about privacy risks or issues may stop users from criti-
cally evaluating cookie consent requests, as similarly suggested by Lupiáñez-Vil-
lanueva et al. (2022). 

Regarding the privacy calculus theory, it was found that although users of-
ten weighed the benefits with the perceived risks, they often ended up compro-
mising their privacy for convenience. This finding suggests a more pragmatic 
view on privacy, as users often balance the convenience of quickly accepting 
cookies with the perceived risks of sharing their data. This pragmatic viewpoint 
aligns with existing research that has showed users to often function heuristically 
rather than rationally in consent-giving situations: functioning out of habit and 
making quick choices instead of rationally analyzing their choice (Graßl et al., 
2021; and Utz et al., 2019). The heuristic behavior might explain why despite the 
users’ awareness of privacy risks, they still end up accepting cookies without tak-
ing the privacy issues into account. These findings taken together suggest that 
users’ perceptions of privacy might be unimpacted by the perceived privacy risks. 

7.2.4 Perceptions of privacy: users’ descriptions and reactions to deceptive 
design in cookie consent requests 

In this study it was found that nearly all users had negative emotions such as 
frustration, annoyance, and uncertainty when encountering cookie consent re-
quests that included deceptive patterns, leading them to doubt the cookie data 
collector’s privacy measures and intentions. Similar negative emotions were 
found in previous research regarding deceptive patterns (see e.g., Bongard-
Blanchy et al., 2021; Gray, Chen, Chivukula, & Qu 2021; Maier & Harr, 2020; Ma-
thur et al., 2021). Although, compared with the previous studies, uncertainty was 
a unique feeling found in this study. But even uncertainty is similar to Machuletz 
and Böhme’s (2020) finding about deceptive design making users regret their 
consent choices afterwards. The negative emotions, including uncertainty and 
regret might all stem from users describing deceptive design as complicated, un-
clear, and difficult to understand. These descriptions were also found in studies 
by Gray, Chen, Chivukula, and Qu (2021) and Lupiáñez-Villanueva et al. (2022). 
These negative descriptions and emotions suggest that users perceive a general 
threat to their privacy due to not being able to fully understand or be informed 
of the consequences of sharing their data. 

Another finding of the current study is that deceptive design was com-
monly described as suspicious and misleading by the users, similar to the previ-
ous studies by Mejtoft et al. (2023), and Gray, Chen, Chivukula, and Qu (2021). 
These impressions reflect mistrust in cookie consent requests and cookie data col-
lectors, as Mejtoft et al. (2023) also have suggested about deceptive design in gen-
eral. 
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Additionally, the current study found users to describe the cookie data col-
lectors as non-benevolent, dishonest, and even incapable. These descriptions of 
the cookie data collector have not been mentioned in previous studies, although, 
as argued by Mayer et al. (1995), benevolence and capability are crucial building 
blocks for trust, reducing the users’ uncertainty about the trustee, and conse-
quently improving their perception of privacy. 

Conclusively, the prevalence of these negative descriptions might further 
indicate that the users’ general perception is that their privacy – when deceptive 
design is used - is not being respected or protected as they would expect. 

7.2.5 Conclusion on users’ overall perceptions of privacy 

Taken together, the findings suggest that privacy is not only perceived binarily 
as negative or positive, or protected or compromised, but rather the perception 
is a flexible concept that changes based on specific deceptive patterns and the 
users’ own habitual behavior as well as interest toward protecting their privacy. 
This view is consistent with that of Lupiáñez-Villanueva et al. (2022) who argued 
that users’ perceptions of deceptive design are always context- and design-de-
pendent. Likewise, the current study showed that users perceive the different 
influencing factors of the perception of privacy (privacy concerns, control over 
privacy, trust, and perceived privacy risks) differently, and therefore the findings 
cannot be concluded into one general perception only. 

However, the findings suggest that the overall perception of privacy in 
cookie consent requests with deceptive patterns, conclusively, is largely negative. 
The negativity stems from feelings of annoyance, frustration, mistrust, and un-
certainty, combined with lack of control and the suspiciousness of the misleading 
and manipulative design choices. Although users may have learned to withstand 
or bypass deceptive design, the general perception is that deceptive design un-
dermines and undervalues users’ privacy, implicating a perception that the users’ 
privacy is neither fully protected nor respected in cookie consent requests. These 
findings align with previous research by Gray, Chen, Chivukula, and Qu (2021) 
and Mathur et al. (2021), who have suggested that deceptive design undermines 
and diminishes users’ privacy – although, no previous study has before con-
cluded users’ overall perceptions of privacy and has only focused on deceptive 
design’s influence on specific individual factors or just users’ general impressions 
on the topic. 

Lastly, the theoretical framework created for this study is supported by the 
findings. The overall perception of privacy indeed consists of the four influencing 
factors that were mentioned, but additionally - for having a more comprehensive 
understanding of users’ perceptions of privacy - the aspects of design and emo-
tions could be included as separate factors in the theoretical framework. 
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7.3 Concluding summary of key findings 

This section provides a brief summary of the key findings that directly address 
the research questions. The first research question: “How does deceptive design 
influence users’ perceptions of privacy in cookie consent requests?”, addressed 
the influence of deceptive design on users’ perceptions across four influencing 
factors: privacy concerns, control over privacy, trust in the data collector, and 
perceived privacy risks. The findings suggest that users find deceptive design to 
negatively influence their perceptions of control over their privacy and their trust 
in the cookie data collector. However, deceptive design’s influence on users’ pri-
vacy concerns and perceived privacy risks was found to be more subtle, with 
varying perceptions on the factors. Overall, deceptive design leads to a more neg-
ative perception of privacy compared to cookie consent requests without it, es-
pecially in terms of control and trust. Lastly, regarding the theoretical framework, 
there have been signs in previous research that design could have an impact on 
the perception of privacy. The focus of this study was deceptive design, and the 
findings support the idea of design being an influencing factor for the overall 
perception of privacy. 

The second research question: “What are users’ overall perceptions of pri-
vacy in cookie consent requests that include deceptive patterns?", explored users' 
subjective impressions and attitudes toward their privacy. Taken together, the 
findings suggest that privacy is not only perceived binarily as negative or posi-
tive, or protected or compromised, but rather the perception is a flexible concept 
that changes based on specific deceptive patterns and the user’s own habitual 
behavior as well as interest toward protecting their privacy. Therefore, the find-
ings cannot be concluded into one general perception only. However, the find-
ings suggest that users tend to perceive their privacy as compromised, underval-
ued, and unprotected when deceptive design is included in cookie consent re-
quests. The combination of mistrust, loss of control, and negative emotions re-
lated to deceptive design contributes to an overall impression that privacy is nei-
ther respected nor protected. Although users may have learned to withstand or 
bypass deceptive design, the general perception is that deceptive design under-
values users’ privacy. 

Lastly, even though the study shows a predominantly negative influence of 
deceptive design on users’ perceptions of privacy, the findings are context- and 
design-specific and should not be generalized to all deceptive patterns and con-
texts. Still, the findings of this study, combined with findings from previous re-
search and legislative measures, all suggest toward that deceptive design, in all 
its forms, should be avoided in the user interface of cookie consent requests. 
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7.4 Contributions to theory and practice 

In this section, this study’s contributions to theory and practice are represented. 
Starting the section with theoretical contributions and moving toward practical 
contributions. 

7.4.1 Theoretical contributions 

This study contributes to the growing literature on the perception of privacy by 
offering novel understanding on how deceptive design influences users’ percep-
tions of privacy in cookie consent requests. Previous research has been largely 
quantitative, while this study focused on a qualitative, user experience-oriented 
standpoint to reveal a more in-depth look on users’ perceptions, impressions, and 
attitudes on the topic. 

While previous studies (such as, Adams, 1999; Chang et al., 2018; Dinev et 
al., 2013) have studied perceived privacy, this study attempted to make a differ-
ence between perceived privacy and the perception of privacy. It is suggested 
that the perception of privacy is not a binary or a static concept but rather it is a 
dynamic, and context- and design-specific, multifaceted topic. This study intro-
duces a more flexible, subjective, and user experience-oriented dimension to the 
existing theoretical frameworks that have treated perceived privacy as a measur-
able, rational, and often static concept. Although, this study equally supports the 
previous models of perceived privacy when it comes to including the four influ-
encing factors (privacy concerns, control over privacy, trust, and perceived pri-
vacy risks) in examining users’ overall perceptions of privacy. 

Regarding the theoretical framework and theories related to it, there have 
been signs in previous research that design could have an influence on the per-
ception of privacy. One of the most important theoretical contributions of this 
study is the indication that design, specifically deceptive design, could be con-
sidered an influencing factor for the perception of privacy. The findings of this 
study show that not only does deceptive design influence the overall perception 
of privacy, but it also influences the four influencing factors individually. The 
findings related to impressions of deceptive design were largely supported by 
previous research as well. 

Adams (1999) and Chang et al. (2018) have previously stated perceived pri-
vacy to mainly be an emotional response to the separate influencing factors, but 
they have not included emotions as a separate influencing factor in their research 
models. The results of the current study largely consisted of emotions and cogni-
tive states, suggesting that adding them as separate factors to the theoretical 
framework of this study could be a valuable consideration in order to enhance 
the framework’s comprehensiveness. 

Unlike previous models and theories that focus primarily on rational rea-
soning of users’ perceptions of privacy, this study suggests that by taking a user 
experience-oriented perspective and treating the concept flexibly, a more holistic 
understanding of users’ perceptions could be achieved. 
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7.4.2 Practical contributions 

This study has practical contributions for designers, developers, and policymak-
ers, and ultimately, for end-users. The findings of this study highlight the im-
portance of transparent, ethical and honest design in cookie consent requests. 
Deceptive design not only leads to a more negative perception of privacy and 
diminishes users’ trust in the cookie data collector but also decreases the users’ 
perceived control over their consent choice. As a result, designers and developers 
should take into account the privacy attributes that have been previously intro-
duced by Barth et al. (2022) - paying special attention to the transparency of the 
design. Additionally, the current study suggests that practitioners should pay 
attention to design choices that enable user’s own control when making a consent 
choice. These considerations align with the PbD principles by Cavoukian (2010) 
that advocate for privacy-protective default choices and user-centric design prac-
tices to promote trust and protect user data. The current study additionally found 
that cookie consent requests that incorporate deceptive patterns are perceived as 
undervaluing or undermining users’ privacy. Therefore, practitioners should as 
well ensure that their cookie consent requests are informative about what data is 
collected of the users, what is the data used for and who is it shared with, as the 
study by Barth et al. (2022) has also suggested. Reflecting the findings of the cur-
rent study, when the cookie consent request is transparent, clear, and user-
friendly, it can create a more positive perception of privacy and additionally, 
build trust in the cookie data collector. To conclude, the findings of this study, 
combined with findings from previous research and legislative measures, all ul-
timately emphasize the need discontinue using deceptive design in cookie con-
sent requests’ user interfaces to enhance users’ privacy. Additionally, this and 
previous studies all support the adherence to the PbD principles by Cavoukian 
(2010) and the Privacy Attributes by Barth et al. (2022). 

The findings of this study also suggest that policymakers should consider 
the impact of deceptive design on individual users’ privacy when making new 
regulations. Existing cookie-related regulations could be strengthened to ensure 
that the requests adhere to privacy-protective design principles (by Barth et al., 
2022; Cavoukian, 2010). Special attention should be paid to transparency and in-
formed consent regarding the requests’ design, so that the possibility of mislead-
ing users toward compromising their privacy - guiding them toward an option 
that is not optimal regarding their privacy - would be minimized. Privacy-pro-
tective design would not only help the end-users, but also possibly improve the 
organization’s revenue if users perceive them as more trustworthy when decep-
tive design is avoided. Additionally, since the users in this study found deceptive 
design to degrade the usability and understandability of the request, adhering to 
the legislation and privacy-protective guidelines to avoid deceptive patterns 
would reduce the users’ cognitive load regarding their internet use, improving 
their overall user experience. 

This study also advocates for the adoption of design standards and guide-
lines. The findings of this study offer valuable insights of users’ perceptions that 
could be taken into account in design standards or guidelines, which furthermore 
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could be adopted on a national or an organizational level. The findings indicate 
that the key influencing factors (privacy concerns, control over privacy, trust, and 
perceived privacy risks) could be integrated into the user interface design process, 
as the factors are integral for users’ perceptions of privacy. Design standards that 
prohibit deceptive patterns could as well be more compliant with privacy regu-
lations, such as the GDPR (2016/679). This study could be used alongside other 
existing literature to create and update privacy legislations and design standards. 
If privacy-protective principles, such as the ones by Cavoukian (2010) or Barth et 
al. (2022) are integrated into official standards, guidelines, or even regulations, it 
could not only improve users’ privacy on an individual level but also make it 
easier for the organizations to meet regulatory requirements related to privacy 
on a practical level. 

Lastly, this study, similar to Keleher et al. (2022), Utz et al. (2019), and Singh 
et al. (2022), supports the need for and importance of regulation to completely 
prohibit deceptive design practices and advocate for informed consent choices, 
as the use of deceptive design practices is not explicitly prohibited at the moment. 
The current study puts emphasis on regulating the use of deceptive design in 
consent-giving situations, which have an important role regarding users’ ability 
to control the release of their personal data. 

7.5 Limitations of the study 

In this section, the limitations of the study are presented. The limitations relate to 
the sample size and the participants’ demographic information, the participants’ 
knowledge on the topics, typical limitations for qualitative research, and the de-
signs of the mock-ups used in the user testing. 

While the results provide valuable insights into the perceptions of the par-
ticipants, due to the small sample size the results cannot be generalized into a 
larger user group. The participants also belonged to certain demographic groups: 
generation Z and university students. Likewise, the participants of this study 
were living in Finland, and could be subject to cultural or regional attitudes re-
lated to privacy, and their understanding of privacy laws could be different than 
that of people in other countries. Similarly, users’ knowledge of the topics varied, 
possibly causing variation in their perceptions of privacy, despite the participants 
being shortly educated on the topic in the beginning of the interviews. Therefore, 
each participants’ answers cannot be considered equal, as their knowledge was 
not examined as a factor in their overall perceptions. On the other hand, most of 
the participants did have different educational backgrounds when it came to the 
field of their studies, enrichening the results. 

The nature of the study was qualitative, and while it can provide rich and 
comprehensive findings, it can also reflect subjectivity (Hirsjärvi & Hurme, 2017). 
As participants’ interpretations of the topic and their responses from emotions to 
perceptions can vary, the findings may not be replicable in a future study. Addi-
tionally, as suggested by Hirsjärvi et al. (1997) and Hirsjärvi and Hurme (2017) 
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the participants may not have reported their feelings or ideas accurately due to 
e.g., sensitivity of the topic, social desirability, or the strong emotions related to 
the topic. Similarly, the researcher’s perceptions and presumptions may have had 
an influence on the way that the data was interpreted, as pointed out by Hirsjärvi 
and Hurme (2017), although a neutral perspective was attempted to take on. 

The context of this study was cookie consent requests, and due to contextual 
differences the findings and contributions may not directly apply to other con-
texts such as privacy policies or terms of service, which despite being similar 
have other characteristics that would need to be taken into consideration. 

Lastly, the mock-ups used in the user testing only included a specific set of 
deceptive patterns, which may not have accurately represented real-world de-
signs. Although, this limitation was attempted to minimize by carefully selecting 
a variety of deceptive patterns to be included from previous studies’ lists of most 
common deceptive patterns in cookie consent requests. Earlier in this study it 
was stated that participants’ perceptions varied from design to design, which 
was also noted in previous research. Therefore, there is a possibility that the de-
ceptive patterns chosen for the study’s mock-ups were perceived differently than 
the ones that were not included in the study. Related to the same topic, the study 
did not comprehensively compare cookie consent requests with and without de-
ceptive patterns in the user tests due to the limited resources for conducting the 
study. The results could have been more rewarding and extensive, if the cookie 
consent request mock-ups designed with deceptive patterns were compared with 
mock-ups that were designed following privacy-protective design guidelines. 

7.6 Suggestions for future research 

Although the study was attempted to conduct comprehensively and extensively, 
there still remains the need for further research due to this study’s limitations 
and any ideas that arose from the findings of this study. The suggestions for fu-
ture research are given in this section. 

Although this study was able to qualitatively highlight the influence of de-
ceptive design on users’ perceptions of privacy, further quantitative research 
could be useful in understanding the specific significance of deceptive design’s 
impact on the four influencing factors individually, to be able to understand 
which factors are the most sensitive to deceptive design’s influence. Likewise, 
further research could attempt to understand which deceptive pattern types are 
the most harmful for users’ perceptions of privacy. It would be especially inter-
esting to know which characteristics of the deceptive pattern types influence the 
perceptions the most. Conducting these research ideas could additionally help in 
creating more specific privacy-protective design guidelines, when the most 
harmful aspects of design on users’ privacy would be known. 

Due to the study’s limitations, the following factors’ influence for the per-
ceptions of privacy could not be investigated: the participants’ demographic in-
formation, their knowledge and skills related to the topic, and their disposition 
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to value their own privacy. These were mentioned as possible additional influ-
encing factors for perceived privacy in chapter 4, and they were already noticed 
to have some kind of influence on the participants’ answers during this study’s 
data analysis process. Although, they were not taken into account in the final 
results of the study. A quantitative study could better capture these factors’ in-
fluences on the users’ perceptions of privacy. 

As the theoretical framework was not identical to prior research, and the 
findings that were detected using this framework were supported by previous 
research, it would be interesting to re-test the framework’s transferability and 
thus trustworthiness in future research and add other dimensions to it as well, 
depending on the research context and aims. The framework could for example 
be tested in other privacy-related contexts, such as privacy policies. Optimisti-
cally, after testing the theoretical framework enough in different contexts, a con-
clusive qualitative research model for the perception of privacy could be shaped 
for others to benefit from in their research. An extended and further tested frame-
work could also add to the understanding of how privacy experiences vary by 
design in different contexts. 

During the interviews, the participants mentioned that they desired there 
to be an option to delete or edit their cookie consent choice after they had already 
given it. It would be interesting to study, how many or if any websites offer this 
option in the European Union or in Finland. It is a requirement in the GDPR 
(Regulation 2016/679) to have an option to delete the collected information and 
opt out from the consent afterwards. 

When it comes to users’ impressions of the data collector, this study only 
had a few findings related to it. It would be interesting to study more in depth 
how the users perceive the data collector when deceptive design is used. That 
type of research could possibly contribute to the research areas of marketing and 
brand image as well. 

Since the participants’ emotional responses and cognitive states were an im-
portant finding of this study, it would be interesting and useful to repeat this 
study with a specific emphasis on them. More specifically, the participants’ emo-
tional user experience could be studied regarding cookie consent requests that 
include deceptive design. To better implement this aspect in further research, 
specific research methods and analysis methods for studying emotional user ex-
perience should be investigated. 

Lastly, due to the limitations of this study and the inability to generalize the 
findings to other contexts, a more comprehensive study on the same topic could 
be conducted to get more specific, generalizable results so that they could better 
contribute to, for example, expanding the privacy-protective design guidelines. 
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This study contributed to the increasing need to understand and protect users’ 
privacy as deceptive design practices have become more prevalent (Di Geronimo 
et al., 2020; Lupiáñez-Villanueva et al., 2022), particularly within cookie consent 
requests, which play an important role in users’ ability to control their own pri-
vacy (Alharbi et al., 2023). Despite privacy legislation - like the GDPR (Regulation 
2016/679) - attempting to safeguard users’ privacy, many organizations still use 
deceptive design in their services, undermining the intention of privacy legisla-
tion (see e.g., Alharbi et al., 2023). 

To address this issue, the goal of this study was to find out how users per-
ceive their privacy in cookie consent requests that include deceptive patterns, 
and what the role of deceptive design is in this perception. The study was con-
ducted with method triangulation, combining user testing, the think-aloud 
method, and thematic interviews to comprehensively capture users’ perceptions 
of privacy. 

This study addresses a research gap by taking a qualitative, user experi-
ence-oriented perspective on the topic, and making a distinction between per-
ceived privacy – a measurable, rational, and often static concept – and the per-
ception of privacy – a fluid and subjective user experience. This study proposed 
a comprehensive theoretical framework for understanding users’ perceptions of 
privacy through four influencing factors: privacy concerns, control over privacy, 
trust in the data collector, and perceived privacy risks, as inspired by previous 
models for perceived privacy (Adams, 1999; Dinev et al., 2013; Chang et al., 2018). 
Deceptive design’s influence on users’ perceptions was examined within this 
framework. The influencing factors were used as guiding themes throughout the 
study, not as measurable and absolute variables. 

The findings reveal that deceptive design diminishes users’ perceived con-
trol over their privacy and their trust in the cookie data collector, while its influ-
ence on users’ privacy concerns and perceived privacy risks is more subtle and 
varied. Still, the overarching theme in the findings is that deceptive design led to 
a more negative perception of privacy compared to cookie consent requests with-
out it, especially in terms of control and trust. Regarding users’ overall 

8 CONCLUSIONS 
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perceptions of privacy, the findings suggest that privacy is not only perceived 
binarily as negative or positive, or protected or compromised, but rather the per-
ception is a flexible concept that changes based on specific deceptive patterns and 
the user’s own habitual behavior as well as interest toward protecting their pri-
vacy. Therefore, the findings cannot be concluded into one general perception 
only. Still, the findings lean toward users perceiving their privacy as compro-
mised, disregarded, and unprotected when deceptive design is included in 
cookie consent requests. Even if users may have learned to withstand or bypass 
deceptive design due to its ubiquitous nature, the general perception is that de-
ceptive design undervalues users’ privacy. Additionally, the findings of this 
study highlight the role of deceptive design as an influencing factor for users’ 
overall perceptions of privacy, which has not yet been fully explored in previous 
research.  

The findings were largely supported by previous studies, but this research 
uniquely looked at deceptive design’s influence on users’ comprehensive percep-
tions of privacy and took a user experience-oriented perspective in order to un-
derstand them. Lastly, even though the study shows a predominantly negative 
influence of deceptive design on users’ perceptions of privacy, the findings are 
context- and design-specific and may not apply to all deceptive patterns and con-
texts. Still, the findings of this study, combined with findings from previous re-
search and legislative measures, all ultimately emphasize the need discontinue 
using deceptive design in cookie consent requests’ user interfaces to enhance us-
ers’ privacy. 

By focusing on users' comprehensive perceptions of privacy, this study 
brings attention to the privacy implications of deceptive design and highlights 
the importance of adhering to privacy-protective, transparent design guidelines 
such as the PbD principles by Cavoukian (2010) and the Privacy Attributes by 
Barth et al. (2022) to ensure private and ethical online interactions and to foster 
positive perceptions of privacy. On a practical level, the study provides insights 
for designers, developers, and policymakers. As legislation already indirectly 
prohibits deceptive design and organizations seem to find it difficult to follow 
those vague guidelines, incorporating practical privacy-protective design guide-
lines into regulatory frameworks could help practitioners to comply with regu-
lations in practice. This way, users’ perceptions of privacy would be upheld, and 
the risks associated with non-transparent cookie consent requests would be min-
imized. Since this study strongly advocates for end users’ privacy rights, the 
study’s societal benefits are highlighted. Implementing privacy-protective de-
sign principles and strengthening legislations to explicitly prohibit deceptive de-
sign practices has direct effects on end-users as well – some possible effects could 
be reduced cognitive load, protected privacy rights, and increased trust in data 
collectors. Furthermore, with hopes of deceptive design becoming less common, 
users could be more carefree in their online interactions, especially regarding 
cookie consent requests, due to increased confidence in their privacy and more 
transparent data collection and handling practices. 
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Although the study had certain methodological and scope-related bounda-
ries, it still contributes to the constantly expanding literature on users’ percep-
tions of privacy and deceptive design, encouraging further studies to take a more 
holistic, user experience-oriented perspective on the topic of privacy. The novel 
framework this study proposed could be further tested in future studies and ex-
panded to capture all areas of users’ perceptions of privacy. The framework 
could be tested in other privacy-related contexts, and statistic research could be 
conducted to test other factors’ influence and their significance on users’ privacy 
perceptions. Lastly, as the findings were strongly design-specific, it could be fur-
ther explored which types of deceptive patterns most influence users’ percep-
tions and why, to be able to pinpoint specific design pain points to more precisely 
address any privacy-protective design guidelines. 

As deceptive design remains prevalent for the time being, this study calls 
for industry-wide commitment to ethical, privacy-protective standards and 
guidelines to allow for users to use online services without compromising their 
privacy and feeling unempowered due to the lack of it. By further investigating, 
expanding and testing the theoretical framework used in this study, further re-
search could better contribute to practice and improve users’ perceptions of pri-
vacy by promoting transparency in design choices, and ultimately establish a 
carefree and trustworthy online environment for users. 
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APPENDIX 1 OUTLINE FOR USER TESTING AND INTERVIEWS 

INTRODUCTION 

o Myself, my field of study, and research interests. 
o The structure of the research setting. 
o Practical information about the research. 
o Introducing the research topic, purpose, and goal. 

*RECORDING BEGINS* 

 
 
BACKGROUND INFORMATION  

 
1. COOKIES  

a) How would you explain cookies, as well as how they function and what is their purpose? 
Tell freely.  

a. Tell more information to the participant if needed. 
b) How often do you encounter cookie consent requests?  
c) What types of cookie consent request designs have you encountered? Can you specify 

certain style patterns?  
d) General questions  

a. How often do you visit websites?  
b. How often do you encounter a cookie consent request when visiting websites? 

e) Some questions from the UTAUT2 model (Venkatesh, V., Thong, J. Y., & Xu, X. (2012). 
Consumer acceptance and use of information technology: extending the unified theory 
of acceptance and use of technology. MIS quarterly, 157-178.) 

a. Expectations for using cookies 
i. Do you find cookies useful in your daily life? 

ii. Do you think cookies helps you accomplish things more quickly? 
iii. Do you think cookies increase your productivity? 

b. Effort needed for using cookie consent requests 
i. Is learning how to use cookie consent requests easy for you? 

ii. Is your interaction with cookie consent requests clear and understandable? 
iii. Is it easy for you to become skillful at using cookie consent requests? 

c. Facilitating conditions 
i. Do you have the resources needed for using cookie consent requests? 

ii. Do you have the knowledge necessary to use cookie consent requests? 
iii. Can you get help from others when you have difficulty using cookie consent 

requests? 
d. Hedonic motivation 

i. Do you think using cookie consent requests is fun / enjoyable / entertaining? 
e. Habit 

i. Have you formed a habit for using cookie consent requests? 
ii. Do you think it is voluntary to use cookie consent requests? 

2. PRIVACY 

a) What does privacy mean to you, for example, when you visit a website and cookie data 
is collected of you?  

b) How much do you know about privacy and what it entails? Tell freely. 
o Tell more information to the participant if needed. 
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c) Questions from Xu et al. (2011, Appendix B) 
o Disposition to value privacy 

o Compared to others, are you more sensitive about the way companies handle your 
personal information? 

o Is it the most important thing to you to keep your information private? 
o Compared to others, do you tend to be more concerned about threats to your in-

formation privacy? 
o Privacy awareness 

o Are you aware of the privacy issues and practices in our society? 
o Do you follow the news and developments about the privacy issues and privacy 

violations? 
o Do you keep yourself updated about privacy issues and the solutions that compa-

nies and the government employ to ensure our privacy? 
o Previous privacy experience (ask to not be too personal when answering) 

o How often have you been a victim of what you felt was an improper invasion of 
privacy? 

o How much have you heard or read during the past year about potential misuse of 
information collected from the Internet? 

o How often have you experienced incidents where your personal information was 
used by a company without your authorization? 

1. DECEPTIVE DESIGN 

a) Explain the concept of deceptive design and deceptive patterns to the participant.  
b) When did you last encounter deceptive patterns? 
c) Could you give some examples of the types of deceptive patterns you have encountered 

on websites or on cookie consent requests? 

2. GENERAL 

a) How would you describe your level of technological knowledge and skills? 

*POSSIBILITY TO ASK QUESTIONS OR GIVE OTHER COMMENTS* 
 
 
USER TESTS + THINK-ALOUD 

• Information about how this part is conducted and what is required from the participant 

*PARTICIPANT’S SCREEN IS SHARED* 

• 1ST PRACTICE USER TEST 
o Link: https://www.jyu.fi/fi  
o Goal: From the University of Jyväskylä’s website, find the principal’s name.  

• 2ND PRACTICE USER TEST 
o Link: https://www.kyberturvallisuuskeskus.fi/fi   
o Goal: From the Finnish National Cyber Security Centre’s (Traficom) website, find the instruc-

tions for ensuring the security of your mobile phone, targeted for private individuals. 

• 3RD PRACTICE USER TEST 
o Link: https://www.kela.fi/henkiloasiakkaat 
o Goal: From Kela’s website, find the amount of the healthcare fee that students need to pay. 

• 1ST OFFICIAL USER TEST 
o Goal: Complete the cookie consent request and get to the front page of the mock-up website.  
o When completed, tell the participant what deceptive pattern types this mock-up had. 

https://www.jyu.fi/fi
https://www.kyberturvallisuuskeskus.fi/fi
https://www.kela.fi/henkiloasiakkaat
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• 2ND OFFICIAL USER TEST 
o Same as previous. 

• 3RD OFFICIAL USER TEST 
o Same as previous. 

*PARTICIPANT’S SCREEN SHARING STOPS* 
 

INTERVIEW 

1. THEME: PRIVACY CONCERNS  
a) Do cookies or cookie consent requests awaken concerns about your privacy? 
b) Does deceptive design, used in cookie consent requests, awaken concerns about your 

privacy? 
c) What kind of concerns? Why these concerns? Where could these concerns lead to, in the 

worst-case scenario? 
d) How do these concerns affect your perception of privacy? 
e) Practical examples or experiences related to these concerns? 
f) How could design reduce or eliminate these concerns? Or could it?  

 
2. THEME: CONTROL OVER PRIVACY  

a) What does control mean to you when it comes to the collection of your cookie data?  
b) Do you think or do you know that you can control your own privacy and the sharing of 

your data in cookie consent requests?  
c) Additional questions from Xu et al. (2011, appendix B) 

o Do you think that you can control who has access to your information that the website 
collects? 

o Do you think that you can control what kind of information the website collects of you? 
o Do you think that you can control how the website uses your information? 
o Do you think that you have control or decision-making power over your own information 

even after you have already shared the information with the website? 
d) How much control do you feel that you have over your privacy when using cookie con-

sent requests? 
e) Do you think that deceptive design affects your possibilities to control your privacy? 

How? What kind of deceptive patterns?  
f) How does the perception of control affect your perception of privacy? 
g) Practical experiences or examples related to control?  
h) Fair Information Practice Principles (FIPs): 

o Choice: Do you feel that you have the freedom of choice (voluntariness) to decide who 
you share your cookie information with, especially when deceptive design is used in the 
request? 

o Access: Do you feel that deceptive design affects your ability to access, edit and delete 
the cookie data collected about you, if necessary? 

o Security: Do you feel that deceptive design affects how well and to what extent you are 
informed about the privacy of the processing and sharing of your data?  

o Enforcement: Do you feel that a cookie data collector who uses deceptive design would 
stand behind their own actions and be responsible for their own actions if they violated 
privacy laws? 

 
3. THEME: TRUST IN THE COOKIE DATA COLLECTOR  

a) How would you define trust? How about a practical example of it?  
b) Do you normally trust an organization that collects cookie data of you?  
c) Do you / would you trust them if they use deceptive design in their cookie consent re-

quest? 
d) How does deceptive design affect your trust in the cookie data collector?  
e) How does trust affect your perception of privacy?  
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f) When do you think that the level of trust is enough for you to trust the cookie data col-
lector and for you to share data with them? Which factors might affect the trust (brand, 
design, previous experiences...)? 

g) How does legislation affect your trust? Do you believe that it has an effect? Do you trust 
that the data collector obeys the legislation? 

h) How could design enhance trust? 
i) Practical experiences or examples of trust in the context of cookie consent requests?  
j) Mayer et al. (1995) 3 levels of trust. When deceptive design is used…  

o Ability: … do you think that the cookie data collector is capable of performing this task of 
collecting cookie data? 

o Benevolence: …do you feel that the cookie data collector is acting with good intentions? 
o Integrity: …do you feel that the cookie data collector is acting honestly with regard to the 

collection of cookie data? 
k) Gefen & Straub (2004) 

o Predictability: Do you feel that the cookie data collector’s behavior is predictable, without 
you having to worry about what happens after your data is shared with them? 

l) McKnight et al. (2002)  
o Institution-based trust: What is your general level of trust in, for example, the internet 

and technology in general, both regarding their operation and the legislation related to 
them? 

 
4. THEME: PERCEIVED PRIVACY RISKS  

a) What kind of risks do you generally find there to be for collecting, using and sharing 
your personal information?  

b) Do you think that there are some risks related to the collection of your cookie data? What 
kind of risks?  

c) Xu et al. (2011, appendix B) – When deceptive design is used… 
o …would it be risky to give your cookie information to that website? 
o …would there be high potential for privacy loss associated with giving cookie information 

to that website? 
o …could your cookie information be inappropriately used by that website? 
o … would providing that website with your cookie information involve many unexpected 

problems? 
d) How big or significant do you think these risks are? 

o Questions to help understand this better: (how much) do you worry about them / which 
of them is the worst or least bad / what would be the worst-case scenario if these risks would 
realize / what kind of personal information would be the worst to be leaked or used wrongly? 

e) Do you think that using deceptive design in cookie consent requests increases / reduces 
risks related to your privacy? Does deceptive design bring out some other risks that 
would not occur otherwise? 

f) Does deceptive design make the risks either worse or better?  
g) How could design reduce privacy risks?  
h) How do risks affect your perception of privacy?  
i) Practical experiences or examples of privacy risks in cookie consent requests?  
j) Privacy calculus (Dinev & Hart, 2006) 

o When making a decision to either accept or decline the collection of cookie data, do you 
somehow balance the possible benefits with the risks? 

o What kind of benefits do you think cookie data / deceptive design can provide you? 
 

5. THEME: PRIVACY BY DESIGN 
a) Which types of deceptive patterns do you remember from the user tests? And what types 

of deceptive patterns have you encountered on actual websites’ cookie consent requests 
(experiences and examples about them)? 

b) Have you noticed that you would make different choices than you would normally make 
with the guidance of deceptive design? 
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c) Does deceptive design affect your way of operating a cookie consent request? 
d) What kind of feelings and thoughts does deceptive design awaken in you? What is your 

opinion on deceptive design? Give examples. 
e) Does deceptive design bring you something positive or benefits? 
f) Does deceptive design affect your perception of privacy? How does it affect? How much 

does it affect (and what affects more or less than it)? 
g) What kind of (visual) design elements could affect this perception? 
h) What kind of design makes a cookie consent request privacy-protective and what kind 

of design makes it less privacy-protective? 
i) How could design make the perception of privacy better in cookie consent requests? 
j) A power point slide containing Privacy attributes by Barth et al. (2022) is shown. 

o Here you can see key words related to design and privacy. 
i. Accountability, anonymization, data collection, control, correctness, disclosure, 

functionality, purpose, pseudonymization, storaging/retention, the right to be 
forgotten, sale, security, sharing, transparency. 

o Which of these attributes do you relate to cookie consent requests? Which ones not? 
o Do some of these attributes emerge better, or too much, than others? What about too little? 
o Does deceptive design affect the appearance of some of these in cookie consent request? 
o Which of these attributes would be especially important to take into account in a cookie 

consent request? 

CONCLUSION 

1. Normal cookie consent requests  
a) How would you rate your overall perception of the privacy of cookie consent requests? 

o Scale of 1 – 5 (1: not private, 5: very private) 
b) What are your overall feelings about the privacy of cookie consent requests? 

o Scale 1 – 5 (1: very negative, 3: neutral, 5: very positive)  
2. Cookie consent requests that use deceptive design  

a) How would you rate your overall perception of the privacy of cookie consent re-
quests that use deceptive design? 

o Scale of 1 – 5 (1: not private, 5: very private)  
b) What are your overall feelings about the privacy of cookie consent requests that use 

deceptive design? 
o Scale 1 – 5 (1: very negative, 3: neutral, 5: very positive)  

 
FINISHING UP 

1. Anything else that comes to mind related to the topics or user tests?  

*RECORDING ENDS* 

2. Any other questions or comments related to the research? 
3. A thank you and a reminder that the participant can still at any point cancel their participance 

to the research. 
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APPENDIX 2 MOCK-UPS FOR USER TESTING 

USER TEST 1 – MOCK-UP 1 
 

Frame 1: start

 
Frame 2: error from clicking on the X in the top right corner 

 
 



114 

USER TEST 2 – MOCK-UP 2 
 

Frame 1: start 

Frame 2: settings 

 
Frame 3: error when de-selecting essential cookies 
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USER TEST 3 – MOCK-UP 3 
 

Frame 1: start 
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APPENDIX 3 INFORMATION LEAFLET FOR PARTICIPANTS 
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APPENDIX 4 PRIVACY NOTICE FOR PARTICIPANTS 
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