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Abstract Highly forbidden β decays provide a sensitive
test to nuclear models in a regime in which the decay goes
through high spin-multipole states, similar to the neutrinoless
double-β decay process. There are only 3 nuclei (50V, 113Cd,
115In) which undergo a 4th forbidden non-unique β decay. In
this work, we compare the experimental 113Cd spectrum to
theoretical spectral shapes in the framework of the spectrum-
shape method. We measured with high precision, with the
lowest energy threshold and the best energy resolution ever,
the β spectrum of 113Cd embedded in a 0.43 kg CdWO4

crystal, operated over 26 days as a bolometer at low temper-
ature in the Canfranc underground laboratory (Spain). We
performed a Bayesian fit of the experimental data to three
nuclear models (IBFM-2, MQPM and NSM) allowing the
reconstruction of the spectral shape as well as the half-life.
The fit has two free parameters, one of which is the effective
weak axial-vector coupling constant, geff

A , which resulted in
geff
A between 1.0 and 1.2, compatible with a possible quench-

a e-mail: leonard.imbert@ijclab.in2p3.fr (corresponding author)

ing. Based on the fit, we measured the half-life of the 113Cd β

decay including systematic uncertainties as 7.73+0.60
−0.57 ×1015

yr, in agreement with the previous experiments. These results
represent a significant step towards a better understanding of
low-energy nuclear processes.

1 Introduction

Theoretical calculations overpredict the decay rate of some β

and two-neutrino double-β (2νββ) processes over a wide set
of observations [1,2] for which the calculated nuclear matrix
elements (NMEs) are too large to reproduce the experimen-
tal rates. This reveals a deficiency of the nuclear models,
which could be related to nuclear medium effects like the
lack of two-body currents, three-nucleon forces, and valence
and configuration-space effects. One possibility to solve the
discrepancy would be to renormalize the axial-vector cou-
pling strength to a lower value with respect to that of a free
nucleon gA = 1.276 [3,4].
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Neutrinoless double-β decay (0νββ) is a hypothetical
nuclear process, which, if observed, would demonstrate that
the neutrino is the only fermion to be a Majorana parti-
cle and would result in the violation of the lepton number
conservation by two units [5–7]. At present, the double-β
community is building next-generation experiments capa-
ble to reach sensitivities of ∼1027 yr on the 0νββ half-life.
The correlation between single-β or 2νββ NMEs and 0νββ

decay NMEs is not straightforward. However, the authors
in [8] observed good linear correlations between 2νββ and
0νββ decay NMEs for shell-model and proton-neutron quasi-
particle random-phase approximation (pnQRPA) calcula-
tions for several tens of decays. The effect of a renormal-
ization of the NMEs or more generally, the uncertainty on
the NMEs, often folded with the value of gA, would strongly
impact the predicted 0νββ decay rates.

The rate for the 0νββ decay, in case of a light Majorana
neutrino exchange, can be written as:

(
T 0ν

1/2

)−1 = (g0ν
A )4 · G0ν · |M0ν |2 · 〈mββ〉2/m2

e, (1)

where g0ν
A is the axial-vector coupling strength for the 0νββ

decay, G0ν is the phase space factor, M0ν is the NME, 〈mββ〉
is the effective Majorana neutrino mass and me is the elec-
tron mass. Improving the accuracy of 0νββ NMEs depends
on tuning and validating the nuclear models using exper-
imental data. Measurements of the 2νββ decay [9–11], a
process which has the same initial and final state as 0νββ

decay, can provide information on the structure of the par-
ent and daughter nucleus. Complementary measurements are
obtained from muon capture [12,13], which involves simi-
lar momentum transfer as 0νββ decay. Highly forbidden β

decays can test nuclear models in the regime of large angu-
lar momentum differences between the nuclear states. This
is similar to the 0νββ which has a large momentum transfer
and proceeds via higher-multipolarity intermediate nuclear
states. Thus, it is necessary to understand the standard pro-
cesses to make confident predictions and extract information
on beyond standard model physics from the 0νββ decay.

In this work, we report a measurement of the β spectrum
shape of 113Cd (Qβ = 323.84(27) keV [14]) using the cryo-
genic calorimeter technique which offers excellent energy
resolution, low energy threshold and high detector efficiency.
Massive cryogenic calorimeters can achieve energy thresh-
olds of ∼1–10 keV and allow to discriminate α from γ /β

particles when they feature scintillation capabilities [15] with
a double readout. We studied 113Cd embedded in a cadmium
tungstate (CdWO4) crystal with a natural abundance mea-
sured precisely as (12.22 ± 0.02)% [16]. The same crys-
tal was previously instrumented with photomultiplier tubes
[16] and employed in a scintillation low-background exper-
iment in which the most precise value of the 113Cd half-life

T1/2 = (8.04 ± 0.05) × 1015 yr and the β-spectrum shape
were measured [16]. The sensitivity of highly forbidden non-
unique β decays to test the nuclear models was shown in
[17–19]. The spectrum-shape method, SSM, was proposed
in [20] to measure an effective value geff

A . The method was
updated by including the half-life in the model and, so far,
it has been applied by the COBRA experiment on the 113Cd
decay [21], and by [22] and [23] on the 115In decay. In our
work, we employ an analysis relying on a Bayesian fit to
extract the value of the geff

A , based on the same theoretical
framework as in [21], including an extensive study of the sys-
tematic uncertainties. Compared to previous studies on 113Cd
β decay, the bolometric technique allows to obtain a lower
energy threshold and a better energy resolution. We describe
in Sect. 2 the theoretical framework and in Sect. 3 we present
the data analysis performed to extract the energy spectrum
of the CdWO4 crystal. In Sect. 4 we report the background
model fit that results in a global background spectrum, used
in the Bayesian fit to extract the value of the geff

A , detailed in
Sect. 5 together with the results.

2 Theoretical framework

In general, for the β decay, one can write the differential
probability of the electron energy as [17–19]:

P(we)dwe= (GF cos θ)2

(h̄c)6

× 1

2π3h̄
C(we)pecwe(w0−we)

2F0(Z , we)dwe,

(2)

where GF is the Fermi coupling constant, θ is the Cabibbo
angle, C(we) is a nuclear shape factor, w0 is the end-point
energy of the process, F0(Z , we) is the Fermi function with
Z the number of protons in the daughter nucleus, pe and
we are respectively the momentum and the energy of the
electron. In pure Gamow–Teller transition, the shape factor
C(we) is relatively simple [18]. On the contrary, in the case
of forbidden non-unique β decay, the nuclear shape factor
can be written as [17–19]:

C(we) =
∑

kν ,ke,K

λke

[
M2

K (ke, kν) + m2
K (ke, kν)

− 2γke

kewe
MK (ke, kν)mK (ke, kν)

]
, (3)

where ke and kν are positive integers related to the partial-
wave expansion of the lepton wave functions, and K is the
order of forbiddeness, λke is the Coulomb function, γke =(
k2
e − (αZ)2

)1/2
, with α = 1/137, the fine structure constant,

and MK (ke, kν) andmK (ke, kν) contain the NMEs and phase
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space factors. These last two parameters are evaluated within
the impulse approximation, which considers that the decay
occurs in the neutron independently from the other nucleons.
They can be understood as an intricate mixture of phase space
factors and NMEs. Schematically, one can write [17–19]:

MK (ke, kν) ∝ (w0 − we)
kν−1

[
gV f (0)

K ,K−1,1
VM(0)

K ,K−1,1

− gV f (0)
K ,K ,0

VM(0)
K ,K ,0

+ gA f (0)
K ,K ,1

AM(0)
K ,K ,1

+ · · ·
]
, (4)

and:

mK (ke, kν) ∝ (w0 − we)
kν−1

[
gV h

(0)
K ,K ,0

VM(0)
K ,K ,0

− gV h
(0)
K ,K−1,1

VM(0)
K ,K−1,1

+ gAh
(0)
K ,K ,1

AM(0)
K ,K ,1

+ · · ·
]
, (5)

where f and h are the corresponding phase space factors
for each of the NMEs M, and gA and gV are the weak
axial-vector and vector coupling constants, respectively. The
parameter M(0)

K ,L ,S corresponds to the NME:

V/AM(0)
K ,L ,S ∝

∑
p,n

V/AmK ,L ,S〈p||O(0)
K ,L ,S||n〉

× 〈ψ f ||[c†
pc̃n]K ||ψi 〉, (6)

where the sum runs over the neutrons n and the protons p.
The first part under the sum is the single-particle matrix ele-
ment characterizing the transition operator O(0)

K ,L ,S and the
second part is the one-body transitions density characterizing
the nuclear structure through the initial (ψi ) and final (ψ f )
nuclear wave functions. The matrix elements are related to
the unitless form factors F (0)

K LS by the equations:

RL V F (0)
K LS = (−1)K−LgV

V M (0)
K LS, (7)

RL AF (0)
K LS = (−1)K−L+1gA

AM (0)
K LS, (8)

where R is the nuclear radius. This gives the matrix elements
the unit fmL. Finally, the nuclear shape factorC(we) depends
on the gA, the gV , and mixed terms of gA gV , due to the power
of two on the terms MK and mK , in Eq. 3.

This reveals that the spectral shape of highly forbidden
non-unique β decay depends on the value of the gA. The
disintegration of 113Cd corresponds to a four-fold forbidden
non-unique β decay and its β spectral shape is sensitive to
the ratio gA/gV . Assuming that the vector current in the V–A

theory of weak interactions is conserved, with gV = 1, the
β spectral shape is thus sensitive to the value of axial cou-
pling gA and it can be probed through the spectrum-shape
method [20]. In this method, the gA is not considered as a
fundamental constant but rather an effective factor, specific
for each nuclear model, that can relate to a lack of correla-
tions or not large enough considered valence spaces in the
models. Thus, we introduce the effective axial-vector cou-
pling constant geff

A , which is the parameter one can measure
experimentally within this method. In a simplified view, one
can write:

C(we) = g2
VCV (we) +

(
geff
A

)2
CA(we) + gV g

eff
A CV A(we),

(9)

where gV = 1 in the conserved vector current hypothesis, and
CV (we), CA(we), CV A(we) are respectively the shape factor
of the vector part, the axial-vector part and the mixed vector-
axial vector part. In the expressions 4 and 5, the dominat-
ing contribution comes from M(0)

K ,K ,0 and can be calculated
with a good precision. However, other terms can still play a
non-negligible role, like the NME M(0)

K ,K−1,1 which is diffi-
cult to calculate. In particular, within the NSM (nuclear shell
model) and IBFM-2 (microscopic interacting boson-fermion
model) calculations, like in [21], this contribution is found
to be zero due to the small size of the single-particle space.
The MQPM (microscopic quasiparticle-phonon model) can
handle a larger single-particle valence space, giving a value
of ∼0.4 for this contribution [21]. Under the conserved vec-
tor current hypothesis, it is possible to evaluate these NMEs.
In particular for the 113Cd decay we have, M(0)

4,3,1(IBFM-2)

= 3.7 fm3, M(0)
4,3,1(MQPM) = 9.3 fm3, and M(0)

4,3,1(NSM) =
8.4 fm3 [24]. Nevertheless, fixing this value does not allow
to reproduce at the same time the spectral shape as well as
the half-life of the decay, as it was observed in [25] and [23].
Recently, the SSM was improved by considering the NME
M(0)

K ,K−1,1, also called a small relativistic NME, s-NME, as
a free parameter. This allows to match the half-life as well as
the spectral shape to those of experimental data. The COBRA
experiment recently implemented this enhanced SSM [21].
In our work, we consider the enhanced SSM, and we used
two free parameters, geff

A and the s-NME, to fit the spectral
shape and the half-life at the same time.

3 Experimental data

The CdWO4 crystal (CWO) was operated in the CROSS
cryogenic facility in the underground laboratory of Canfranc
(LSC). The CWO has a cylindrical shape with a diameter of
40 mm and a length of 43 mm, for a total mass of 433.61 g.
It was operated in a dual readout mode, measuring the heat
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and the scintillation light. The CWO was instrumented with a
Neutron Transmutation Doped Ge thermistor (NTD) to read
the heat signal, producing pulses of ∼ 1 s length, and a heater
periodically injecting a given energy to correct temperature
fluctuations. The CWO crystal was facing a light detector
(LD) consisting of a Ge wafer also operated as a cryogenic
calorimeter. The LD exploits the Neganov–Trofimov–Luke
effect, which enhances the signal-to-noise ratio [26,27]. The
LD is also instrumented with an NTD, which reads a phonon
signal induced by the scintillation signal from CWO. The part
of the LD facing the crystal was coated with an anti-reflecting
SiO layer to increase the light collection. The crystal was held
by PTFE pieces to ensure the coupling to the thermal bath,
and surrounded by a copper frame. The lateral and the bot-
tom parts of the cryostat are shielded from environmental
γ ’s by 25 cm of lead, and the top part by 13 cm of lead. The
CWO crystal was installed, together with five other crystals
of different types (see in [28]), in the CROSS dry cryostat.
Studies of the performance of Li2MoO4 (LMO) crystals with
natural/enriched/depleted 100Mo content and 116Cd-enriched
CWO present in the same set-up were reported in [28–31].
In this analysis, we used the 100Mo-depleted LMO crystal
for the background modelling as presented in Sect. 4. More
details on the set-up and the data taking can be found in [28].

Data were acquired between February and April 2020 at a
temperature of 12 mK. We registered continuous data streams
measuring the output voltage of the NTD with a sampling
rate of 2 kHz. The data processing was done offline using a
MATLAB-based analysis tool [32]. The program triggers and
filters the data using the optimum filter that maximises the
signal-to-noise ratio using an average signal and noise [33].
In the studied bolometer, the pulse shapes are the same for
localized and non-localized events. We selected events in the
energy range of [750, 3550] keV for the CWO with a window
size of 1.5 s, which corresponds to events in the γ /β band
having a high signal-to-noise ratio O(1000). We averaged 50
signal-like events to obtain the “template pulse”. For the LD
it was constructed by averaging 100 pulses in the range that
corresponds to [330, 1600] keV in the CWO with a time win-
dow of 0.1 s. The noise power spectrum was built by using
10000 baseline samples without signal events. The triggering
of the CWO was done requiring that the pulse amplitude is
above 5σ of the baseline noise and that Pearson’s linear cor-
relation to the mean pulse is > 0.3. This value corresponds
to a very conservative cut, chosen to keep as much as possi-
ble the signal events at the level of the processing. For each
triggered event, we evaluate the signal amplitude that relates
to the deposited energy and calculate several pulse-shape
parameters. To discriminate the α particles, the coincidence
between the CWO and the LD was done using the trigger
time of the CWO. We finally obtained 634 hours of data for
the analysis.

Fig. 1 2D histogram of experimental data showing the light amplitude
as function of the energy. The red lines indicate the selection cut used
to remove alpha, nuclear recoils, pile-up and heat-only events

The processed data were corrected for possible thermal
instabilities during the data taking, referred to as stabiliza-
tion, using the heater that produces pulses of the same energy.
This stabilization is divided into different periods to improve
as much as possible the energy resolution. More details on the
general process of stabilization in bolometers can be found
in [34]. Another correction was performed by combining the
scintillation light measured by the LD with the heat signal to
obtain the energy spectrum.

The data were then calibrated using the natural γ radio-
activity peaks observed in the background, 352 keV (214Pb),
609 keV, 1120 keV and 1764 keV (214Bi). These peaks were
fitted with a Gaussian function plus a flat background and a
linear term:

f (E) = p1 + p2 · E + p3 · e− (E−μ)2

2σ2 . (10)

The peak locations were then fitted to the literature value with
a second-order polynomial function with zero intercepts.

We applied a first basic cut to remove events with a large
fluctuation on the baseline. We applied a second cut related to
the pulse shape of the signal using an effective χ2 parameter,
which we defined as

χ2
eff =

∑N
i=1 (Ji − Mi )

2

N
, (11)

where the sum runs over the number of points N (that cor-
responds to the time window multiplied by the frequency
sampling), Ji is the filtered signal value at a given point in
time, and Mi is the corresponding value of the average sig-
nal. We apply an energy-dependent cut to remove spurious
peaks and two coincident events in the same waveform that
sum together (pile-up).

A last cut was applied using the LD that permits to remove
α particles and nuclear recoils that have a lower light ampli-
tude than β/γ particles and heat-only events but also removes
some remaining pile-up events as shown in the Fig. 1. Such
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Fig. 2 Energy resolution (FWHM) as function of the energy. The
points are fitted with Eq. 12. The green band shows the ±1σ uncer-
tainty of the fit

Fig. 3 Energy bias of the data. The top part shows the fitted energy as
function of the literature value for observed γ peaks. The bottom part
shows the residuals fitted with a third-order polynomial, with the green
band indicating the ±1σ uncertainty

events, which cannot be identified as a pile-up by the heat
channel due to the time resolution, produce two pulses in the
LD that have a better time resolution and are reconstructed
with a lower light yield.

We evaluated the energy resolution of each natural
radioactivity γ peak observed in the data, by fitting with
the same function as in the calibration (Eq. 10). We fitted the
obtained energy resolutions with a phenomenological func-
tion of the form:

σ(E) =
√

σ 2
0 + p1E + p2E2, (12)

where σ0 is related to the baseline noise, and p1 and p2 refer
to energy-dependent effects. Figure 2 shows the resolution
function and the ±1σ uncertainty.

We measured the energy bias by comparing the fitted γ

peaks to the literature value as shown in Fig. 3. The bottom
panel shows the residuals μ − μlit; we observe a maximum
energy bias of 1 keV in the energy region < 330 keV, for an
extrapolation with a third-order polynomial fit.

Fig. 4 Events selection efficiency as function of the energy. The points
are obtained from the pulse injection method and are fitted with a phe-
nomenological function given in Eq. 13. The green band shows the ±1σ

uncertainty

The small energy bias is then corrected by subtracting the
residual value from each event energy.

The event selection efficiency was obtained by the pulse
injection method. We constructed an average signal in the
same way as described above. We injected this average signal,
normalized to a given energy, into the data stream offline. We
then applied the same analysis processes as the physics data,
i.e. the same processing, calibration and selection cuts. We
then count how many events pass all the analysis process to
evaluate the efficiency. We injected 12 different amplitudes in
the energy range of [7, 3000] keV. We injected 5000 signals
for each amplitude to minimize the statistical uncertainty to
a level < 2.5%. The resulting events selection efficiency as
function of the energy is shown in Fig. 4. The data points are
fitted with a phenomenological function defined as

ε(E) = p0 ln (E + p1) + p2. (13)

We compared the rise time and decay time distributions of the
injected signals and physics data and observed no deviation.
In particular, we checked that the injected signals follow the
same distribution in the χ2

eff variable for the various energies.
We did not include the efficiency loss due to the LD cut, which
has only a very small effect (it rejects < 1% of events).

The pulse injection method was used to determine the
analysis threshold, which was defined as the energy for which
the tail of the χ2

eff distribution of heat-only events in the data
is < 1% from the total data. The analysis threshold is then
fixed at 15 keV.

4 Background model

To extract the spectral shape of the 113Cd β decay, we need
to evaluate the background in the energy region < 330
keV. We performed Monte Carlo (MC) simulations based
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Fig. 5 Experimental data for CWO (top) and LMO (bottom) crystals compared with background model fit reconstruction. The lower panel shows
the ratio between experimental counts and reconstruction counts for each bin. The colors indicates the uncertainty at ±1σ , ±2σ , and ±3σ

on GEANT4, version 10.05 [35]. We implemented a detailed
geometry of the set-up, including the CWO and the five other
crystals, the copper holders, the cryostat screens and the lead
shields. We generated the decays of the 238U and 232Th chains
using the Decay0 event generator [36] by considering only
the β/γ emitters. We used the G4EmStandardPhysics model
[37], and set the production cut lengths to 1 mm. Using the
Livermore models and modifying the production cut param-
eter to lower values did not strongly impact the resulting
spectra.

We considered a simple model, where we generated the
decays in the CWO crystal, the copper holders, the 10 mK
plate (located at the top of the detectors), the gap between
the outermost cryostat screen, and the external lead shield,
and external environmental γ ’s. The muon flux in the LSC
is reduced to (5.26 ± 0.21) × 10-3 muons m-2s-1 [38]. Based
on GEANT4 simulations, we evaluated the number of muon-
induced events in the energy region below 300 keV to 1 event
per hour in the crystal. Thus, this contribution is negligible

compared to the activity of the 113Cd β decay in the crystal
(∼1000 events per hour) and is not included in the model.
In the closer sources, i.e. the CWO crystal, the holders and
the 10 mK plate, we generated 214Pb and 214Bi at equilib-
rium, 212Pb, 212Bi and 208Tl at equilibrium and 40K. We also
added 210Pb and 210Bi at equilibrium, and 90Sr–90Y, which
could be present in the crystal from anthropogenic origin
[39]. We simulated the 87Rb beta decay that was observed in
[16], which has a Qβ of 282 keV. For the background mod-
elling, we fit the background in the energy region above the
113Cd beta decay, higher than 330 keV, so the contribution of
87Rb cannot be constrained by the background model. Thus
we included this contribution in the 113Cd spectral shape fit
as discussed in Sect. 5. In the gap between the outermost
cryostat screen and the external shield, we considered only
214Pb–214Bi at equilibrium that are originating from 222Rn
present in the air. We considered the decay of 210Bi in the
lead from 210Pb (210Pb itself is not generated due to its low
energy Qβ and γ particles that are not likely to reach the crys-
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tal). For the external environmental γ ’s, we considered 40K,
214Bi and 208Tl, the decay product of the other elements are
not likely to reach the crystal because of the lead shielding.
We added a component for possible remaining pile-up events
in the CWO data, which we generated by the convolution of
the CWO data with itself.

We performed a fit to the data with the MC simulations
using a binned simultaneous maximum likelihood fit with a
Markov Chain Monte Carlo (MCMC) approach [40], devel-
oped by the CUORE and CUPID-0 collaborations [41,42]
using the JAGS software [43,44]. We took advantage of the
LMO crystal produced from molybdenum depleted in 100Mo,
which was also installed in the set-up and has a low internal
background to further constrain the background model. We
performed a simultaneous fit of these two sets of data with
our background model. We fit the CWO spectrum from 330
keV to 3200 keV, with a variable binning with a minimum bin
size of 10 keV and a minimum of 30 counts in each bin. The
fit of the LMO is done in the range 25–3200 keV and permits
to constrain the background in the energy region < 330 keV.
The MC simulations include the event selection efficiency
and the energy resolution measured for both the CWO and
the LMO crystals. We consider uniform priors on the activity
for all the components of the fit.

Figure 5 shows the result of the simultaneous fit of the
CWO and the LMO experimental data to our background
model, together with the ratio between the experimental num-
ber of counts and the model in each bin. All the resulting
activities are compatible with the previous measured levels
obtained by material screening1 and by assessing the α peaks
in the case of the internal CWO contaminants. A small dis-
crepancy is observed for E < 500 keV in the CWO spectrum
and for E < 150 keV in the LMO spectrum. In this latter, the
lack of events in the fit reconstruction at low energies could
be partially explained by the fact that we did not include
any LMO internal contamination, in order to keep a reduced
number of degrees of freedom. Our choice of not including
the internal LMO radioactivities relies on the fact that we did
not observe significant contaminations (226Ra < 7 μBq/kg
and 228Th < 2 μBq/kg [28]).

We extrapolate the background spectrum in the 113Cd
β decay region, shown in Fig. 6, and found a signal-to-
background ratio ∼12 in [15, 330] keV. In the following
analysis, we account for a systematic uncertainty on the back-
ground spectrum to assess the uncertainty related to the sim-
plicity of our chosen model. However, given the high signal-
to-background ratio, this uncertainty has only a small impact
on our results.

1 I. Bandac personal communication.

Fig. 6 Reconstruction of the experimental data from the background
model fit in the region of the 113Cd β decay compared to the exper-
imental data. The signal-to-background ratio in the interval [15, 330]
keV is ∼12

5 Bayesian analysis

The theoretical spectrum of the 113Cd β decay was computed
within the IBFM-2, MQPM and NSM models following the
SSM described in Sect. 2. For each model, several spectra
were computed for geff

A values in the range [0.6, 1.4] in step
of 0.01, and s-NME in the range [−4.0, 3.0] with variable
steps, where the smaller step is 0.05 in [−2.1, −1.6] and
[1.5, 2.0]. All spectra are computed with energy binning of
1 keV. The theoretical data were then convolved with the
detector response, including the containment efficiency and
the energy resolution. We performed a GEANT4 simulation
of the detector response generating electrons with a uniform
distribution in energy. The obtained spectrum is convolved
with the theoretical spectra. These effects are minor, given the
high crystal density leading to a high containment efficiency
and excellent energy resolution.

We obtained the probability distribution function of the
theoretical parameters, θi , given the experimental data D,
from the Likelihood:

L = p(D|θi ) =
N∏
i=1

Pois(ni ;μi ), (14)

where the product runs over bins i , ni is the observed num-
ber of counts in bin i , and μi is the reconstructed number
of counts. The joint posterior distribution is sampled using
the MCMC-based Bayesian Analysis Toolkit (BAT) [45]. An
internal contamination of 87Rb in the CWO crystal, from
anthropogenic origin, was measured to 3 mBq/kg based on
an ICPMS measurement with an uncertainty at the level of
∼30% [16]. Our background model can not constrain the con-
tribution of this pure β emitter (half-life = 5 × 1010 yr, Qβ =
282 keV), as its Q-value is lower than 323 keV. To account
for this contamination (or any low energy β background that
could affect the data), we consider this contribution as a sep-
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Fig. 7 Fit reconstruction of the 113Cd β decay with the IBFM-2 model,
for positive values of s-NME. The lower panel shows the residuals,
which are defined as the difference between the number of counts in the
data and the reconstruction divided by the square root of the number
of counts in the data. The colors indicate the uncertainty at ±1σ , ±2σ ,
and ±3σ . The experimental data are well reconstructed with χ2 = 414

for 305 degrees of freedom in the interval [15, 324] keV and no bias in
the residuals. The reconstruction includes the 113Cd β decay, the back-
ground model, and the crystal contamination of 87Rb, which activity
has a marginalized posterior distribution compatible with 0 in this case,
and thus, cannot be seen in the figure

arate parameter in our model:

μi = si (Ei ; geff
A , s-NME) · ε(Ei ) + B fB(Ei ) + R fR(Ei ),

(15)

where si is the convolved theoretical spectrum of 113Cd, ε

is the analysis efficiency, fB is the background spectrum,
B is a normalisation factor of the background, and fR is the
spectrum of the 87Rbβ decay with the normalisation factor R.
At each step of the MCMC, we performed a 2D interpolation
to extract the theoretical spectrum, si , for the given value
of geff

A and s-NME. We assigned a uniform prior between
0 and 100 mBq/kg to the 87Rb activity. The efficiency is
fixed to the phenomenological function obtained in Fig. 4,
and the parameter B is allowed to float with a uniform prior.
We perform the Bayesian fit in the interval [15, 1000] keV,
with a binning of 1 keV. This interval allows to constrain
the normalisation factor of the background spectrum. In the
theoretical data, the s-NME can be either positive or negative.
However, when allowing these two possibilities, the fit does
not converge. Thus, we perform two separate fits for each
model, one with positive s-NME and one with negative s-
NME.

We show the fit reconstruction for the IBFM-2 model,
with s-NME>0, in Fig. 7. The data are well reconstructed
with χ2 = 414 for 305 degrees of freedom, calculated in

[15, 324] keV. The χ2 for the same number of degrees of
freedom of the other models are reported in Table 1. The p
value associated with each of the models is ∼0, which indi-
cates that statistically the agreement is not perfect. This slight
mismodelling of the data can come from the lack of statistics
in some of the GEANT4 MC simulations that induces fluctu-
ations in the background spectrum. These fluctuations do not
affect the final measurement of the 113Cd β decay spectral
shape and the results concerning the geff

A , s-NME’s and half-
life values since we measure a continuum and we account for
a systematic uncertainty related to the background model as
presented below.

The two-dimensional posterior distribution of s-NME>0
as function of geff

A , for the IBFM-2 model is presented in
Fig. 8, showing an anticorrelation between the two parame-
ters. From the fit we extract the geff

A and s-NME values as the
mode of the marginalized posterior distribution. We obtain
the half-life by computing the integral of the theoretical spec-
trum at each step of the MCMC.

For each model and for each case (positive s-NME and
negative s-NME) we considered systematic uncertainties to
geff
A , s-NME’s, and the half-life. For each systematic test, a

probability distribution for the uncertainty is assumed based
on the change in the best-fit value with respect to the refer-
ence fit. The total uncertainty is obtained by the convolution
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Fig. 8 Probability distribution function of the s-NME as function of
geff
A for the positive case of the IBFM-2 model. The color code shows

the probability in arbitrary units. We observe a clear anti-correlation
between the two parameters

of these distributions with the statistical distribution of the
reference fit. We consider the following systematic tests:

– Background sources localisation: We perform tests to
check the dependence of our results with the localiza-
tion of the sources in the background model. We per-
form a fit considering only the most external sources (gap
between the outermost cryostat screen and the external
shield, environmental γ ’s) and another fit considering
only the closest sources (10 mK plate, copper holders).
We include in both cases the contributions from the crys-
tal, the lead shielding, and the pile-up. We take a conser-
vative approach choosing for the uncertainty the back-
ground model that gives the most important difference
for each of the parameters (geff

A , s-NME and the half-life)
and we assign a Gaussian posterior distribution to this
systematic uncertainty.

– 87Rb: It is observed that for the positive s-NME the 87Rb
activity is compatible with 0 and gives a 90% limit com-
patible with the activity that was reported in [16] (3
mBq/kg). For the negative case, the fit assigns a much
larger activity, of the order of ∼50–80 mBq/kg. In the
case of negative s-NME, a contribution at low energies
is needed to improve the fit (removing the 87Rb con-
tribution we obtain χ2/d.o.f. = 1.9, 2.8 and 2.9 for the
IBFM-2, MQPM and NSM model respectively). In [24],
it was observed that the positive s-NME reconstructs the
experimental 113Cd β spectrum better than the negative
s-NME. Thus our data could indicate the same behavior.
However, we can not rule out the presence of an addi-
tional pure β decay contamination and therefore we keep
the fits including the 87Rb contribution as reference fits.
To account for a systematic uncertainty we repeat the

Table 1 Results of the Bayesian fit to the geff
A , s-NME and half-life of

the 113Cd β decay, including systematic uncertainties. The last column
indicates the goodness of the fit expressed as χ2 with 305 degrees of
freedom for the reference fit

Model geff
A s-NME T1/2 [yr] χ2

IBFM-2 (s-NME> 0) 1.160+0.019
−0.018 1.59 ± 0.04 7.50 ± 0.08 414

IBFM-2 (s-NME< 0) 1.053+0.092
−0.088 −1.74 ± 0.13 7.84+0.28

−0.26 473

MQPM (s-NME> 0) 1.068 ± 0.005 1.60 ± 0.04 7.43 ± 0.07 688

MQPM (s-NME< 0) 1.050+0.055
−0.052 −1.78+0.22

−0.21 8.10+0.40
−0.37 618

NSM (s-NME> 0) 0.998 ± 0.006 1.66 ± 0.03 7.45 ± 0.08 572

NSM (s-NME< 0) 0.987+0.070
−0.068 −1.86+0.22

−0.20 8.07 ± 0.38 608

fit removing a contribution from 87Rb and we assign a
uniform probability distribution to this uncertainty.

– Energy bias:The energy bias was corrected as mentioned
in Sect. 3. As a conservative choice, we performed fits
varying the energy scale of the theoretical shapes by
±1 keV. The uncertainty is assigned with an asymmetric
Gaussian distribution.

– Bremsstrahlung: To account for the uncertainty in the
Bremsstrahlung cross-section, we performed GEANT4
simulations of the detector response modifying the cross-
section by ±10% [46]. These tests give exactly the same
results as the reference fit with the precision we quote,
thus the variance is well below the statistical fluctuations.
Therefore this systematic can be neglected.

– Efficiency: Tests are done with an efficiency of ±1σ

as shown in Fig. 4. The uncertainty is assigned with an
asymmetric Gaussian distribution.

– Energy resolution: We consider systematic tests with an
energy resolution of ±1σ , as shown in Fig. 2. These tests
give exactly the same results as the reference fit with the
precision we quote, thus the variance is well below the
statistical fluctuations. Therefore this systematic can be
neglected.

The final results for the geff
A , s-NME, and the half-life,

including the systematic effects, are reported in Table 1. All
results indicate a small renormalisation of the geff

A with val-
ues between 1.0 and 1.2. The s-NME are between 1.6 and
1.7 for the positive case and −1.9 and −1.7 for the negative
case. The values we obtained here with the spectrum-shape
method show an extremely good agreement with the ones
relying on a different approach, the spectral moments method
(SMM) presented in [24]. In the SMM, the fitting of spec-
tral moment μ0 that corresponds to the decay rates and μ1

that corresponds to the mean energy of the spectrum allows
to constrain the geff

A and s-NME. The experimental data in
[24] are based on [47]. We can also compare our results to
the ones obtained by the COBRA experiment [21], that used
the same theoretical framework but another type of detector
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technology (CdZnTe semiconductor detector) and analysis.
In [21], the analysis was done in two steps. The first step con-
sists of finding the combination of geff

A and s-NME that match
the experimental half-life measured in [16]. Then, a spectral
shape comparison was performed based on a χ2 test between
their experimental data and the theoretical spectra. This sec-
ond step was giving another set of combinations of values of
geff
A and s-NME. The combination that was reconstructing the

half-life, as well as the spectral shape, was finally extracted.
Our results on the geff

A are compatible with the value obtained
by COBRA within 1.4σ for NSM, 1.2σ for MQPM, and 2.3σ

for IBFM-2, where our results are systematically higher than
the COBRA values.

In our analysis, as the three models must reconstruct the
half-life, we combined the results by computing the mean of
T1/2, while the uncertainty is obtained by randomly choosing
an uncertainty value in each distribution and summing them,
leading to a final value of:

T1/2 = 7.73+0.60
−0.57 × 1015 yr. (16)

This is a conservative choice as we sum the uncertainties of
the different nuclear models that are correlated. This value
is well-compatible with the previous measurements [16,48–
50]. The half-life corresponds to a number of counts of
5.75+0.45

−0.42 × 105, in [16] the total number of counts was
(24.03 ± 0.01) × 105.

We also fitted our 113Cd β spectral shape with a phe-
nomenological function, as described in [16]. The aim of
this fit is to improve event generators providing beta spec-
tral shapes, like Decay0 [36], which use phenomenological
functions to generate initial kinematics, instead of theoret-
ical calculations. It may also be useful to compare future
models to our data by means of a phenomenological func-
tion including the systematic uncertainties. From the orig-
inal CWO spectrum, we subtracted the background model
obtained in Sect. 4 and corrected by the event selection effi-
ciency shown in Fig. 4. We then fitted the spectral shape with
the Eq. 2, with an arbitrary normalization, and with the phe-
nomenological shape factor used in [16,51]:

C(we) = p6
e + 7a1 p

4
eq

2 + 7a2 p
2
eq

4 + a3q
6, (17)

where pe and q are the momentum of the emitted electron
and neutrino, respectively. This expression is characteristic
of three-fold forbidden unique β decay [52,53]. However, it
was found to be able to describe the 113Cd β spectral shape
[16,51] and it can be used to reconstruct our observed 113Cd
β decay spectral shape. We applied the energy resolution
directly in the fit function and considered the Qβ , noted w0

in Eq. 2, as a free parameter. The data are well reconstructed
with χ2 = 400 for 304 degrees of freedom. We evaluated
the same systematic uncertainties except for the one related

to the 87Rb and obtained:

Qβ = (322.8 ± 1.1) keV,

a1 = 1.08 ± 0.03,

a2 = 1.69 ± 0.04,

a3 = 4.11 ± 0.15,

T1/2 = (7.56 ± 0.08) × 1015 yr.

The Qβ is in excellent agreement with the accepted AME2020
value of Qβ = 323.84(27) keV [14]. We can compare these
results with the following ai coefficients obtained in [16]:

a1 = 1.016 ± 0.005,

a2 = 1.499 ± 0.016,

a3 = 3.034 ± 0.045.

The a3 coefficient disagrees with our value, however this
parameter is highly sensitive to the energy threshold, which
is 15 keV in our analysis, while it was 28 keV in [16], and
can explain the difference.

6 Conclusion

We performed a precise spectral shape measurement of the
113Cd β decay using a 0.43 kg CdWO4 crystal operated as
a bolometer in low background conditions of the CROSS
facility at the Canfranc underground laboratory in Spain. We
extracted the spectrum of the CdWO4 crystal using 634 h
of data, and we measured the energy resolution, the energy
bias, and the events selection efficiency. We then constructed
a background model of the CdWO4 detector, further con-
strained thanks to a 100Mo-depleted Li2MoO4 scintillating
bolometer operated in the same set-up. The background
obtained in this way in the CdWO4 detector was extrapo-
lated to the 113Cd region of interest [15, 330] keV and used
as an input in a spectral shape fit based on a Bayesian method.
The 113Cd decay spectral shape provides a sensitive test of
nuclear models in a regime of large angular momentum dif-
ferences, similar to 0νββ decay which has a large momen-
tum transfer and proceeds via higher-multipolarity interme-
diate nuclear states. We used theoretical spectra based on
the spectrum-shape method for three nuclear models, IBFM-
2, MQPM and NSM. Our fit has two free parameters, the
effective weak axial-vector coupling constant, geff

A , and the
small relativistic nuclear matrix elements, s-NMEs. Our fits
suggest that the positive s-NMEs reconstruct the experimen-
tal data better than the negative s-NMEs. We derived best
fit values of the parameters geff

A and s-NME, and obtained
geff
A between 1.0 and 1.2, indicating possibly a deficiency of
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the nuclear models. Our best fit values of geff
A and s-NMEs

are in excellent agreement with the values obtained by [24]
within the spectral moments method, which relies on a differ-
ent approach and used experimental data based on [47]. Our
results on the geff

A are compatible but systematically higher
than the results from the COBRA experiment [21], that used
the same theoretical framework. They are within 1.4σ for
NSM, 1.2σ for MQPM, and 2.3σ for IBFM-2. We measured
the 113Cd half-life as T1/2 = 7.73+0.60

−0.57 × 1015 yr, includ-
ing systematic uncertainties, compatible with the previous
measurements [16,48–50]. We could also describe the 113Cd
β decay spectral shape with a phenomenological equation
of three-fold forbidden unique β decay, reconstructing with
good precision the Qβ .
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