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A B S T R A C T

Experimental yields of low energy recoils and scattered beams in ToF-ERD have been measured and compared
against theory. A significant discrepancy between Rutherford or Andersen cross-section predicted yield vs
the experimental results is now demonstrated. Scale of the discrepancy is up to 50% compared to yields
predicted by theory for low energy Au recoils. MCERD simulations were used to study the carbon foil scattering
in the timing detectors to explain the observed discrepancy. Simulations indicate that a major part of the
discrepancy occurs due to the scattering of low energy, heavy mass particles in the timing detector foils. The
yield discrepancy can be narrowed down by taking into account the reduction of recoil yields caused by the
carbon foil scattering. Further studies are in progress to study carbon foil scattering, aiming to further improve
the quantitativity of ToF-ERD for the heavy elements.
1. Introduction

Elastic Recoil Detection (ERD) as an analytical method was devel-
oped by L’Ecuyer [1] in the 1970s. ERD made it possible to detect light
elements down to hydrogen and its isotopes, not just heavier elements
on a light substrate like in Rutherford backscattering spectrometry
(RBS).

Time-of-Flight ERD [2–4] gained some popularity immediately at
the larger, 5 MV or larger tandem laboratories [5–8] during the 1990s
but then experienced a slower popularity period after that. New ToF-
ERD spectrometers have become operational more frequently during
the recent decade and today the ToF-ERD method with low energy
incident beams (<20 MeV) is used regularly in several laboratories for
thin film analysis [9–14].

Low energy ToF-ERD offers benefits that have increased the popu-
larity of the method in the past decade. Low energy heavy ion beam
offers increased recoil and scattering cross-sections and increased stop-
ping force of the sample, thus providing a better signal of the thin film
to substrate-ratio [11,15]. Increased cross-sections provide also faster
data collection, which limits the beam fluence on the target and offers
an important possibility to decrease the irradiation damage [11,15,16].
At the same time, low energy ion beams allow the increase of the
detector solid angle due to shorter required time-of-flight detectors for
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the same timing resolution [17]. Additionally, infrastructure costs are
cut down as reduced beam energies allow the use of small ≤3 MV
accelerators for the ToF-ERD.

However, the use of low energy heavy ion beams does not come
without drawbacks. One of the drawbacks is decreased mass resolution
at low energy incident ion beams. This resolution decrease, however,
can be compensated by using better gas ionization detectors as en-
ergy detectors [10,18]. More importantly, for heavy target elements,
there is a discrepancy between the measured yields compared to the
theoretical predictions or if low energy heavy recoil ToF-ERD data is
compared against other methods like RBS. Different explanations for
this discrepancy exist. One contributing factor for the discrepancy in
the low energy heavy recoils is their known tendency to experience
more multiple scattering in a sample and in the detector foils. It is
also debated if this discrepancy is caused by incorrect theoretical cross-
section models or only due to the scattering happening in the sample
or in the carbon foils in the ToF-detector.

In ERD analysis recoil cross-sections used are based on Ruther-
ford cross-sections. Typically Rutherford cross-sections are modified
using for example Andersen screening correction [19]. It is also de-
bated [20] whether known screening correction models for Rutherford
cross-sections apply for recoils [11,15], as originally only scattered
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beam data of light beam species was used to verify the Andersen
correction. On the other hand, Kim et al. [21] have studied ERD cross-
sections using inverse kinematics experiments, and their measured
cross-sections for elements in Li – F range agree with Rutherford
cross-sections.

Carbon foil scattering is a known issue in low energy ToF-ERD [11,
17], but has been usually neglected as a minor effect in the analysis.
There are a few papers about low energy heavy ion carbon foil scatter-
ng, mostly in keV range. In Refs. [22–25] foil scattering is measured

and results are compared to the plural scattering model by Meyer [26].
Their results show clearly that scattering reduces detected yields in
this type of ToF applications and Meyer’s theoretical scattering model
seems to agree relatively well with their data. An extensive review by
Amsel et al. [27] discusses the nature of multiple scattering and that
an be applied to carbon foil scattering. Monte Carlo simulation tools,
ike MCERD [28] and Corteo [29], have been developed to model the
ultiple scattering in ion beam analysis applications. In MC simulations

cattering distributions are based on the potential the code uses, in the
ase of MCERD universal potentials are used [30]. Although MCERD

is a powerful analysis tool, in heavy recoil analysis simulated yields
do not always match what has been measured. Simulations indicate
that yields are enhanced in non-mirror geometry due to the multiple
scattering in the sample film [31] and reduced due to timing detector
foil scattering [11].

In a typical ToF-ERD analysis performed in the Jyväskylä accelera-
tor laboratory, heavier-than-beam recoils are generally not considered
reliable, and heavy elements are analyzed using forward scattering
of the Heavy ion ERD (HIERD) incident ion beam. The issue with
low energy heavy recoils in ToF-ERD is nowadays more profound as
modern heavy materials, like CdTe, InSb, and GaAs, are becoming
more important to the thin film industry and novel heavy element
semiconductor materials are being developed. Quantification of heavy
films becomes an issue due to the discrepancy of detected yields as
heavier materials induce more multiple scattering in the sample and
cattering in the detector. Although other methods like RBS can be used
or heavy element thin film characterization for light substrates, the

benefit of the ToF-ERD is that independently from the substrate, it can
probe all elements, including hydrogen, simultaneously.

In the present work, discrepancies between theoretical, simulated,
nd experimental ERD yields of heavy elements are studied. Focus is set

to study the discrepancy from the point of view of cross-sections and
arbon foil scattering. Stopping force effects of the yields are not con-

sidered here, although taken into account as a potential source of un-
ertainty, and samples are chosen so that energy losses are minimized
n the films of interest. Multiple scattering processes in the sample and
heir contributions to yield discrepancy have been referenced by earlier
ublications from the field.

2. Experimental setup and methods

Series of ToF-ERD measurements were done using University of
Jyväskylä [12] and University of Helsinki [32] ToF-ERD setups. Sev-
ral different incident beams (35Cl, 63Cu, 79Br and 127I) were used
ith energy range of 6.8–17 MeV in Jyväskylä and 10–50 MeV in
elsinki. Thus two independent ToF-ERD measurement systems were
sed for validation and to extend the incident ions’ energy range. A
asic schematic of ToF-ERD setup and geometry is presented in Fig. 1.

Timing detector carbon foil thicknesses in Jväskylä ToF-detector are 3
g/cm2 and 10 μg/cm2 and in Helsinki 3 μg/cm2 and 9 μg/cm2 for
irst and second timing detector respectively. Additionally Jyväskylä
oF-detector carbon foils are coated with 1 nm atomic layer deposited

Al2O3.
Jyväskylä ToF-ERD setup uses 1.7 MV NEC Pelletron accelerator and

EC MC-SNICS ion source. Energy calibration was done using 3038
eV 16O(𝛼 , 𝛼)16O resonance [33]. Scattering angle was determined
sing laser alignment and alignment telescopes. Scattering angle is
 o

2 
(40.6 ± 0.2)◦. All measurements were done in mirror geometry, in
Fig. 1 angles 𝛼 and 𝛽 are equal at 69.7◦.

Measurements done in Helsinki use TAMIA 5 MV EGP-10-II tandem
accelerator and MC-SNICS ion source. Beam energy of the Helsinki
setup has been calibrated using proton beam resonances of multiple
elements. Scattering angle was calibrated using optical telescopes and
scattering angle is (39.8 ± 0.5)◦. Like in Jyväskylä measurements,
he sample was set to mirror geometry. The purpose of high energy

ERD measurements in Helsinki was to collect data with overlapping
energy region and extend the incident beam energy much higher than
is currently available in Jyväskylä. Another reason was to minimize the
screening effect at the higher incident ion beam energies.

Sample films were chosen to be monoisotopic metal elemental or
metal oxide films. Film materials used were Co, Y2O3 and Au. Thick-
esses of the films were 5, 2 and 5 nm respectively. Very thin films
ere chosen to minimize energy loss, straggling, stopping force effects,
nd multiple scattering in the film. Films were deposited on top of
morphous wet thermal grown 1 μm SiO2 substrate on Si wafer supplied
y University Wafer. Amorphous SiO2 substrate was used for beam
luence normalization as well as to avoid channeling and to provide a
niform matrix for both light, O, and medium mass, Si, element, which
atio is the same as the nominal ratio. Thus both Si or O recoils can be
sed for fluence normalization in the analysis also independently.

Co and Au films were deposited by sputtering at VTT Micronova
acilities. Sample films were imaged with Atom Force Microscopy

(AFM) using Bruker Dimension Icon and SCANASYST-AIR tip. AFM
verified that films are rough with RMS roughness of 3.50 nm and 1.85 nm
espectively and RBS fitting is in agreement with these roughnesses.
BS was used to analyze not just a single sample from the deposited
50 mm wafers but also to confirm the required uniformity for samples
elected for the ToF-ERD analysis. Co and Au films are not smooth
n top of the substrate and the substrate is visible in between metal
ilm grains. This is not seen to have any effect on the purpose of

the study. Atomic layer deposited Y2O3 films [34] were smooth with
RMS roughness of 0.25 nm. AFM images can be found in Fig. 2 and
additionally from Appendix A.

From ToF-ERD data the recoil and scattering events were selected
in Potku software [35]. In Potku software, ToF-E histograms, the se-
ected coincidence events affected by multiple scattering were included.

hen compared against the simulations, the data from simulations
lso includes multiple scattering induced tails. Example 2D-histograms
rom both Jyväskylä and Helsinki laboratories are shown in Fig. 3.

In Helsinki ToF-ERD setup recoil energy is measured with a silicon
solid state detector (SSD), which are known for relatively poor energy
resolution for heavy ions [36]. Jyväskylä measurement setup uses a gas
ionization chamber detector for energy detection [18].

3. Results and discussion

Both recoil and scattering yields have been measured by the two
entioned ToF-ERD systems and compared against theoretical yields.
o calculate theoretical yield information of sample film areal den-
ity is needed. Areal densities were determined with 2 MeV He-RBS
eforehand and analyzed using SIMNRA 7.02 [37]. Detected yields

are available in Appendix B and RBS example spectra in Appendix C.
Beam fluence of the ToF-ERD analysis is determined by fitting it to the
amorphous SiO2 substrate energy spectrum.

In Section 1 there was discussion about the role of multiple scatter-
ing in the sample film in the context of yield enhancement. We assume
hat multiple scattering is net zero effect on yields and this is backed
p by Ref. [31], when we work in mirror geometry. SIMNRA was used
or ToF-ERD fluence fitting with Simnra’s dual and multiple scattering
ptions on.
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Fig. 1. ToF-ERD setup schematic. Scattering angle 𝜃 was calibrated in both systems before the measurements and in mirror geometry angles 𝛼 and 𝛽 were equal and measured
from sample normal. Time-of-flight telescope and gas ionization chamber detector (GIC) were used in coincidence to detect particle velocity and energy that are used to determine
the mass of a detected particle. ToF lengths in Jyväskylä and Helsinki are 623 and 684 mm respectively. In Helsinki, a silicon detector was used for the energy measurement.
Fig. 2. AFM images of samples: (A) Co 5 nm, (B) Au 5 nm and (C) Y2O3 2 nm thin films. Sputtering deposited Co and Au films are rough and substrate can be seen in between
film element grains. The Y2O3 film was deposited by ALD and the film was smooth and uniform.
Fig. 3. Comparison between Jyväskylä and Helsinki ToF-ERD setups. Both measurements are from Au sample film using 79Br beam with incident energy of 10.2/10.0 MeV in
Jyväskylä/Helsinki measurements.
3.1. Measured ToF-ERD recoil and scattered particle yields

ERD yields of different elements are measured and compared to
theory predictions of yields, shown in Fig. 4. Theoretical yields are
calculated using Rutherford cross-sections, fitted number of incident
particles times solid angle and experimental parameters of sample tilt
angle, and sample film areal density, determined by RBS. Beam fluence
is determined by fitting to SiO2 signal using SIMNRA version 7.02 [37],
and is discussed more in Section 3.2. As a side result, Si to O ratio was
determined to be coherently 1:2 within less than 5% variation in all
3 
measurements with different beam species and incident energies. Fig. 4
also includes theoretical yields for Andersen screened cross-sections for
comparison.

Detected recoil yields deviate from the expected theoretical yields.
Co, being the lightest of the sample recoils of interest, agrees somewhat
with Andersen screened yields, but Y (in Y2O3 film) and Au yields show
significant deviation from what the theory predicts. This is evident in
both Jyväskylä and Helsinki results, so it is not a systematic feature of
a single ToF-ERD setup. Also, similar discrepancies have been reported
in Refs. [11,15].
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Fig. 4. Experimentally determined yields of (A) Co, (B) Y (Y2O3), and (C) Au recoils normalized with theoretical yields calculated with Rutherford cross-sections. Measurements
are done in the University of Jyväskylä (JYFL) and University of Helsinki (HY) accelerator laboratories. Andersen screening correction factors are presented with dashed lines.
With heavier recoils experimental results deviate strongly from theoretical predictions.
As the data in Fig. 4 are presented as a function of the energy
of the recoiled particle, the measured relative yields seem to line up
in every sample material measured within the error bars. Andersen
screened cross-sections predict significantly different yields depending
on the incident ion species, as seen in Fig. 4 dashed curves. Normalized
recoil yields form a curve relative to their energy in the ToF-E system,
which might indicate that the incident ion species do not play a major
role and the discrepancy is more pronounced for the smaller energy
and heavier species in the ToF-E telescope. Thus, recoils, and not the
incident ion beam, mass and energy seem to be among the determining
factors reducing the yield, indicating that this discrepancy is caused by
multiple scattering in the sample or by the detector carbon foils.

Scattering yields were analyzed from the same measurement data as
recoil yields. Scattering yield results are shown in Fig. 5. According to
our data using forward scattering in thin film analysis works when the
incident beam species is lighter than the target element. This has been
also the common practice of the Jyväskylä analysis, as stated above
in Section 1. Scattering of heavier-than-sample ion beam produced
reduced yields compared to what would be expected from theory. As
with the recoils, this observation suggests that sample or carbon foil
multiple scattering is the main contributor to the yield discrepancy due
to low energies of the heavy scattered particles.

For more evidence towards the detector-related origin of the dis-
crepancy, yields of Au recoils and scattered Au beam with similar
energy in the timing detectors has been measured. Experimental pa-
rameters were tuned so that in the ToF-detector Au particles with
4 
5.7−5.8 MeV surface energy were obtained. Au recoils were measured
with 63Cu, 79Br and 127I incident beams, and 197Au beam was scattered
from 5 nm thick Ta sample film — Ta being again one more different
parameter than in earlier presented cases. Measurement results are
presented in Table 1. There seems to be very little, if any, difference
between the recoiled or scattered 5.7−5.8 MeV Au particles at the
detectors when 63Cu recoiled Au measurement is considered as an
outlier, since 63Cu incident beam 𝑌𝐸∕𝑌𝑅 has been taken from a different
data set as others, and stands out from the rest of the measurements.
Currently, there is no other explanation for the outlier, but as seen
in Fig. 4C target more variation exists between different incident ion
beams compared to the yttrium target in Fig. 4B. This result indicates
that the main effect is not the multiple scattering in the sample or
recoil cross-sections. The yield reduction phenomenon is related to the
detectors, and results indicate that carbon foil scattering is the main
contributing effect behind the yield discrepancy between the theory
and the experimental data.

The 5.7−5.8 MeV Au experiment shows that yields are reduced
independently from incident ion species or the target element. Typically
used screening corrections would differ depending on the incident ion
nuclear charge, but evidence of that is not found in our ToF-ERD
data. This finding indicates that the leading correction is carbon foil
scattering and HIERD cross-section corrections have less influence. The
search for the discrepancy must be concentrated on the carbon foils and
not on the cross-sections, which, according to Fig. 4 and Table 1 seems
not to be the main suspect.
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Fig. 5. Scattering yields from target films (A) Co, (B) Y (Y2O3), and (C) Au. Scattering yields were normalized with theoretical yields calculated with Rutherford cross-sections.
Measurements are done in the University of Jyväskylä (JYFL) and University of Helsinki (HY) accelerator laboratories. Andersen screening correction factors are presented with
dashed lines.
3.2. Fluence fitting and effect of stopping force

Beam fluence was determined by fitting it to experimental data.
Fitting was done to the substrate signal and mainly to the first ∼100 nm
of it. This type of fluence normalization can be prone to errors caused
by incorrect stopping values at film and substrate. It is possible to
achieve a similar trend for Fig. 4 and Table 1 if the fluence or stopping
force of the substrate, which was used for the normalization of the data,
is determined wrong.

The significance of the stopping effect was investigated using ToF-
ERD on 4 nm TaN on top of 100 nm SiO2 layer on a Si substrate
sample. 100 nm SiO2 is easily penetrated by the low energy beam
so full layer thickness of the SiO2 was detected in the stopping force
measurements. More importantly, the oxygen signal lies on the clean
background, and thus all yielded O counts are affected by the potential
changes or uncertainties in the stopping force of the SiO2 substrate, as
seen in Fig. 6A. Selected energies available in the Jyväskylä accelerator
laboratory are compared to each other and two different beams that
are important for this experiment. Measurements were done in three
sessions and the sample was every time loaded in again and set at the
same angle each time. In Fig. 6B analyzed SiO2 areal density of the
same sample results in a maximum of 2.5% discrepancy between mea-
surements in the surface stopping force range from 470–700 eV/(1015
at./cm2). Thus normalization to the bulk-like SiO2 substrate is sufficient
and the results between different energies are not affected by variations
in the stopping force for SiO2. Thus maximum stopping force related
uncertainty for the recoil yields with used beams and energy range is
5 
Table 1
Measured yields 𝑌𝐸 of 5.7−5.8 MeV Au particles from different target-ion beam combi-
nations, normalized with the Rutherford yields 𝑌𝑅. The same energy and mass in the
ToF-detector results in a similar yield ratio for all beam/target pairs. 63Cu, 79Br, and
127I beams were used to recoil Au target atoms, and the Au beam was scattered by
5 nm Ta film. The average yield ratio of all data points is 0.56.

197Au Detected 𝑌𝐸/𝑌𝑅
energy [MeV]

Recoiled by
63Cu 5.76 0.67 ± 0.04a

79Br 5.72 0.54 ± 0.06
127I 5.83 0.51 ± 0.03

Scattered from
181Ta 5.84 0.54 ± 0.04

a 63Cu, experimental data is considered as a minor outlier in this set.

within 2.5%, while the largest differences are more than ten times to
Andersen corrected cross-sections (Fig. 4).

3.3. Carbon foil scattering in simulations

The effect of the scattering from the carbon foils in the ToF telescope
was simulated using MCERD [28]. Simulations were done with and
without carbon foils, supplied by The Arizona Carbon Foil Co., with
a thin 1 nm Al2O3 layer as present in the real detection setup in
Jyväskylä. Carbon foil thicknesses used in the simulations correspond
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Fig. 6. (A) Example 2D-histogram from stopping cross-section measurements using 13.6 MeV 63Cu beam and TaN/SiO2/Si target. (B) Measured O areal densities in 100 nm SiO2
film are plotted in function of surface stopping force by SRIM. Measurements were done with multiple beam species and energies: 8.5–13.6 MeV 63Cu, 8.5–13.6 MeV 79Br, and
10.75 MeV 127I. Oxygen areal density used to normalize the fluence changes maximum of 2.5% in this stopping force range of multiple energies and ion species.
to the nominal foil thicknesses in the Jyväskylä ToF-ERD setup. The
number of events simulated to end up inside the energy detector
entrance window was counted in both cases and compared. MCERD has
been validated by comparing them against SRIM [38]. Ion transport
through a carbon foil has been simulated and the transmitted ion
angular distributions are compared against each other with various ion
energies and masses. MCERD agrees with SRIM well, as the distribution
widths were within a 5% margin.

Simulation results produce a ratio between scattered (foils included)
and non-scattered (no foils) cases. Simulated data matches, or at least
produces a similar trend, when compared to the experimental results as
shown in Fig. 7. Although simulation results do not reproduce experi-
mental yield ratios exactly for the Au, the majority of the discrepancy
in yields can be explained by the carbon foil scattering (see Fig. 8).

In Ref. [11] simulations results have a similar trend compared to
our data. However, the carbon foil scattering effect is larger in our data
than in Ref. [11]. This is most likely due to the fact that simulations in
Ref. [11] consider only the first timing detector transparency and not
the whole system. Similarly, our MCERD simulation results show more
scattering than what has been previously measured in Refs. [22,24].

Our scope is on carbon foil scattering happening in timing de-
tectors. However, the gas ionization chamber detector, used as an
energy detector, also has a silicon nitride window that can scatter
incoming particles. Scattering of the particles in the energy detector
silicon nitride window has been studied before. According to Ref. [39],
silicon nitride window does not induce major energy loss. Also, those
incoming ions that recoil window atoms into the gas do not reduce the
total energy measured. Energy loss and scattering in the gas detector
entrance window do cause some particles to be detected in lower
energy than average and in our analysis, these were included in the
selections of recoils.

4. Conclusions

A significant discrepancy between measured and theoretical yields
in the low energy ToF-ERD has been demonstrated. With the results
presented in this paper, measured data is compared to the theoreti-
cal predictions by Rutherford cross-sections and Anderssen screened
cross-sections. Discrepancies in yields studied are not affected by the
uncertainties in the stopping force. Sample films selected for this study
had practically zero composition changes during the measurements,
confirmed by time-stamped data acquisition.

In very low energy incident ion beam ToF-ERD, the discrepancy of
yields is the largest and for the very heavy target materials, the detected
yield discrepancy can be over 50%. When measurements were done at
the higher incident beam energies, detected yields approach theoretical
yields as expected as the foil scattering cross-sections are reduced.
6 
As a function of recoil energy, recoiled yields from a sample line up
regardless of the incident beam Z number. Earlier simulations show
that for the mirror measurement geometry, the sample scattering does
not cause a reduction of recoil yield. This suggests that the discrepancy
would be originating mainly from the carbon foil scattering effect.

Looking for further evidence for the carbon foil scattering effect,
the 5.7−5.8 MeV Au recoil and scattered particle yields were reduced
by about the same amount compared to the theory prediction inde-
pendently from the target configuration. In this experiment, the low
velocity Au particles in the detector are identical Au ions with identical
energy. There is no difference if the particle was a scattered beam
particle or a recoil from the sample. This suggests that either screening
corrections for both scattering and recoiling particles are the same in
this energy, or the vast majority of the reduction of the yield comes
from the carbon foil scattering in the detector setup.

Our simulations confirm that the scattering from ToF-telescope
carbon foils is a significant factor in the detected reduction of the
yield. However, in the measurements, some yields are reduced more
than is obtained from the MCERD simulations. The experimentally
demonstrated discrepancy in Fig. 7 can be mostly explained by carbon
foil scattering, and the remaining discrepancy can be due to the carbon
foil thickness being thicker than nominal.

As a main conclusion for every day ToF-ERD measurements, rel-
atively light, like 35Cl and 63Cu, incident beam scattering can be
used reliably for heavy target element analysis. According to the data
presented in this paper scattering analysis is a viable method with
light to middle mass, for example, Cl and Cu, incident beam energies
over 5.7−5.8 MeV. The pitfall of using the scattered beam in analysis
is that more than one heavier-than-beam target elements are hard or
impossible to separate in the spectrum. Recoil yields of middle mass,
for example, Co and Ti, reproduce expected yields with incident beam
energies over 10 MeV. Detected low energy heavy, for example, Hf and
Au, recoil yields are far from the theory expectations and might have
significant discrepancies even with relatively highly energetic incident
beams.

As mentioned in the introduction, it is considered that at least
heavier than incident beam recoils should not be used in the analysis.
This consideration was now confirmed as at the moment, there does
not exist an analytical model to calculate the detected reduction of
the yield due to the carbon foil scattering. There are simulation tools,
for example MCERD, to model multiple scattering happening in the
detector foils and in the sample itself. It is possible to measure yield
correction curves for each setup or to do simulations and use these
results as detection efficiency, in this case meaning how many recoils
are lost due to the foil scattering. Results show that carbon foils used in
ToF-detectors should be characterized and the effects of foil scattering
need to be systematically studied. In this work, the thicknesses of
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Fig. 7. Simulated yields compared to experimental results shown in Fig. 4 for selected beams for (A) Co recoils and (B) Au recoils. In simulations, yields are reduced by carbon
foil scattering and yield ratios produce a similar trend to experimental yield ratios.
Fig. 8. Simulation residuals for (A) Co and (B) Au thin films compared to the experimental result. From the simulated yield ratio, the experimental yield ratio has been subtracted.
In (B) residuals are around a constant line of 0.137. Simulations have been done using nominal carbon foil thicknesses of 3 and 10 μg/cm2 in first and second timing detectors
respectively. In (B) the residual would be reduced close to zero when the first timing detector foil thickness was set to 5 μg/cm2.
carbon foils in simulations were the nominal values of foils in the
Jyväskylä ToF-detector but we are in the process of investigating the
carbon foil scattering with a range of foil thicknesses to further improve
the quantitativeness of the low energy heavy ion ToF-ERD method.
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