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Nykyinen tietotyö sisältää useita kokouksia, joiden käytäntöjä ei ole optimoitu. 
Pääasiassa suulliseen ja tekstuaaliseen tiedonvaihtoon perustuvat 
kokousmenetelmät ovat alttiita väärinkäsityksille monimutkaisia syy-
seuraussuhteita ratkottaessa. Tässä tutkielmassa tutkittiin taktiilisten artefaktien 
käyttöä visuaalisina kommunikaation apuvälineinä osana strategian laadintaa. 
Visuaaliset kommunikaatiomenetelmät tarjoavat näkyviä viittauspisteitä yksilön 
ajatusmalleihin, jotka edesauttavat jaetun yhteisymmärryksen luomisessa. 
Kommunikoinnin ja strategian laadinnan tehostamisen lisäksi artefaktien 
oletettiin kiinnittävän 3–4 hengen ryhmissä toimivien osallistujien (jaetun) 
visuaalisen tarkkaavaisuuden, jota tutkittiin silmänliikettä seuraavien lasien 
avulla. Jaetun visuaalisen tarkkaavaisuuden (JVT) on tutkittu parantavan 
yhteistyön laatua ja edistävän oppimista. Tässä tutkielmassa tutkittiin (jaetun) 
visuaalisen tarkkaavaisuuden vaikutusta osallistujien narratiiviseen ja 
visuaaliseen pitkäkestoiseen muistiin yhteistyössä laaditusta strategiasta, jota 
tutkittiin puolistrukturoidun verkkohaastattelun avulla. Narratiivisen 
pitkäkestoisen muistin määriteltiin koostuvan artefaktien avulla luodusta 
suullisesti selitettävissä olevasta strategiasta, kun taas visuaalinen 
pitkäkestoinen muisti koski yksittäisiä artefakteja ja niiden merkityksiä. Lisäksi 
silmänliikedatasta analysoitiin, kuka osallistujista aloitti kunkin jaetun 
visuaalisen tarkkaavaisuustapahtuman, jonka on tutkittu vaikuttavan muun 
muassa kuvien tunnistusmuistiin. JVT:n ja sen aloittamisen vaikutusta 
pitkäkestoiseen muistiin analysoitiin binäärisellä logistisella monitasomallilla, 
jossa havaintoyksikkönä käytettiin yksittäistä visiittiä eli yhtäjaksoista katsetta 
tarkasteltavalla alueella. Yksinomaa visuaalisen tarkkaavaisuuden vaikutusta 
pitkäkestoiseen muistiin analysoitiin lineaarisella monitasomallilla, jossa 
jatkuvana riippuvana muuttujana oli yksittäisen visiitin kesto. Tutkimuksen 
mukaan JVT ei paranna narratiivista tai visuaalista pitkäkestoista muistia. Sen 
sijaan JVT:n aloittaminen parantaa visuaalista pitkäkestoista muistia. Tulosten 
mukaan yksittäisten fiksaatioiden lukumäärä visiitin aikana lisää JVT:n ja sen 
aloittamisen todennäköisyyttä, kun taas pidempi visiitin kesto heikentää näiden 
todennäköisyyttä. Tutkimustulokset korostavat dynaamisen ja aktiivisen 
visuaalisen tarkkavaisuuden merkitystä tiimityöskentelyssä pitkäaikaisen 
muistin parantamiseksi. 
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Daily routines in knowledge-driven work are built around meetings whose 
practices are not optimized. Relying mainly on verbal and textual exchange of 
information, misunderstandings can easily occur when the aim is to solve 
complex cause-and-effect relationships. This thesis study leveraged tactile 
artefacts as visual communication aids in strategy development. Visual 
communication methods are said to provide visual points of reference for 
individual mental models, which facilitate the building of common ground and 
shared understanding. Besides enhancing communication and strategy 
development, tactile artefacts were assumed to attract (joint) visual attention of 
the participants working in groups of 3-4 people, which was studied using 
mobile eye-tracking. Previous research has found that joint visual attention (JVA) 
enhances collaboration quality and learning. This thesis examined the effect of 
(joint) visual attention on visual and narrative long-term memory of the 
collaborative developed strategy, which was assessed with a half-structured 
online interview. The narrative long-term memory referred to the verbally 
explainable strategy, which was iteratively developed with the help of tactile 
artefacts, while the visual long-term memory pertained to individual artefacts 
and their assigned meanings. Additionally, the initiators of JVA events were 
examined from the eye-tracking data, as initating JVA has been shown to enhance 
recognition memory. The effect of JVA and initiating JVA on long-term memory 
was analysed with the binary logistic mixed-effects model, using gaze visit—
defined as detected continuous gaze on the area-of-interest—as the unit of 
analysis. The sole effect of visual attention on long-term memory was analysed 
with a linear mixed-effects model with visit duration as a dependent variable. 
The results indicate that JVA does not enhance narrative or visual long-term 
memory. However, initiating JVA does enhance visual long-term memory. The 
eye-tracking metrics also revealed that the number of fixations during a visit 
increase the odds of both JVA and initiating JVA, whereas longer visit duration 
decrease the odds of both. The findings of this study highlight the importance of 
dynamic and proactive visual engagement and participation in enhancing long-
term memory in collaborative settings. 

Keywords: joint visual attention, visual attention, tactile artefacts, long-term 
memory, mobile eye-tracking  
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It has been reported that on average executives spend at least 10 hours per week 
in meetings; however, only 10 percent of them have not received training on an-
ything more than how to build a meeting agenda (Napier & Sharp, 2019). Inef-
fective meetings have direct costs in terms of salary and time wasted. In addition, 
they also cause indirect costs associated with employees’ stress, frustration and 
fatigue from the unbeneficial meetings and the work allocated for preparing 
them (Allen et al., 2022). 

While the use of facilitators in meetings has become common to improve 
collaboration quality, the facilitation methods are often based on verbal or textual 
exchange of information. Although structured group discussions have been 
shown to promote proactive communication and inhibit ineffective meeting be-
haviours compared to unmanaged (free) social interactions (Lehmann-Willen-
brock et al., 2013), the risk of miscommunication is always present (Paxton et al., 
2021). For example, inaccurate estimations of the listener’s needs and previous 
knowledge, along with the tendency to reduce one’s own cognitive effort by 
providing less information, can increase communication ambiguity and easily 
lead to misunderstandings (Paxton et al., 2021). 

Successful social interaction through verbal communication requires adapt-
ing to each other’s linguistic behaviours to achieve shared understanding (Fusa-
roli et al., 2012, Garrod & Pickering 2004). This process is commonly referred to 
as building and maintaining an implicit common ground, which has so-called 
associated grounding costs depending on the medium of communication and its 
affordances—which refer to the perceived opportunities for interaction that a cer-
tain communication medium provides (Homaeian et al., 2021). For example, in 
face-to-face conversation the grounding costs are typically lower compared to 
phone calls because also non-verbal cues, such as facial expressions, gaze and 
gestures, can be used.  

In comparison to textual and verbal communication, visual communication 
offers distinct advantages. For example, it can help to overcome language barri-
ers, capture attention, and convey information more clearly. Typical modes for 
visual communication in business strategy and development work include 

1 INTRODUCTION 
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infographics, charts, graphs, and presentations. Research indicates that these vis-
ual tools enhance information retention and understanding among diverse audi-
ences, facilitating more effective communication of complex concepts and data 
(Lankow et al., 2012). The effectiveness of leveraging visual communication in 
collaboration can be attributed to the principles outlined in the dual coding the-
ory. This theory, proposed by cognitive psychologist Allan Paivio (2013), sug-
gests that humans process information in two distinct but interconnected ways: 
verbally and visually.  

Expanding beyond traditional visual mediums, tactile artefacts as movable 
physical objects, represent an alternative medium for visual communication. Be-
sides facilitating our own cognitive processes, such as learning and sense-making, 
tactile artefacts have been used to communicate our knowledge for others (Zenk 
et al., 2021, Teh et al. 2021). This can be particularly useful in collaborative set-
tings, where tactile artifacts can help make abstract ideas more concrete and clar-
ify concepts that might be difficult to express with words alone. To date, LEGO® 
SERIOUS PLAY® (LSP) bricks are the most famous tactile artefacts used to sup-
port collaborative work in the business world. According to the Serious Play 
Community (n.d.), the method is based on iterative building and ideation to build 
a common understanding to the problem at hand, where each participant con-
structs “a metaphorical model to tell their own story” with the help of LSP bricks. 
Several studies have reported the value of these tactile artefacts in teamwork. For 
example, the use of LSP bricks in innovative workshops have been rated as more 
enjoyable, active and inspiring than traditional moderation cards (Zenk et al., 
2021). Other empirical studies have concluded that using LSP bricks can have a 
positive role for developing psychological safety (Wheeler & Passmore, 2020) and 
creating mutual understanding by stimulating intuitive playful modelling 
(Schulz et al., 2015). 

In addition to tactile artefacts enabling participants to construct physical 
representations of their ideas and concepts (Roos & Victor, 2018), they can pre-
sumably direct shared attention among collaborators. In fact, joint visual attention 
(JVA), defined as shared overt visual attention to an area-of-interest (AOI), has 
been shown to support learning (Schneider & Pea, 2013) and increase the quality 
of product (Fındık-Coşkunçay & Çakır, 2022), interaction (Jermann et al., 2011) 
and collaboration (Schneider et al., 2018, Schneider & Bryant, 2024). Enhancing 
joint visual attention could also address the issue of ineffective meeting practices 
because research indicates that JVA improves both visual working memory 
(Gregory & Jackson, 2019, Gregory & Jackson, 2017, Gregory & Kessler, 2022) and 
to some extent, long-term memory (Kim & Mundy, 2012, Dodd et al. 2012). Con-
sequently, tactile artefacts emerge as a promising solution enhancing collabora-
tion and participants' recollection of meeting outcomes to facilitate effective strat-
egy development and execution.  

The purpose of this master thesis is to study if and how tactile artefacts used 
in face-to-face interaction enhance joint visual attention and individual long-term 
memory of the group’s outcome. Although it is quite well established that the 
reflexive act of gaze following, which refers to the natural tendency of humans 
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to automatically shift their gaze in the direction where another person is looking 
at, enhances memory (Gregory & Jackson, 2019, Großekathöfe et al., 2020, Yin, 
2022), the effect of joint visual attention to individual long-term memory (LTM) 
is yet little studied in real-life social interactions. Additionally, gaining a deeper 
understanding of the effects of visual communication aids on joint visual atten-
tion, and their subsequent impact on long-term memory, could benefit various 
fields, such as education and software development.  

This thesis was conducted as part of a Business Finland-funded Research to 
Business project at Aalto University (Department of Industrial Engineering and 
Management), with no commercial interests influencing its production.  

1.1 Research questions  

The main research question is “If and how does (joint) visual attention to tactile 
artefacts in face-to-face collaboration enhance individual long-term memory of 
the group’s outcome?”. Although joint visual attention is the main interest of this 
study, also individual attention to tactile artefacts is researched.  

Other research questions are related to different types of memory because 
the developed strategy as the group’s outcome can be understood in two differ-
ent, but related ways. The participants can either have a strong visual long-term 
memory of the artefacts used during the collaborative workshop, or a strong nar-
rative long-term memory related to the jointly built strategy with the help of ar-
tefacts. Therefore, the second research question is “If and how does (joint) visual 
attention enhance visual and/or narrative long-term memory of group’s out-
come?”. It is hypothesised that joint visual attention enhances both visual and 
narrative long-term memory of the group’s outcome because the used artefacts 
are thought to ‘embody’ the details of the jointly built strategy. 

1.2 Structure 

The second chapter of the thesis entails a literature review on the topic. The third 
chapter covers the hypothesis, experimental design, and analysis methods, in-
cluding the rationale behind operationalizing the variables. The fourth chapter 
presents the results of the study, while the fifth chapter discusses the obtained 
results. The final chapter concludes the study.  
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2.1 Attention and memory 

Attention refers to the selection processes of our cognitive system that prioritises 
certain stimuli for further information processing, which is a necessary mecha-
nism due to our limited cognitive capacities and resources (Styles, 2005, Carrasco, 
2011). A consensus exists that attention cannot be regarded as a unitary process 
because it describes a diverse set of behavioural and cognitive phenomena (Co-
hen, 1993, Carrasco, 2011, p. 1517). In fact, it has been argued that attention 
should be studied as a set of attentional processes that metaphorically acts as fil-
ters or gates for further information processing in the brain. This metaphorical 
description of attention generally refers to the concept of selective attention (Cohen, 
1993, p. 3).  

The attentional processes encompass attention, perception, and memory, 
which are often perceived as distinct yet interconnected cognitive functions or 
stages of cognition (Styles, 2005). Perception has been associated with both bot-
tom-up sensory processing, where many of its initial stages occur unconsciously 
and automatically (Styles, 2005, p. 7), as well as with the top-down endogenous 
control of attention (Cohen, 1993, p. 26). Perception and attention are intertwined, 
as while we continually perceive our surroundings, we cannot actively hear a 
distant conversation without directing attention to it. In essence, attention serves 
as both ‘an active agent’ and an outcome of sensory processing. For example, it 
has been expressed that we ultimately perceive the object of attention by binding 
its visual features together (Styles, 2005, p. 6). Consequently, visual attention has 
been described as the process that transforms looking into meaningful seeing 
(Carrasco, 2011, p. 1484). 

Instead of a sole information store, memory can also be defined as a dy-
namic attentional process that entails encoding and retrieving information (Styles, 

2 HUMAN ATTENTIONAL MECHANISMS IN 
SOCIAL INTERACTION 
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2005), and sometimes forgetting it. In the realm of attentional processes, memory 
plays a crucial role in shaping and directing attention. For example, the cognitive 
system relies on memory to store and retrieve information about current and past 
experiences, which in turn is known to influence the allocation of attention 
(Hirschstein & Aly, 2023). 

The different memory processes are usually defined by their duration. First, 
the very brief sensory memories, such as an iconic memory for visual information, 
act as a buffer for selective attention (Styles, 2005). The concept of short-term 
memory (STM) varies in different theoretical models binding attention and 
memory, some regarding it as a separate and passive store, whereas others see it 
more closely related to working memory (WM) (Norris, 2017). A consensus exists 
that the WM holds the information which is arriving from perceptual processing 
or that is retrieved from long-term memory (LTM) stores. Although both short-
term memory and working memory have a limited capacity, the information is 
said to stay active in working memory only as long as it is consciously attended, 
indicating a close relationship between the concepts of working memory and at-
tention (Styles, 2005, Norris, 2017). For example, a study on individual differ-
ences in top-down controlled attention and working memory have shown a cor-
relation between working memory capacity and the efficiency of controlled at-
tention (Awh et al., 2006). 

Memory is also regarded as the by-product of attention as the more we di-
rect our attention to certain stimuli, the more likely we are to remember them 
(Styles, 2005, p. 9, Cohen, 1993, p. 392). Once the attended stimuli are selected, 
attention is closely involved in the information processing, which is referred to 
as sustained attention (Styles, 2005, p. 6). Sustained attention is needed for infor-
mation consolidation into our long-term memory (deBettencourt et al., 2021). The 
long-term memory entails memory for all stored knowledge and it theoretically 
has an unlimited capacity. There are different types of LTM; the declarative, ex-
plicit long-term memory includes semantic memory for facts; episodic LTM 
stores personal experiences, whereas the procedural, implicit LTM stores actions 
(Styles, 2005, p. 9).  

Collaborating with tactile artifacts in a narrative context—where the jointly 
built strategy is verbally explained following storytelling principles—requires 
considering also other dimensions and aspects of memory that might support 
long-term memory consolidation. For example, according to schema theory, a 
schema as a mental framework represents general knowledge about a particular 
domain and determines what information will be encoded within that domain 
(Alba & Hasher, 1983). In the context of narratives, schema theory suggests that 
schemas play a significant role not only in interpreting the events of a narrative 
based on existing knowledge, but also in encoding, storing, and retrieving those 
events—as well as the event details (Masís-Obando et al., 2022). The possible ef-
fects of tactile artefacts and narratives on memory will be discussed more in de-
tail in section 2.4.2. 
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2.2 Selective attention and its related concepts 

The environment is full of information which cannot be processed all at once. To 
make sense of our surroundings and navigate through this sea of data, we need 
to rely on selective attention. To understand what has been guiding the 21st-cen-
tury (neuro)psychological visual attention research, it is beneficial to understand 
the historical context and development of the selective attention theory. 

2.2.1 Short history of selective attention theories  

In the 1950s experimental psychologists started to study different filtering mech-
anisms related to selective attention and attention allocation. According to 
Ronald Cohen, an author of The Neuropsychology of Attention (1993), the theory of 
selective attention is originally derived from information theory, which suggests 
that the nervous system can select certain information channels while filtering 
something out (Cohen, 1993, p. 23). However, the initial assumption of an auto-
matic and early all-or-none filtering process of selective attention led the re-
searchers in the late 1950s to review the bottleneck theory, as automatic filtering 
of sensory inputs before pattern recognition could not explain certain observed 
phenomena, such as why individuals tend to hear their own name over others 
(Cohen, 1993). 

Initially, Donal Broadbent (1958) reviewed his early filtering theory by sug-
gesting a two-process model of attentional selection, where ‘pigeonholing’ would 
complement the filtering process by sorting out stimuli into response categories 
(Cohen, 1993, p. 24-26). The active and conscious act of perception as an atten-
tional process was then introduced by Ulric Neisser (1967), who aimed to end the 
debate about the location of the attentional filter (Cohen, 1993, p. 51). Neisser 
adopted Frederik Bartlett’s (1932) term ‘schemata’ to describe that perceivers do 
not simply filter information but actively gather data in an alignment with their 
present expectations, intentions and past encounters, referring to the top-down 
control of attention (Cohen, 1993, p. 26). Neisser understood cognition as con-
structive, and in relation to memory, he regarded those schemata as cognitive 
structures also “controls the fate of stored information” (Neisser, 1967, p. 287).  

In the 1970s, the research on the selectivity of attention shifted to primarily 
focus on the automatic vs. controlled processing of attention (Cohen, 1993, p. 35), 
also referred to as bottom-up vs. top-down control of attention. The experimental 
studies on automatic control led researchers to propose a new theory on human 
information processing, emphasising the role of memory in attentional processes 
(Cohen, 1993, p. 39). According to Cohen (1993, p. 39) this structuralist point of 
view regarded memory as a collection of associated nodes that contain many in-
formation elements, which all become activated once one element gets activated. 
Daryl J. Schneider and Walter Shiffrin (1977) introduced two different types of 
memory stores to define the state of these nodes; the long-term store consisting 
of inactivated nodes, and the limited short-term store consisting of activated 
nodes (Cohen, 1993, p. 39). In addition, they (1977) also defined a concept of 
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control processes to describe different conscious attentional processes that will 
activate a series of nodes to accomplish a task. In fact, another role of the short-
term store was to provide “a workspace for control processes” in addition to stor-
ing relevant information coming from sensory inputs (Cohen 1993, p. 39).  

Highlighting the role of memory in attentional processes naturally led into 
discussions about the capacity and resources of our attentional system. In other 
words, besides the automatic bottom-up and volitional top-down attentional 
control, the capacity or the total number of processing resources of the nervous 
system seemed to play an important role in governing attentional allocation (Co-
hen 1993, p. 41). Daniel Kahneman (1973, p. 8) developed the capacity theory of 
attention, which suggests that there are general limits to performing mental work. 
According to Kahneman, attention is allocated according to the available re-
sources and the demands of the task at hand, stating that attention always re-
quires some amount of cognitive effort (Kahneman, 1973). Except for the preat-
tentive process of sensory filtering, Kahneman (1973, p. 122) rejected the filter 
theory of attention. Following Anne Treisman’s famous work on visual attention, 
he argued for a parallel information processing and divided attention. Inherited 
from Kahneman, nowadays attention is often characterised as pools of processing 
resources, where attentional resources are either divided or directed all into one 
task (Styles 2005, p. 6). 

In terms of the early filtering theory of selective attention, it has become 
apparent that selective attention plays a role both during early sensory pro-
cessing and later post perceptual stages (Awh et al., 2006). It is also widely ac-
cepted that attention can be allocated either voluntarily through top-down con-
trol, and automatically through bottom-up control. However, understanding the 
intricate interplay between these mechanisms is not straightforward. In the next 
section, the selectivity of visual attention will be discussed more in detail, focus-
ing on how the allocation of visual attention can be influenced by complex factors 
associated with environmental cues and features, which forms an important part 
of this thesis. 

2.2.2 Selectivity of visual attention  

Regarding visual attention allocation and ‘selective looking’ it is known that cer-
tain features, such as luminance and colour, effectively capture attention com-
pared to less salient stimuli. The feature-based attention theory aims to explain 
the selective mechanisms by which attention is directed to specific features of 
objects (Theeuwes, 2013). The feature-based attention theory has emerged from 
visual attention studies, which often involve visual search tasks. The feature-
based neuronal tuning of visual attention is thought to be likely governed by top-
down volitional control because it has been widely observed that when partici-
pants are informed about the colour of the target object, their search prioritises 
that specific feature (Theeuwes, 2013). However, the effectiveness of luminance 
and colour in guiding attention is known to vary depending on the task, with 
their impact attributed to both bottom-up sensory processes and top-down cog-
nitive factors (Theeuwes, 2013). 
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Besides allocating attention based on the visual features of objects, visual 
attention can also be directed to a specific location of the environment. The Pos-
ner’s cueing paradigm (1980) is a classic experimental paradigm that demon-
strates the role of spatial attention in guiding visual processing. In the experiment, 
the task of the participants is to look at a visual display containing a central fixa-
tion point (Frischen et al., 2007). Prior to presenting the target at the periphery, a 
cue is presented either in (or towards) a valid or invalid location. The results 
show that the participants are faster at detecting targets at the validly cued loca-
tions, suggesting that attention can be directed to the cued location (Theeuwes, 
2013). This finding is referred to as space-based guided theory, or spotlight the-
ory of attention, which posits that attention operates like a spotlight, selectively 
illuminating specific areas of the visual field (Styles, 2005, p. 75). 

The feature-based and the space-based visual attention theories were ex-
panded with object-based selective attention theory by John Duncan in 1984 
(Duncan, 1984, Chen, 2012). Duncan followed Neisser’s (1967) theory of focal, 
serially distributed attention to objects. He discovered that participants were able 
to select one of the two items from the same location, and two judgments con-
cerning the same object could be made without the loss of accuracy (Duncan, 
1984). The object-based selective attention challenges the feature-based attention 
theory by arguing that once the attention is directed to a certain feature of an 
object, the whole object will get selected—not only its certain feature (Cavanagh 
et al., 2023).  

The selective attention theory is crucial for understanding how humans 
process information in their environment. Nowadays there is a consensus that 
visual attention can be directed either towards specific locations in the scene or 
directly to preattentively segmented objects (Soto & Blanco, 2004). The space-
based, feature-based and object-based attention allocation processes are recog-
nized to interact and influence each other during attentional tasks (Soto & Blanco, 
2004). More recently, it has been also proposed these allocation processes are not 
entirely independent (Cavanagh et al., 2023). In addition, the famous Posner’s 
cueing paradigm has shown that attention can be allocated overtly by directing 
the gaze towards the attended location or stimuli in the environment, or covertly 
by directing attention external stimuli without any eye-movements (Carrasco, 
2011, Styles, 2005, p. 76). The next section focuses on visual perception and infor-
mation-processing mechanisms that are predominantly driven by continuous 
eye-movements. 

2.2.3 Human visual system and eye movements  

The light enters the human eye through the cornea and lens. The neural compo-
nent of the eye responsible for receiving stimuli is called the retina, which is lo-
cated at the back of the eye (Styles, 2005, p. 49). The retina contains two types of 
photoreceptors; rods and cones, that are specialised to receive different ranges of 
light intensity. The rods are more numerous and sensitive to light than cones. 
Cones are responsible for conveying colours, and they are densely packed in fo-
vea, which is often called “the centre of the eye’s sharpest vision” (Frintrop, 2006). 
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These anatomical constraints of the human eye explain the reason for various 
types of eye movements; specifically, the fovea must be directed toward the stim-
ulus for a clear vision (Rayner, 2009). 

The four main types of eye-movements that guide visual search and atten-
tion allocation are saccades, stabilising movements, smooth pursuit movements 
and vergence movements (Rayner, 2009). Saccades are rapid, ballistic eye-move-
ments whose function is to redirect gaze and scan specific features in the envi-
ronment (Styles, 2005). Although the vision is suppressed during saccades, the 
cognitive processing continues. It is believed that attention precedes a saccade 
(Rayner, 2009) as the ‘ballisticity’ of saccades means that their direction cannot 
be corrected once they are initiated. The amplitude of the saccades (measured in 
degrees or minutes of arc) varies according to the task, higher amplitude refer-
ring to greater distance, which also correlates with the duration of the saccade 
(Rayner, 2009).  

Although saccades are needed to maintain a coherent picture of the envi-
ronment, visual information is primarily acquired during the slow stabilising 
eye-movements, generally referred to as fixations (Styles, 2005, p. 74). Fixations 
allow the visual system to gather detailed information about the objects or scenes 
being observed. Fixations keep the gaze stationary with two reflexes: the ves-
tibulo-ocular reflex (VOR) compensating the head movements and the optoki-
netic reflex (OKN) stabilising a moving image on the retina. According to 
Holmqvist et al. (2011, p. 22) the name “stabilising eye-movement” refers to the 
fact that even during fixations the eyes are not completely still, but they perform 
three types of micro-movements: tremors, microsaccades and drifts. Tremors are 
involuntary small and rapid vibrations around 90 Hz that are governed by α-
motoneurons of the brain stem nuclei. Their role is unclear (Holmqvist et al., 2011, 
p. 22), but it has been studied and suggested that the amplitude and frequency 
of ocular tremor movements predict fatigue (Lyapunov et al., 2022). Microsac-
cades are similar to regular saccades, except they are smaller and occur during 
fixations, which gives them a name of “fixational saccades” (Krekelberg, 2011). 
Finally, visual acuity is dependent on ocular drifts that are slow and irregular 
eye-movements (Clark et al., 2022).  

Fixations are typically measured and reported by their average duration 
(ms), number (N), proportion (%) and rate or frequency in a certain AOI 
(Holmqvist et al., 2011, p. 399). The fixation rate or frequency, calculated by di-
viding the number of fixations by the trial period, indirectly includes saccade and 
blink durations (Holmqvist et al., 2011, p. 416). In addition to reporting the pro-
portion of fixations in a certain AOI, the fixations can also be categorised by their 
duration and reported as proportions. Based on the argument that fixation dura-
tions are an indicator of different type of mental processing, Holmqvist et al., 
(2011, p. 416) give an example of segmentation, where fixation proportions in 
between 150 ms and 900 ms could be associated with cognitive processing, while 
the remaining fixations could be categorised as “express or overlong staring”. 

Rayner (2009) also highlights that although the neural circuitry that controls 
our eye-movements is the same across tasks, the main eye-movement patterns 
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(fixation durations and saccade lengths) vary. For example, fixation durations are 
generally longer in scene perception (260-330 ms) than in silent reading (225-250 
ms). During scene perception, viewers are also known to fixate only the most 
informative parts of the scenes that are often studied as scan paths. During the 
first fixation to the scene already a vast amount of information is acquired that is 
believed to guide the consequent fixations (Rayner, 2009). In addition, besides 
the average fixation duration, the number of fixations matter, as every fixation to 
an object of interest has an effect on recognition memory (Tatler et al., 2005).  

The early eye-mind hypothesis (EMH) states that longer average fixation 
duration equals deeper processing. According to Holmqvist et al. (2011, p. 382) 
this hypothesis has been proven in reading tasks, where complicated texts or in-
frequent words cause longer fixations, in general, during more demanding tasks. 
However, they also point out that the EMH is task dependent and does not al-
ways have a one-to-one-correspondence. For example, longer fixations can also 
be an indicator of daydreaming (p. 382).  

Eye-movement patterns also vary in face-to-face interactions compared to 
individual visual search or reading tasks (Amati & Brennan, 2018). In fact, many 
studies on gaze behaviour during social interaction have focused more on the 
dynamics of gaze behaviour and to the regulatory functions of the eye gaze i.e., 
in relation to speech turns instead of only measuring the individual fixation du-
rations and saccade amplitudes per se (Brône & Oben, 2018). The next chapter 
focuses on gaze behaviour in social interactions by introducing the gaze cueing 
and following phenomena that have been studied to effectively guide our visual 
attention—and eye-movements. 

2.3 Joint visual attention 

As stated in the beginning, long-term memory can be understood as the by-prod-
uct of attention and therefore attention and memory are often understood as in-
tertwined. However, as deBettencourt et al. (2021) highlight, in long-term 
memory research attention is often treated as a “monolithic cognitive construct” 
without considering its subcomponents and their absence, which could better ex-
plain memory failures. For example, memory failures could be related either to 
misdirected spatial attention, which can be at least partially measured with eye-
tracking technology, or due to the mind wandering effect caused by failed sus-
tained attention, which is more difficult to detect (deBettencourt et al., 2021).  

Long-term memory has famously been described as having an unlimited 
capacity with high fidelity (Brady et al., 2008), and it has been found that top-
down guided attention enhances visual long-term memory (VLTM) (Sasin & 
Fougnie, 2021). By analysing the effect of related-context non-targets and salient 
distractors in a visual memory task, Sasin and Fougnie (2021) found that VLTM 
is not only dependent on the amount of attention because the related-context 
non-targets were better remembered than the salient distractions, which presum-
ably drew attention through bottom-up control. 
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An intriguing phenomenon related to memory enhancement through the 
bottom-up control of attention is a gaze cueing effect (Dodd et al., 2012). Gaze 
cues are social cues that have been studied to effectively guide observers' visual 
attention, a phenomenon named as gaze following (Yin 2022, McKay et al., 2021). 
Numerous studies have found that gaze cues override the top-down attention 
control, which means that social signals are difficult to ignore (Großekathöfer et 
al., 2020, Cole et al., 2015). For example, a neurological study shows that com-
pared to non-social cues (such as arrows), gaze cues do not elicit event-related 
potential (ERP) components related to voluntary control of attention, called the 
early direction of attention negativity (EDAN) (Nummenmaa & Calder, 2009). 
Another study by Großekathöfer et al. (2020) discovered that even when partici-
pants are asked to scan and remember the whole naturalistic environment, gaze 
cues effectively guide the attentional exploration. 

Responding to gaze cues as an act of gaze following and engaging in social 
attention is regarded as a socio-cognitive, evolutionary, process that provides 
people important information about their surroundings and contributes to 
higher order social interaction skills (Sun et al., 2017, McKay et al., 2021). Eye-
tracking research has revealed that eyes are the most (and first) attended facial 
feature (Thompson et al., 2019). As Hessels et al. (2023) state, eyes have a dual 
role of both information gathering and information signalling to others. Sensitiv-
ity to eye-gaze is a key for the development of social cognition from early life 
(Frischen et al., 2007). Even five-month-old infants can already detect very small 
horizontal deviations (5°) of eye gaze, although the perception of gaze direction 
and engaging in joint attention does not occur before the age of three (Frischen et 
al., 2007). In (neuro)psychological research joint visual attention refers to the 
common point of reference that develops before social cognition and language 
(Mundy & Newell, 2007). The effect of gaze following has been shown to decline 
by age (Slessor et al., 2008), but not without controversy (Kuhn et al., 2015). Ad-
ditionally, another research has found that females have an advantage in gaze 
following compared to males, which has been explained by the “extreme male 
brain” hypothesis related to autism (Bayliss et al., 2005). In general, females have 
been suggested to have an advantage in judging nonverbal cues (Hall, 1978), 
which can be regarded as a prerequisite for joint visual attention. 

In fact, besides perceiving the gaze direction of others by detecting the high 
contrast orientation of the pupil and iris relative to the large regions of white 
sclera, also higher-level factors, such as the assumed gaze direction towards an 
object instead of an empty space (Frischen et al., 2007), and the interpretation of 
the successive action of the observed actor (Perez-Osorio et al., 2015), guides gaze 
following. A key intention to follow another's gaze direction requires under-
standing that humans often direct their visual attention to their actions. For ex-
ample, prior to developing the ability for engaging in joint visual attention, in-
fants often discern the intentions of their caregivers by looking from their care-
givers' head to their hands (Frischen et al., 2007). It has been also discovered that 
gaze following only occurs when the gazers are known or believed to be 
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intentional, and therefore, gaze following is believed to be part of a larger human 
intentionality detection system (Wiese et al., 2012).  

The act of gaze following as an overt orientation of visual attention accord-
ing to the gaze cue is commonly studied with modified Posner’s spatial cueing 
task. In this paradigm, a gaze cue is applied as a predictive or non-predictive cue 
which is presented equally often either towards the target or away from the tar-
get before the target stimulus is presented (see example in Figure 1) (McKay et 
al., 2021, Yin, 2022). In some versions of the experiment, a neutral directional pre-
cue is presented gazing towards the participant before the directional gaze cue is 
presented, although no direct effects have been reported by applying the direct 
gaze (McKay et al., 2021).  

 

 

Figure 1. Traditional gaze cueing paradigm.  

However, the traditional gaze cueing paradigm has been criticised for its 
lack of ecological validity, as the real-world visual environment is full of compet-
ing information (Großekathöfer et al., 2020). Therefore, the results from these 
classical gaze cueing paradigms are not directly applicable to the social cognition 
research, as the paradigm rarely entails real, intentional social interaction (Ca-
ruana et al., 2017). The first study on gaze-following in real-life on human crowds 
was conducted by Milgram et al. (1969) who set a stimulus group standing and 
staring up into a building window in a crowded New York city street. They ob-
served and measured the probability of the walking passengers to stare at the 
same location as the stimulus group and found that the probability of gaze-fol-
lowing grows together with the stimulus group size (Milgram et al., 1969). How-
ever, as Gallup et al. (2012) point out, the observed behaviour by Milgram et al. 
(1969) might also be due to the quorum-like, instead of gaze-following, response. 

The presumed reflexive bottom-up effect of gaze cues has come under scru-
tiny in recent research. For example, using eye-tracking Itier et al. (2007) studied 



19 

the reflexive nature of gaze following with two different tasks requiring either 
explicit gaze or head orientation judgement. They also modified the task diffi-
culty with miss-matching head and gaze orientations. The authors found that the 
participants made saccades towards the eye region also in the head orientation 
judgement task, but the eyes were not first and so often attended in head orien-
tation judgement as in the gaze orientation judgement task, which suggests that 
gaze following is task dependent (Itier et al., 2007). Vecera and Rizzo (2006) also 
argue for a voluntary control of visuospatial social attention, which is based on 
their finding that although a patient with frontal-lobe damage could not follow 
gaze cues, he was still able to use peripheral cues to direct his attention.  

Finally, a difference can be made between the concepts of shared gaze and 
joint visual attention, which are both widely appearing in the literature (Siposova 
& Carpenter, 2019). According to Frischen et al. (2007) shared gaze can be defined 
as a “spatial orientation response in the general direction of the observer's gaze”, 
whereas joint visual attention means “orienting to the object that is the current 
focus of another’s attention” (Frischen et al. 2007, p. 698). Hence, analysing JVA 
can be argued to require detecting mutual object-based levels of attention instead 
of mutual space-based attention alone. An exception is made by Nummenmaa 
and Calder (2009), who have combined the terms shared gaze and joint visual 
attention, defining joint visual attention as “sharing a common focus of attention 
such as an object or a spatial location with another individual”. Another concept 
appearing in the literature is shared or joint attention, which is considered the 
highest state of mutual attention. It requires all interaction participants to be 
aware of each other's attentional state and, therefore, extends beyond sole visual 
attention (Fischen et al., 2007). In this study, joint visual attention (JVA) is defined 
similarly to Nummenmaa and Calder (2009), without making any space- or ob-
ject-level differentiations.  

2.3.1 Joint visual attention and memory  

Although only few studies have explicitly investigated the effect of joint visual 
attention on individual long-term memory, research indicates that joint visual 
attention enhances both visual working memory (Gregory & Jackson, 2019, Greg-
ory & Jackson, 2017, Gregory & Kessler, 2022) and to some extent, long-term 
memory (Kim & Mundy, 2012, Dodd et al. 2012). In their study, Gregory and 
Jackson (2017) combined the gaze cueing task with traditional WM task to study 
the effect of joint visual attention on visual working memory with different item 
loads (4, 6 or 8 coloured items to be remembered). The gaze cue was first pre-
sented either towards the items (valid), away from the items (invalid), or re-
mained direct (uncued). The items appeared 500 ms after the gaze cue on either 
the validly cued or invalidly cued side and remained for 100 ms. They found that 
the working memory accuracy for the colours of the items was significantly better 
in validly cued conditions. Additionally, the authors researched the effect of ar-
row and motion cues but did not find any similar improvement in working 
memory for coloured items as they did with gaze cues (Gregory & Jackson, 2017).  
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In their second study, Gregory and Jackson (2019) focused on exploring the 
different mechanisms related to gaze cueing to better explain the effect of joint 
visual attention on working memory. According to the authors (2019), two dif-
ferent theories have been adopted to explain the effects of gaze cueing and fol-
lowing, and the resulting state of joint visual attention, on working memory. One 
is based on the social-attention account, where gaze cues are expected to enhance 
memory simply because visual attention is more directed towards the looked-at 
location. In addition, the effect of gaze cue on memory is found to diminish if the 
stimulus is presented for 1000 ms, compared to 250 ms and 500 ms, which sup-
ports the reflexive shift of visual attention towards the gaze cue (Dodd et al., 
2012). Many gaze cueing tasks comparing gaze cues vs. non-social gaze cues have 
proved this theory of reflexively guided visual attention (Cole et al., 2015). 

Another hypothesis regarding the gaze cueing effect on working memory 
is based on mental state and social cognition theories. According to this paradigm, 
the observer would not only redirect his/her gaze towards the location of the 
gaze cue but adopt the perspective of the gaze cuer. Hence, gaze following is 
expected to activate more detailed information processing about the object the 
gaze cuer is looking at (Gregory & Jackson, 2019). Neuroimaging studies have 
reinforced this theory of mind paradigm, demonstrating that the ventromedial 
prefrontal cortex, a key brain region activated in theory of mind tasks, is also 
engaged during gaze perception (Williams et al., 2005). Reversely, theory of mind 
tasks are found to engage the same regions of posterior superior temporal sulcus 
(pSTS) than in gaze perception tasks (Nummenmaa & Calder, 2009). Chuang and 
Hsu (2023) also made an intriguing discovery that even pseudo-mutual gaze can 
improve the efficiency of joint visual attention in (remote) collaborative work, 
which was shown in hyperscanning EEG data as interbrain synchronisation (IBS) 
coupling in frontal–central regions. These findings suggest a neural basis for the 
theory of mind processes activated in social interaction.  

A common experiment to test whether the gaze cueing effect on working 
memory is caused by the social attention or mental state theory is to apply open 
and closed barriers to the gaze cueing task (Gregory & Jackson, 2019). In this 
setup, either an open or closed barrier is placed in between the gaze cue and the 
presented items. The barrier could also be something else than a physical (repre-
sentation of a) wall, for example, gazers wearing either opaque or transparent 
mirrored goggles (Teufel et al., 2010). The key is to modify the experiment so that 
the observer needs to interpret to what extent the presented items are visible for 
the gaze cuer (Gregory & Jackson, 2019).  

Research shows contradicting results about the effect of the closed barrier. 
For example, a closed barrier has been found to modulate object appraisal 
(Manera et al., 2014), but no effect has been found on reaction times and task 
accuracy (Cole et al., 2015). However, regarding visual working memory, Greg-
ory and Jackson (2019) found that when the barriers were closed, the gaze cueing 
effect on visual working memory were abolished, which supports the mental 
state theory. In addition, Kim and Mundy (2012) argue that joint (visual) atten-
tion enhances memory through the depth of information processing. This 
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enhancement is supported by the theory of parallel and distributed social-infor-
mation processing, which encompasses processing both one's own visual atten-
tion and the visual attention of others. The depth of information processing has 
been proven by neuroimaging studies that examine the activation of different 
brain areas during social face-to-face interaction, and in between the conditions 
of joint visual attention and solo attention. For example, an fMRI study by Redcay 
et al. (2010) revealed that especially the right pSTS and right temporoparietal 
junction (TPJ) and their bilateral parts show greater activation in joint visual at-
tention and live social interaction, compared to solo attention and recorded social 
interaction. These brain regions are generally regarded crucial for social percep-
tion, perceiving intentional actions (Saxe et al., 2004), understanding others' men-
tal states and shifting attention (Krall et al., 2015). 

Regarding the effect of gaze cueing on long-term memory, Kim and Mundy 
(2012) found that in virtual social interaction, gaze cueing as initiating joint at-
tention (IJA) enhances recognition memory of pictures compared to gaze follow-
ing as an act of responding to joint attention (RJA). The difference was present 
even when the total picture viewing time was the same. To explain the enhanced 
memory encoding in IJA condition, Kim and Mundy (2012) hypothesise the role 
of egocentric spatial information processing in relation to the referenced, allocen-
tric spatial information processing, which is found to facilitate episodic memory 
retrieval (see Gomez et al., 2009). Other factors that they name is the volitional 
control related to IJA, which is shown to recruit neural reward circuits (see 
Schilbach et al., 2010) and the observed, more effortful attention control related 
to gaze following in infants, as presented by Vaughan Van Hecke et al. (2012) 
(Kim & Mundy, 2012).  

From the social cognition point of view, joint (visual) attention can enhance 
memory based on the collective memory theory, which states that memory is not 
solely an individual process but also socially constructed within groups and so-
cieties. Although collaborative groups remember less than the combined memo-
ries of individuals, they do remember more compared to individual participants 
working alone, as shown in the study by Weldon and Bellinger (1997).  

There is substantial evidence suggesting that gaze cueing, as well as pro-
longed engagement in joint (visual) attention, can enhance memory. However, 
most of the research on joint visual attention presented so far has been conducted 
in laboratory settings, and some contradictory results exist regarding the effects 
of joint visual attention in naturalistic, real-life social interactions (Kuhn et al., 
2016, Caruana et al., 2017), as presented in the next section. 

2.3.2 Real-life studies on joint visual attention 

A common method to study joint visual attention in real-life social interaction is 
to apply mobile eye-tracking technology to analyse the amount of gaze coupling, 
which is then visualised as gaze cross-recurrence plots (CRPs) (Villamor & Ro-
drigo, 2019) or graphs (Richardson & Dale, 2005). For example, Schneider and 
Bryant (2024) studied the interplay between moments of collaboration and 



22 

cooperation1 of dyads by using mobile dual eye-trackers. Based on prior litera-
ture (see i.e., Richardson & Dale, 2005), they hypothesised a positive correlation 
between groups’ productiveness and JVA. In addition, they also assumed that 
the more productive groups work in cycles of collaboration and cooperation. 
They tested the hypotheses by correlating the quantitative measures of JVA from 
the eye-tracking data with qualitative, subjective questionnaires that measured 
the quality of participant’s collaboration, task performance and learning gains. 
Deviating from prior studies of JVA, they also measured the absence of JVA. They 
replicated the previous findings where joint visual attention positively correlated 
with collaboration quality. Moreover, they also found an increased correlation 
coefficient with collaboration quality by analysing the cycles of collaboration and 
cooperation integrating speech data and gaze cross-recurrence graphs (Schneider 
& Bryant, 2024).  

Schneider and Bryant (2024) focused on the dynamics of joint visual atten-
tion in relation to collaboration cycles. In fact, a more detailed analysis of gaze 
cueing and following covers tracking the amount of initiating joint (visual) atten-
tion (IJA) and responding to joint (visual) attention (RJA), as presented by Kim 
and Mundy (2012). Especially considering the effect of JVA on learning, research 
has found that the metric of JVA as percentage of time spent mutually looking at 
certain AOI is not always the most indicative. Instead, in natural social interac-
tions, it is preferable to analyse JVA in terms of balanced levels of collaboration 
(see Abdu & Schwarz, 2020), and to consider visual leadership roles in initiating 
JVA to recognize "free rider" or "partner dominance" effects (Schneider et al., 
2018).  

In face-to-face interaction studies, joint visual attention has been found to 
support learning (Schneider & Pea, 2013) and increase the quality of product 
(Fındık-Coşkunçay & Çakır, 2022), interaction (Jermann & Nüssli, 2012) and as 
mentioned, collaboration (Schneider et al., 2018, Schneider & Bryant, 2024). De-
viating from other JVA studies that have focused on the increased or balanced 
interaction levels and subjective evaluations to evaluate the positive effect of JVA, 
Fındık-Coşkunçay and Çakır (2022) studied JVA during online collaborative 
business modelling and directly measured the quality of the outcome. They dis-
covered that JVA, operationalized as gaze cross-recurrence, significantly pre-
dicted the overall quality of the collaboratively produced business process model, 
including its syntactic, semantic, and pragmatic aspects.  

It has been suggested that in ecological settings the degree of joint attention 
in face-to-face interaction is dependent on the assumed level of interaction (Hes-
sel et al., 2023, Gallup et al., 2012), which is presumably high in collaborative 
tasks. However, some researchers have found that people look at social stimuli 
less in real-life situations than expected, even in situations where social 

 
 
1 Cooperation and collaboration are regarded as two different modes of group work, col-

laboration referring to the shared attention and coordinated actions of the group, whereas coop-
eration refers to the individual actions of the group members without shared attention (Abdu & 
Schwarz, 2020).  
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interaction would be concurrent with social norms, such as while eating together 
(see i.e., Wu et al., 2013).  

Other collaboration studies studying the so-called grounding or coordina-
tion costs of communication have often compared the effects of shared gaze and 
shared voice, or shared-gaze-plus-voice on collaboration. These studies have 
found that collaboration is often enhanced by shared gaze alone, at least in visual 
search tasks (see i.e., Brennan et al., 2008, Siirtola et al., 2019). This effect has been 
explained by the authors as substantial coordination costs related to the shared-
gaze-plus-voice condition. Another study by Hessels et al. (2023) suggests that 
verbal communication does not significantly enhance collaboration performance. 
They studied shared gaze behaviour during a collaborative face-to-face Duplo-
model copying task, where they manipulated the visibility of the blocks and 
whether verbal communication was allowed. Interestingly, they found that al-
lowing verbal communication did not result in improved performance or altera-
tions in gaze behaviour when all blocks were visible to both participants (Hessels 
et al., 2023).  

However, some contradictory findings exist regarding the effects of shared 
gaze on collaboration. For example, McCarley et al. (2021) found that shared gaze 
did not improve the performance of virtually collaborating dyads in visual mon-
itoring tasks when a cursor on the screen represented the other team member’s 
gaze target. The authors suggest that the performance enhancing effect of dis-
played shared gaze is task dependent and can potentially cause redundancy in 
attentional scanning (McCarley et al., 2021), although the decrement effect of 
shared gaze could also be related to offline collaboration.  

Finally, it must be highlighted that eye-tracking data only reveals the 
amount of overt joint visual attention. Hence, the key limitation of using eye-
tracking technology to study joint attention include the fact that in real-life face-
to-face interactions, gaze is only one type of communication signal and an indi-
cator of joint attention among head-movements, facial expressions and verbal 
communication (Caruana et al., 2017, Brône & Oben, 2018).  

To summarise, the degree of JVA in face-to-face interaction may vary de-
pending on assumed levels of interaction. Contradictory findings exist regarding 
the effects of shared gaze on collaborative tasks, with some studies showing no 
improvement in performance, or even performance decrements. Although gaze 
following can be regarded as a reflexive act and crucial for a human intentionality 
detection system, eye-tracking data only captures overt visual attention, while 
real-life interactions involve multiple communication signals beyond gaze 
(Brône & Oben, 2018). However, based on previous JVA research in real-life so-
cial interactions, it can be hypothesised that JVA enhances the collaboration qual-
ity and long-term memory of the outcome. 



24 

2.4 Tactile artefacts used in collaboration 

Besides examining the effect of (joint) visual attention on long-term memory, this 
thesis examines how tactile artefacts used in a collaborative context can enhance 
individual long-term memory. The underlying assumption is that tactile artefacts 
effectively direct joint visual attention, which is known to enhance working 
memory and, to a lesser extent, long-term memory. This chapter examines addi-
tional factors and relevant theories related to face-to-face interactions that in-
volve the use of tactile artifacts to facilitate collaboration, and how these factors 
may influence memory. 

2.4.1 Tactile artefacts as visual collaboration aids 

Collaborating with tactile artefacts adds visual information elements to the 
communication. In general, it is believed that visual information is faster 
processed compared to textual information, although no explicit comparative 
studies exist (Tusher, 2022). However, it has been researched that adding visual 
information in the form of images or diagrams to support textual information 
often increases the comprehension of the message (Tusher, 2022). 

Combining verbal and visual communication methods in collaborative 
strategy work became popular in the 1990s. Beyond visual communication, re-
searchers became interested in applying cognitive approaches to study strategic 
management. A new concept of ‘strategic mapping’ was introduced in a book 
titled Mapping Strategic Thought (1990) that provided a set of cognitive mapping 
methods for strategic management. According to the pioneers of strategic map-
ping, a map is useful as “a graphic representation that provides a frame of refer-
ence” (Fiol & Huff, 1992). In the business context, cognitive maps were seen as 
interesting because managers use these ‘representations of thought’ to graph-
ically display the firm’s current strategic position. Moreover, the cognitive maps 
of managers were regarded as action oriented as they held “the promise of iden-
tifying alternative routes to improving that position” (Fiol & Huff, 1992) —in case 
they were effectively displayed for others.  

Compared to traditional diagrams and mind maps, tactile artefacts provide 
an effective method for strategic mapping practices because objects can both em-
body knowledge and facilitate the creation of new knowledge (Teh et al., 2021). 
For example, assigning symbolic meanings to objects and describing a strategy 
with these symbolized objects can trigger creative thinking, help users explore 
abstract concepts and uncover the root causes of a problem. Teh et al. (2021) have 
studied and described the LEGO® SERIOUS PLAY® (LSP) builds as ‘co-created 
knowledge objects’ that result and lead to knowledge integration. Similarly to 
Entwistle & Marton (1994), Teh et al. (2021) define knowledge objects analogous 
to cognitive schemata (see Neisser, 1967), which as mental templates help to or-
ganize and understand new information. Based on their study about the role of 
LSP bricks in preparing for a debate competition, Teh et al. (2021) suggest a phe-
nomenological model based on personal and shared schemata to describe the 
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dynamic functions of co-created knowledge objects. In their model, personal 
schemata refer to the ideas and cognitive structures of an individual which is 
related to the construction of knowledge objects, whereas shared schemata are 
KOs accessible in the social realm (Teh et al., 2021, p. 558). For example, an indi-
vidual might use their personal understanding of debate strategies to build a spe-
cific knowledge object with LSP bricks (personal schemata). However, a different 
set of LSP bricks might be used by the debate team to construct a shared model 
of their debate strategy, which everyone in the team can interpret and use (shared 
schemata).  

Studies on communication and collaboration have also suggested that the 
effective coordination of dyads is dependent on shared visual information (Ger-
gle et al., 2013). Similar to the visual feedback a chef gets when preparing a meal 
by observing the cooking process, tactile artefacts also serve as a hands-on refer-
ence for the current state of the collaborative task. According to Gergle et al. (2013) 
shared visual information and immediate visual feedback affect two coordina-
tion processes: situation awareness and conversational grounding. 

2.4.2 Tactile artefacts and memory 

The multicomponent model of working memory by Baddeley and Hitch (1974) 
states that working memory is divided into separate stores of visuospatial, verbal 
and auditory information (Styles 2005, p. 8). In fact, neuroimaging studies have 
proved the existence of different domain-specific cortical networks for verbal and 
visuospatial working memory (see i.e., Gruber & Cramon, 2003). In addition, be-
havioural studies have revealed that participants tend to perform better when 
the two tasks engage different types of working memory stores (Baddeley & War-
rington, 1973). This observation is consistent with the principles of the dual cod-
ing theory proposed by Allan Paivio (2013). According to the dual coding theory, 
visual information is often implicitly named verbally, which facilitates its encod-
ing into long-term memory. Therefore, tasks that involve both visual and verbal 
processing are more likely to engage separate memory systems, leading to en-
hanced performance in dual-tasks scenarios (Baddeley & Warrington, 1973). As 
collaborating with tactile artefacts entails an explicit verbal naming and referenc-
ing of the artefacts, they can be argued to effectively reinforce both working 
memory and long-term memory. 

In addition to regarding tactile artifacts as visual information elements that 
can enhance memory, their use within a narrative context also has a theoretical 
basis for potential memory improvement. The narrative hypothesis suggests that 
individuals perceive and communicate experiences through stories or narratives, 
which can be seen as an extension of schema theory. According to the narrative 
hypothesis, people understand and make sense of events through storytelling 
processes (León, 2016). In contrast, schema theory posits that experiences are in-
terpreted within the framework of pre-existing mental schemas (Neisser, 1967). 
While Neisser (1967) emphasizes that these mental schemas determine what is 
stored in memory, León (2016) argues that narrative memory—considered a sub-
set of episodic and semantic memory—stores information that has narrative 
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characteristics. This subset of memory can be seen to cover the memory for the 
meaning of the tactile artefacts used in face-to-face collaboration, which is differ-
ent from the visual memory for the tactile artefacts.  

Recent neuroscientific research has examined the neural structures of en-
coding and retrieving a narrative. An fMRI study on schematic knowledge en-
coding and retrieval reveals that the memory for narrative details (event schemas) 
is supported by distinct brain networks during the encoding and retrieval of the 
story (Masís-Obando et al., 2022). Masís-Obando et al. (2022) hypothesise that the 
distinctiveness of the encoding and retrieval phases of the story might be ex-
plained through the theories of schematic scaffolding and sequential memory 
cueing strategy. During the encoding phase of the narrative, “a structured set of 
attachment points” for the details of the story are built, which is shown as an 
activation in the medial prefrontal cortex (mPFC) (p. 12-13). Instead, as the re-
trieving of the story do not show as strong activation in the mPFC, the sequential 
memory cueing strategy might support the retrieval process of the narrative by 
first memorising the events of the story, and then its related details (Masís-
Obando et al., 2022, p. 12). The study by Masís-Obando et al. (2022) showed that 
the schema representations in visual cortex contribute to memory, but the net-
works differ similarly during the encoding and retrieval phases. In the study, the 
activation in the proportions of the left visual cortex had stronger relationship to 
memory support during encoding than during retrieval, whereas the bilateral 
visual cortex had stronger relationship to memory support during the retrieval 
process (p. 13). The activation of the visual cortex during both the encoding and 
retrieval processes supports the hypothesis that using visual communication aids 
can facilitate the formation and activation of schemas, thereby enhancing narra-
tive memory. However, while the use of tactile artifacts in a narrative context has 
a strong theoretical basis for enhancing memory encoding and retrieval, it is dif-
ficult to predict whether their use will improve both narrative and visual long-
term memory in a collaborative context.  

2.5 Research gaps   

The current study aims to address some of the research gaps identified in previ-
ous studies on JVA, mobile eye-tracking, and long-term memory. Firstly, most 
research on JVA has been conducted in laboratory settings, with real-life studies 
primarily focusing on JVA behavior in autistic children (e.g., Mundy, 2018). Fur-
thermore, research on JVA in real-life interactions has often considered only dy-
adic interactions, while most real-life collaboration occurs in larger groups. 
Therefore, further exploration is needed to analyse the dynamics of JVA, includ-
ing gaze initiation and following, in real-life interactions and their impact on col-
laboration and communication. Additionally, studying the effects of JVA on 
long-term memory in real-life interactions is valuable not only for improving 
business practices but also for developing new methods to enhance learning, and 
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contributing to the expanding field studying the effects of JVA on collaborative 
learning (e.g., Zhang & Barmaki, 2020).  

Additionally, while mobile eye-tracking technologies have become more 
accessible in recent years, the analysis methods have primarily relied on visuali-
zations like gaze cross-recurrence graphs. These visualizations are not suitable 
for statistical analysis as they do not capture the temporal dynamics of JVA, such 
as the frequency or duration of fixations during JVA. However, mobile eye-track-
ing has the potential for analysing face-to-face collaboration dynamics and their 
effects by tracking visual attention in real time. Finally, while incorporating vis-
ual communication aids into collaboration and simultaneously encouraging the 
use of narratives has a strong theoretical basis for enhancing learning and 
memory, this has not been extensively researched in real-life interactions.  
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3.1 Research questions 

The main research question is “If and how does (joint) visual attention to tactile 
artefacts in face-to-face collaboration enhance individual long-term memory of 
the group’s outcome?”. Based on the literature review, it is hypothesised that 
joint visual attention enhances individual long-term memory of the group’s out-
come. Although joint visual attention is the main interest of this study, also indi-
vidual visual attention to tactile artefacts will be studied.  

Other research questions are related to different types of memory because 
the group’s outcome can be understood in two different, but related ways. The 
participants can either have a strong visual memory of the outcome in terms of 
the artefacts used and their assigned meanings, or a strong narrative memory of 
the outcome—referring to the jointly built common understanding to the topic 
with the help of the artefacts. Therefore, the second research question is “If and 
how does (joint) visual attention enhance visual and/or narrative long-term 
memory of group’s outcome?”. It is hypothesised that JVA enhances both visual 
and narrative long-term memory of the final build because the artefacts are seen 
to ‘embody’ the details of the outcome. However, in the light of neuroimaging 
studies, if the retrieval of the outcome activates sequential memory cueing strat-
egy as recalling a story through its events (see i.e., Masís-Obando et al., 2022), the 
artefacts as details of the outcome might not be as well remembered. 

3.2 Hypothesis 

H1. (Joint) visual attention to tactile artefacts enhances narrative long-term 
memory of the outcome.  
 

3 METHODS 
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H2. (Joint) visual attention to tactile artefacts enhances visual long-term memory 
of the outcome.  
 
H3. Initiating joint visual attention to tactile artefacts enhances visual long-term 
memory of the outcome.  
 
H4. Initiating joint visual attention to tactile artefacts enhances narrative long-
term memory of the outcome. 

3.3 Experimental design  

The study design is nested, where 8 groups of three to four participants used 
stand-alone 3D objects in a facilitated workshop. The groups were recruited from 
different companies and organisations within Helsinki region, Finland. A total of 
29 participants took part in the study, consisting of 20 males and 9 females, with 
a mean age of 45.2 years (SD = 9.96). The only prerequisite for participation was 
that the company or organisation deals with customers, as the common task of 
the workshops was to develop a strategy to enhance customer engagement. No 
compensation was provided for participating in the study. 

Before the workshop, the participants were introduced to the study by two 
experimenters—one of them also acting as the workshop facilitator. First, the par-
ticipants signed the informed consent form and filled in the demographics ques-
tionnaire, which included questions about their areas of work and expertise in 
the workshop language (Finnish or English). Next, the participants were in-
structed to wear the Pupil Invisible eye-tracking glasses developed by Pupil Labs, 
with the recording Android One Plus 8 -smartphones attached to their arms with 
an armband. If necessary, participants' own prescription glasses were replaced 
by adjusting the lenses of the Pupil Invisible eye-tracking glasses accordingly. 
The temporal synchronisation of the four eye-tracking glasses was ensured by 
connecting them to the same router with an internet connection and using the 
time provided by the network. This synchronisation method ensured that the 
time difference between the devices was within 20 milliseconds (Pupil Labs, 
2024).  

With the eye-tracking glasses on, each participant was seated in front of a 
table that had a standard sized validation poster by glassesValidator placed hor-
izontally (Niehorster et al., 2023). The glassesValidator is an open-source pro-
gram for automatic quality detection of the eye-tracking recording accuracy and 
precision (Niehorster et al., 2023). First, the participants were asked to look at the 
red mark on the top left corner of the poster while the experimenter manually 
calibrated the glasses with the Offset Correction feature on the Pupil Invisible 
Companion application. The distance of the poster from the participant’s eyes 
(approximately 40 cm) simulated equal distance as the placement of most of the 
tactile artefacts used during the workshop. After the Offset Correction, partici-
pants performed the validation task similarly as described in Niehorster et al. 
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(2023) by sequentially looking at each of the marks in the poster for one second, 
in a descending reading order. As a data quality guarantee, they were asked to 
perform the sequential looking twice.  

After the validation procedure the participants were seated in a room in 
front of a table that had a joint building board with 64 pieces of tactile artefacts 
on it (see Figure 2). To spatially align the eye-tracking data, AprilTag (tag36h11 
family) fiducial markers (Olson, 2011) were attached to a wooden board, which 
was then placed on top of the table. Before the workshop, participants were in-
structed to avoid placing artefacts on top of the AprilTag markers. The room also 
entailed a screen where instructions of the facilitated workshop appeared (also 
marked with AprilTags), a video camera that recorded the social interaction dur-
ing the workshop, and an extra light. 

 

 

Figure 2. Experiment room.  

The workshop was divided into three main phases, consisting of a warmup 
task, an individual task and a group work task. A 10-minute break was given in 
the middle of the group task. In order to detect the different phases from the eye-
tracking data, participants were instructed to look at the screen at the beginning 
and at the end of each phase, after which a black screen was rapidly displayed to 
them. The black screens were manually detected and annotated as events from 
the Pupil Cloud eye-tracking scene video stream.  

The main task of the workshop was to build a common understanding of 
how to enhance customer engagement by using tactile artefacts. As an outcome, 
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the board entailed a final build consisting of tactile artefacts, which were itera-
tively chosen, assigned meaning and ordered during the workshop. The group 
work task ended after one of the participants described the meaning of the final 
build (also referred to as the group’s outcome), which was recorded with a phone 
by another participant. The recording phone was provided by the experimenters 
to prevent participants from rewatching the video before the surprise follow-up 
interviews held 3-4 weeks after the workshop, which consisted of questions 
about their memory of the group’s outcome (see Appendix 1). 

During the workshop, after both the individual task and the group work 
task, participants were asked to fill in a Flow Short Scale (FSS) and a NASA Task 
Load Index (TLX) questionnaires. After the group work task, in addition to the 
FSS and NASA-TLX questionnaires, a Five-Dimensional Curiosity Scale Revised 
(5DCR) was added, but without applying reverse-coding for the stress tolerance 
-questions (Kashdan et al., 2020). In addition, after the group work task seven 
items were included that were related to the group work dynamics, equal partic-
ipation and satisfaction to the outcome. However, the responses to the question-
naires were not assessed in this thesis.  

After the workshop, all participants repeated the glassesValidator valida-
tion task (Niehorster et al. 2023) to detect discrepancies in the eye-tracking data 
accuracy and precision. After the eye-tracking glasses were taken off, the partic-
ipants gathered for a short reflection discussion with the workshop’s facilitator.  

Three weeks after the workshop the participants received an email invita-
tion to participate in an online, structured follow-up interview, which was organ-
ised within a week from the invitation. All interviews were recorded. The follow-
up interview was divided into two parts (see Appendix 1). The first part con-
sisted of free recall questions about the memory of the group’s outcome. The par-
ticipants were first asked to memorise the artefacts in the final build and their 
assigned meanings, which allowed studying the visual long-term memory of the 
group’s outcome. After memorising the individual artefacts, the participants 
were asked to describe the meaning of the final build in their own words, as if 
they would tell the outcome to a third person who did not participate in the 
workshop. This section of the follow-up interview was used to analyse the nar-
rative long-term memory of the group’s outcome. The second part of the follow-
up interview was a cued recall, where a picture of the final build was shown to 
the participants and the same questions were repeated. 

3.4 Data analysis 

3.4.1 Joint visual attention  

In the Pupil Cloud platform, ten areas-of-interest (AOIs) were first defined ac-
cording to the detected AprilTag markers (Olson, 2011) with the Marker Mapper 
Enrichment feature. Nine of the AOIs were segmented from the table and the 
screen was designated as one AOI. The joint building board was marked as a 
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separate AOI, used exclusively in this study. The Marker Mapper feature returns 
the fixation coordinates in 2D surface coordinates when at least two AprilTag 
markers of the defined AOI are detected. The fixation position (x and y) detected 
inside of each AOI were returned between the coordinates of 0 (top left) and 1 
(bottom right). 

Previous eye-tracking research has used a computer vision technique called 
homography estimation to detect joint visual attention (see i.e., Schneider, 2020). 
Homography estimation is frequently employed to establish the relationship be-
tween two images captured from different viewpoints. However, conducting 
homography estimation from videos demands a substantial amount of computa-
tional power. Fortunately, the experimental design used in this study allowed a 
different approach to compute joint visual attention as the participants were 
seated during the workshop. Hence, instead of using homography, joint visual 
attention was calculated from the detected fixations within the AOIs by flipping 
180 degrees of the 2D coordinates for two of the participants, who were sitting 
on the other side of the table. After the flipping of the coordinates of the two 
participants, all fixations under 50 ms and above 2000 ms were filtered out. 

Joint visual attention was computed with a Python script developed to-
gether with Aalto University Research Software Engineers. We first calculated 
pairwise matrices to analyse overlapping visits from the pre-processed visit data. 
The pre-processed visit data entailed all unique gaze visits, which were defined 
as subsequent fixations on the AOI. A distance matrix represented Euclidean dis-
tance between the visit positions of each pair of participants, where the mean 
visit position was calculated from the detected fixations during a visit. As the 
participants’ visits cannot be expected to occur simultaneously in a millisecond 
and millimetre level, time and proximity windows were given to detect joint vis-
ual attention events. The distance matrix was used to calculate a Boolean matrix 
based on a threshold of 5 cm between the visit positions. The proximity threshold 
is dependent on the experimental design, research interest, as well as the accu-
racy and precision of the mobile eye-trackers. Based on the calibration procedure 
and validation results acquired with glassesValidator, the mean accuracy of the 
eye-trackers was discovered to reach 2,98º before the workshop and 3,09º after 
the workshop (see all results in Section 4.1.1). Considering that the participants 
looked at the table from a maximum distance of one meter, the accuracy offset of 
3º of the calibrated eye-trackers equals approximately 5.24 x 5.24 cm area on the 
joint building board. Another measure used to define the proximity threshold 
was the average size of the artefacts and the size of the joint building board (66 x 
33 cm), where the artefacts were placed during the group work task of the work-
shop. 

Similarly, a Boolean matrix of time proximity was calculated based on the 
differences between the start and end times of the visits. A time proximity win-
dow of ±2 seconds was applied to each visit's start and end timestamps, based on 
research indicating that listeners' eye movements lag behind speakers' eye move-
ments by approximately 2 seconds (Richardsson & Dale, 2005). 
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From the distance and time proximity matrices, we created an adjacency 
matrix to construct a graph of events, which described whether two visits were 
connected into the same joint visual attention event, considering both the spatial 
and temporal proximity of the visits. Besides analysing the number of joint visual 
attention events and their duration (ms), the initiators and followers of JVA 
events were detected to investigate the group’s interaction dynamics in more de-
tail. Based on prior research, it was assumed that the dynamics of JVA could be 
a better metric instead of JVA alone. As covered in the literature review, initiating 
joint (visual) attention (IJA) is found to enhance recognition memory of pictures 
compared to gaze following, which can be a relevant metric when studying the 
visual long-term memory of the group’s outcome (Kim & Mundy, 2012). There-
fore, for each joint attention event, gaze initiator and followers were assigned. In 
addition, since joint visual attention can also be understood and measured in de-
grees or as a scale of jointness (see i.e., Siposova & Carpenter, 2019), the number 
of participants involved in joint visual attention was determined.  

The full code used to analyse joint visual attention with mobile eye-tracking 
and AprilTags is available on GitHub: https://github.com/Janinka-1/thesis-
JVA 

3.4.2 Long-term memory 

To research the long-term memory of the group’s outcome, the follow-up struc-
tured interviews and the workshop outcome videos were transcribed from 
speech to text with Aalto speech2text speech recognition app, which is developed 
and performed by the Aalto University School of Science “Science-IT” project. 
The follow-up interviews consisted of both free and cued recall questions, but 
only the answers from the free recall questions were extracted for further analysis 
in this study. However, the long-term memory performance itself was operation-
alized and analysed in two different ways. First, since the initial part of the inter-
view consisted of questions related to individual artefacts and their assigned 
meanings, the memory of the group’s outcome was analysed as the proportion 
of remembered artefacts and their assigned meanings in the final build. This anal-
ysis method is considered to indicate the activation of visual long-term memory 
of the group’s outcome, although it also entails the verbal referencing of the ar-
tefacts.  

The second type of analysis is related to the part of the long-term memory 
interview where the participants were asked to memorise the meaning of the fi-
nal build and describe it in their own words as accurately as possible. To address 
this part of the interview, coherent sentences were extracted both from the tran-
scribed long-term interviews and from the final video to compare their semantic 
similarity. This method primarily researches the memory of the group’s outcome 
through the activation of narrative memory, which is similar with verbal recall 
analysis (see e.g., Masís-Obando et al., 2022, p. 18). However, instead of manually 
coding each participant’s memory performance (see e.g., Masís-Obando et al., 
2022), the semantic comparison of each sentence’s similarity with the final video 
was performed computationally using a sentence-transformer, which is a type of 

https://github.com/Janinka-1/thesis-JVA
https://github.com/Janinka-1/thesis-JVA
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natural language processing (NLP) model. NLP models approach human lan-
guage as a complex system that has a series of semantic and syntactic rules, which 
are related to the meanings of sentences and grammar, respectively (Kapetanios 
et al., 2013).  

A key challenge in NLP is commonly either related to semantics or compo-
sitionality (Kapetanios et al., 2013). Compositionality refers to the structure of the 
sentences, meaning that the whole sentence should be a “systematic function of 
the meaning of its components” (Kapetanios et al. 2013, p. 133-134). This chal-
lenge is particularly relevant for complex language nuances that don't always 
follow straightforward rules (Kapetanios et al., 2013, Rothman, 2021). To tackle 
this challenge, modern NLP has shifted from rule-based methods to context-
aware approaches (Kapetanios et al., 2013). Current NLP models, trained on ex-
tensive text data, use statistical and machine learning principles to predict the 
next word by analysing semantic and syntactic patterns. This approach empha-
sises statistical and machine learning principles over formal linguistic theories. A 
pivotal aspect of their functionality lies in the representation of words as vectors 
within a multidimensional space—an approach commonly referred to as word-
embedding, which can capture the semantic relationships between words based 
on their contextual usage (Kapetanios et al., 2013). Contextualized word embed-
dings are created using transformer models, which learn language representa-
tions from large text corpora. Recent bidirectional transformers, which analyse 
both left and right contexts, provide better contextual embeddings compared to 
earlier unidirectional models (Rothman, 2021). 

The transformer-architectures used in today’s language-transformer mod-
els are based on deep learning model architecture, which was introduced by Vas-
wani et al. (2017) in a famous article titled “Attention is All You Need”. Those 
transformer-architectures differ from recurrent neural network models so that 
they do not rely on sequential processing, but instead they use attention mecha-
nisms to consider all positions in the input sequence simultaneously (Rothman, 
2021). When the recurrence is abandoned, the transformers are better at handling 
long-range dependencies with different attention mechanisms. The self-attention 
sequence-to-sequence operations are similar to human attention in reading tasks; 
they look at each word and decide how much attention will be directed to the 
word. In case the word is important for comprehension, more focus is given by 
assigning weights to the word. In practice, the self-attention mechanism counts 
the dependency of each word in a sequence (Rothman, 2021, p. 5).  

Another key feature of the transformer-architecture is an encoder-decoder 
structure. The encoder-decoder structure means that the encoder processes the 
input sequence whereas the decoder regenerates the output sequence. The origi-
nal encoder structure presented by Vaswani et al. (2017) entails six layers, each 
of them containing two main sub-layers: a multi-headed attention mechanism 
and a feedforward network (Rothman, 2021, p. 6). The multi-headed attention 
performs similar functions through each layer, looking at different associations 
of words, and each layer learns from the previous one (Rothman, 2021, p. 8).  
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After the pre-training, language-transformer models can be fine-tuned for 
several specific tasks. For example, they can be used to detect semantic textual 
similarity, which is an NLP task comparing the degree of semantic similarity in 
between two sentences, assigning them a similarity score between 0 and 1. The 
semantic textual similarity has been widely used in NLP tasks, such as in infor-
mation retrieval, question answering and summarization (Rothman, 2021).  

To capture the semantic textual similarity between the long-term memory 
interview answers and the final story of the group’s outcome, an XML-RoBERTa 
based cross-lingual English-Finnish Sentence-BERT (SBERT) model was em-
ployed as a sentence-transformer. The model is developed by Mikko Moisio 
(2021) and it relies on the work by Reimers et al. (2019) to generate semantically 
meaningful sentence embeddings (Reimers & Gurevych, 2019). The model has a 
good performance in both Finnish and English, and it also outperforms the Fin-
BERT model (Moisio, 2021, p. 30-31), which was the sole alternative to use in this 
study. Using the sentence-transformer was seen as less biassed to evaluate the 
memory performance of the participants than the commonly used subjective cod-
ing. However, for the interval validity, the obtained results were manually 
screened and validated by randomly choosing one participant’s data from each 
group. 

The model was applied to compare the cosine similarity between sentence-
transformer embeddings of the sequences in the final video (original sentences), 
and with the embedding sequences of each long-term memory interview answer 
(comparison sentences). A threshold for semantic similarity between the se-
quences was set at 0.7, meaning that the sentence pairs below the threshold were 
regarded as dissimilar. The threshold was determined after manually screening 
and evaluating the model’s accuracy to detect similar contexts from the sentences.  

In cases where multiple comparison sentences exceeded the threshold, only 
the closest pair with the original sentence was considered to avoid duplication. 
Therefore, the total number of similar sentences could not exceed the number of 
sentences in the final video. However, it could exceed the number of sentences in 
the long-term memory interview answers. This logic allowed each comparison 
sentence to be used more than once, while ensuring that the original sentences 
were matched only once. This also ensured that no data from the interviews was 
missed, as individual sentences in the participants' responses might have in-
cluded multiple details or events from the final story of the build. The results 
were presented as a proportion of similar sentences found in each long-term 
memory interview answer relative to the final video. 

3.4.3 Statistical analysis 

To test the relationship between JVA or initiating JVA and long-term memory, a 
binary logistic mixed-effects model was fitted the lme4 package in R (Bates et al., 
2015) with visits of JVA or initiating JVA as a dependent variable. The binary 
logistic mixed-effect regression model is a type of generalised linear mixed model 
(GLMM) and an extension of the generalised linear model (GLM) (Demidenko, 
2013, p. 331). In the binary logistic mixed-effects regression model, the response 
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variable is binary (coded as 0 or 1) (Demidenko, 2013), which is applicable for the 
variables of JVA and initiating JVA. The visits of JVA or initiating JVA were cho-
sen as the dependent variables, because the long-term memory answers only had 
one observation per participant and therefore, it could not be used as a depend-
ent variable in a mixed-effects regression model. To test the effect of sole visual 
attention on long-term memory, a linear mixed-effects model was fitted with the 
visit duration as a dependent variable. Hence, although the statistical analysis 
used might seem counterintuitive, using visits as the unit of analysis allows for 
capturing variability and nuances at a more detailed level, providing a more pre-
cise understanding of the temporal dynamics and fluctuations in visual attention, 
JVA, and the initiation of JVA. 

Hence, JVA and initiating JVA are the response variables Y, where 1 indi-
cates a presence of JVA or initiating JVA and 0 represents their absence. As the 
response variable Y represents probabilities, the link function used in binomial 
regression is typically a logit function (also called log-odds function) (Roback & 
Legler, n.d.). The logit link function transforms the linear predictor (a combina-
tion of predictor variables) into the log-odds of presence: 

 

𝑙𝑜𝑔𝑖𝑡(𝑝) =  𝑙𝑜𝑔 (
𝑝

1 − 𝑝 
) = 𝑋β 

 
In the function, 𝑝 is the probability of presence, 𝑋 are the predictor variables, 

and 𝛽 are the coefficients. The coefficients 𝛽 estimated from a binary regression 
model represent the effect of the predictor variables on the log-odds of the out-
come. Exponentiating the coefficients (inverse of the logit function, known as 
odds ratios, OR) provides insights into how the predictors affect the odds of the 
binary outcome (Roback & Legler, n.d.).  

Following the similar method to analyse the sole effect of visual attention 
on visual and narrative long-term memory, two linear mixed-effects (LME) mod-
els were fitted with lme4 package in R (Bates et al., 2015), using visit duration as 
a dependent variable. The LME model allows for modelling both fixed and ran-
dom effects, and since the random effects account for variability across individ-
uals or groups, it is well suited for analysing data with a nested design 
(Demidenko, 2013).  
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4.1 Data quality 

4.1.1 Eye-tracking data 

Eye-tracking quality is often reported in its accuracy, precision and data loss 
(Holmqvist et al., 2012). Accuracy describes the distance between reported gaze 
position and actual gaze position, whereas precision refers to the sample-to-sam-
ple root mean square (RMS) and describes the consistency of the calculated fixa-
tion points (Holmqvist et al., 2012). The standard deviation (SD) measures the 
dispersion of gaze points around the mean accuracy. The accuracy and precision 
of the Pupil Invisible eye-tracking glasses were measured with the glassesVali-
dator procedure (Niehorster et al., 2023) before (B) and after (A) the workshop. 
The obtained results of mean accuracy (°), precision and standard deviation are 
presented in Table 1.  

 
Participant 
ID 

Accuracy 
(°) (B) 

Precision (B) 
(RMS) 

SD 
(B) 

Accuracy (°) 
(A) 

Precision (A) 
(RMS)  

SD 
(B)  

G1P1 4.98 1.26 1.61 3.83 0.84 1.01 

G1P2 2.27 0.51 0.67 2.92 0.52 0.72 

G1P3 2.62 0.59 0.72 1.83 0.33 0.72 

G1P4 2.16 0.24 0.33 2.8 0.19 0.33 

G2P1 2.26 0.35 0.57 2.8 0.45 0.72 

G2P2 2.60 0.36 0.51 4.0 0.19 0.57 

G2P3 1.94 0.23 0.36 1.83 0.28 0.49 

G2P4 4.19 0.31 0.51 4.8 0.38 0.68 

G3P1 2.09 0.49 0.73 2.9 0.42 0.49 

G3P2 3.45 0.48 0.62 4.74 0.73 0.97 

G3P3 6.76 0.36 0.49 4.63 0.46 0.7 

4 RESULTS 
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G3P4 3.34 0.34 0.55 4.67 0.39 0.68 

G4P1 1.49 0.33 0.68 1.69 0.34 0.64 

G4P2 NA NA NA 6.61 0.56 0.98 

G4P3 2.3 0.28 0.39 2.82 0.36 0.48 

G4P4 4.47 0.3 0.42 3.43 0.43 0.59 

G5P1 1.99 0.6 0.81 2.97 0.49 0.76 

G5P2 2.46 0.47 0.67 1.89 0.5 0.64 

G5P3 2.96 0.46 0.62 2.05 0.28 0.47 

G5P4 3.46 0.23 0.36 1.89 0.328 0.49 

G6P1 2.69 0.26 0.4 3.66 0.31 0.46 

G6P2 2.71 0.32 0.52 2.78 0.49 0.72 

G6P3 NA NA NA 2.53 0.75 1.05 

G7P1 NA NA NA 2.2 0.36 0.53 

G7P2 4.0 0.89 1.1 NA NA NA 

G7P3 1.12 0.5 0.63 1.12 0.36 0.5 

G8P1 4.36 0.27 0.44 3.18 0.39 0.62 

G8P2 2.72 0.38 0.62 1.98 0.34 0.53 

G8P3 2.04 0.35 0.55 3.88 0.33 0.53 

Mean 2.98 0.43 0.61 3.09 0.42 0.65 

Table 1. glassesValidator results of the eye-tracking data accuracy and precision measured 
before (B) and after (A) the workshop. 

No standardised guideline exists to evaluate whether the accuracy is good 
enough because it is dependent on the research questions and study design. Dur-
ing the pilot studies, it was discovered that the uncalibrated Pupil Invisible eye-
tracking glasses, which have a marketed accuracy of 4.6°, did not provide suffi-
cient accuracy for this study. Therefore, the Offset Correction feature from the 
Pupil Invisible Companion App was used to achieve higher accuracies. The mean 
accuracy of the calibrated eye-trackers measured before the workshop was 2.98° 
(SD = 0.61) and 3.09° (SD = 0.65) after the workshop. To further analyse whether 
the accuracy was sufficient for the purposes of this study, the percentage of visit 
duration in each AOI was measured and visibly inspected (see Figure 3). Hypo-
thetically, poorer accuracy could be reflected in the time spent looking at each 
AOI. The correlation between the average accuracy and visit duration percentage 
on AOIs was -0.23 (Spearman's ρ, p = .30) before the workshop, and -0.54 
(Spearman's ρ, p < .01) after the workshop. The correlation between the mean 
accuracy measured before and after the workshop and visit duration percentage 
on the AOIs was -0.52 (Spearman's ρ, p < .01), indicating that better accuracy 
(lower value) had a statistically significant and moderate correlation to the visit 
duration percentage on the AOIs. The negative correlation means that as accu-
racy improves, visit duration percentage on AOIs tends to increase. 
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Figure 3. The distributions of visits on the AOIs during the group work task and the mean 
detected accuracy of the Pupil Invisible eye-tracking glasses. 

4.1.2 Obtained data from the study 

A total of eight groups participated in the study. Eye-tracking data from four 
participants (G4P4, G6P2, G7P2 and G7P3) were fully or partially missing due to 
recording errors during the workshop and therefore these participants’ data were 
excluded from the analysis.2 This means that the group number seven was also 
excluded from the analysis as no joint visual attention could not be detected with 
only one successful eye-tracking recording (see Table 2). The total number of par-
ticipants having both successfully recorded eye-tracking recording data and par-
ticipation in the long-term memory interview was 18, and they were divided in 
7 groups. 

Table 2. Obtained data from the study.  

Group num-
ber 

Recorded eye-tracking data during 
the workshop 

Long-term memory in-
terviews 

Group 1 4/4 3/4  

Group 2 4/4 3/4  

Group 3 4/4 3/4  

 
 
2 The number after the letter G refers to the group number, while the number after the letter 

P refers to the randomized participant in the group. 
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Group 4 3/4 1/4  

Group 5 4/4  4/4 

Group 6 2/3 2/3 

Group 7 1/3 3/3 

Group 8 3/3 3/3 

Total 25/29 22/29 

 

4.2 Descriptive statistics  

The analysed data comprised a total of 18 participants, including both female (N 
= 7) and male (N = 11). The average age of the participants was 45.4 years (SD = 
10.2). In nested data continuous variables can be described by taking into account 
the structure and average the results by the clusters or combining the observa-
tions and averaging the variables (Wiley & Wiley, 2019). In this study with a 
nested design, the participants (N = 18) belong to the first level in the dataset. The 
second level is the group (N = 7) where the participants belong to. In Table 3, the 
group level variables were averaged by the groups, and the individual variables 
were averaged by the participants. The descriptive eye-tracking metrics concern 
the joint building board as no other AOIs were analysed in this study. As the 
variable of joint visual attention is binary, the visits were presented as the mean 
proportion of visits in JVA.  

 
Level Key variables Mean (SD) 

Group Number of artefacts used  
Group work task duration (min) 

14.5 (5.6) 
52.2 (20.4) 

Individual 
 

 

 

  

Visits of JVA (%) 
Number of gaze following  
Number of initiating JVA 

Mean visit duration (ms) 
Mean number of fixations per visit 
Mean fixation duration per visit (ms) 

29 

74.1 (43.6) 
50.3 (32.2) 
2018.5 (4036.5) 
5.9 (10.4) 
337.1 (232.5) 

Table 3. Levels of the dataset and key variables.  

To validate the given time (±2 seconds) and proximity (5 cm) thresholds to deter-
mine JVA events, the maximum physical and temporal distance between the vis-
its were calculated. The maximum physical distance between the visits during an 
event was 41 cm and the maximum JVA event duration was 110.6 seconds. The 
mean of the maximum distance between visits during a JVA event on the joint 
building board was 9.3 cm (SD = 5.1). The mean JVA event duration on the joint 
building board was 10.3 seconds (SD = 13.4), while the median JVA event dura-
tion was 5.6 seconds. 
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4.3 Data preprocessing and covariate selection 

4.3.1 Selecting fixed and random effects for the models 

Mixed-effects models can be built either iteratively, adding variables to the model, 
or adding all variables to the model and removing them one by one, to see how 
well they explain the variance at individual and group level (Demidenko, 2013). 
In this study, the fixed effects tested in the models were chosen beforehand based 
on the literature review. As the memory of the group’s outcome was operation-
alized in two different ways, two binary logistic mixed-effects regression models 
were fitted to predict JVA and initiating JVA. Additionally, two linear mixed-
effects models were fitted to predict the sole effect of visual attention on visual 
and narrative long-term memory. The visit duration was chosen as the depend-
ent variable to study visual attention, as it indirectly encompasses both fixations 
and saccades, reflecting the total time spent looking at the joint building board.  

The dependent variable for the binary logistic mixed-effects regression 
models is either JVA or initiating JVA. JVA is coded as 1 in case when the visits 
of at least two different participants are temporally and physically overlapping, 
as defined in section 3.4.1. Initiating JVA is coded as 1 in case the participant 
started the JVA event. The main continuous fixed effects include proportion of 
artefacts remembered (%), semantic similarity percentage (%), visit duration (ms), 
number of fixations during a visit (ms), group work task duration (min) and the 
number of artefacts in the final build. The mean fixation duration during a visit 
was excluded from the models due to its covariance with the number of fixations. 
The number of fixations was preferred as it is shown to affect the recognition 
memory (Tatler et al., 2005), and the attentional metric of visit duration indicates 
the total amount of visual attention directed towards the artefacts. The only cat-
egorical fixed effect included in the models is gender, to test whether the previ-
ously found gender differences on judging non-verbal cues are replicable (Hall, 
1978).  

For the linear mixed-effects model, the dependent variable of visual atten-
tion operationalized as visit duration is predicted by either the proportion of ar-
tefacts remembered (%) or the semantic similarity percentage (%). In addition, 
the number of artefacts used in the final build is included as a continuous predic-
tor to assess its effect on directing visual attention (Table 4).  

The chosen random effects for the models included unique visits, partici-
pants, and groups. Including participants and groups as random effects accounts 
for the nested structure of the study. The random effect for participants allows 
the findings to be generalized across different individuals, capturing the varia-
bility between participants. The group-level random effect accounts for variabil-
ity across different groups, helping to understand how much of the variation is 
due to differences between groups. Including unique visits (detected continuous 
gaze on the AOI) as a random effect accounts for variability at the level of each 
visit, although it also entails a risk of overfitting by attempting to explain vari-
ance at a very granular level. However, designing the maximal random effects 



42 

structure that is justified by the study design allows for the most reliable gener-
alization of the results (Barr et al., 2013).   

 

Model Dependent 
variable 

Continuous fixed effects Categorical 
fixed effects 

Random effects 

1. Visual long-term 
memory 

1.1 JVA 

 
1.2 Initiating 
JVA 

Proportion of artefacts re-
membered (%) 
Visit duration (ms)  
Number of fixations (N) 
Group work duration (min) 
Number of artefacts used in 
the final build (N) 

Gender (Fe-
male/Male) 

Participant  
Unique visit  
Group 

2. Narrative long-
term memory 

2.1 JVA 

 
2.2 Initiating 
JVA 

Semantic similarity percent-
age (%) 
Visit duration (ms) 
Number of fixations (N) 
Group work duration (min) 
Number of artefacts used in 
the final build (N) 

Gender (Fe-
male/Male) 

Participant  
Unique visit 
Group 

3. Visual attention Visit dura-
tion (ms) 

3.1 Semantic similarity per-
centage (%) 
3.2 Proportion of artefacts 
remembered (%)  
Number of artefacts used in 
the final build (N) 

Gender (Fe-
male/Male) 

Participant 
Unique visit 
Group 

Table 4. Variable selection for the models.  

4.3.2 Transformation of the variables  

The linear mixed-effects model expects normally distributed variables, and there-
fore the shape of the distribution of the variables were measured with skewness 
and kurtosis. Skewness measures the asymmetry of the distribution, whereas 
kurtosis measures the tailedness of the distribution's central peak in relation to a 
normal distribution (Cain et al., 2017). All response variables were standardised 
using z-scores by subtracting the mean and dividing by the standard deviation 
for better interpretability. If the measured skewness of the variable was discov-
ered to be over 1 and/or the kurtosis had a value over 3, a logarithmic transfor-
mation was applied before z-scoring (Cain et al., 2017). 

4.3.3 Intercept-only models and random effects structure  

To establish a baseline for predicting JVA and initiating JVA, logistic mixed-ef-
fects regression models were first fitted using only the dependent variable and 
random effects to account for variability in the occurrence of JVA and initiating 
JVA across different visits, participants, and groups. The intraclass correlation 
(ICC) value explains the proportion of variance in the model that can be at-
tributed to differences between unique visits, participants and groups (McGraw 
& Wong, 1996).  
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The intercept-only model for JVA demonstrates that the ICC value for 
unique visits is 0.22%, indicating that only 0.22% of the variance in JVA can be 
attributed to differences between unique visits. The ICC value for participant is 
3.15% and 15.01% for the group, suggesting that group differences contribute 
more substantially to the variability in JVA compared to the other factors. Based 
on these results, the unique visits were excluded from the random effects struc-
ture and a likelihood ratio test (LRT) (Peugh, 2010, p. 98) was conducted to com-
pare the full random-effects model including unique visits as a random effect, to 
a reduced model with only groups and participants as random effects. The full 
random-effects model, which included visits, participants and groups as random 
effects, did not have a significantly better fit compared to the reduced model (χ2(1) 
= 0.07, p = .788). 

The same is true for the intercept-only model for initiating JVA, where al-
most no variance can be attributed to unique visits (ICC ≈ 0.00%). The ICC value 
for the participant was 4.39%, and 7.7% for the group. Consequently, the random 
effect for unique visits was also removed from the model for predicting the initi-
ation of JVA. 

In a similar manner, a linear mixed-effects model was fitted to account for 
the variability in visit duration, with participants, groups and unique visits in-
cluded as random effects. The ICC for the unique visit-level variance was 1.46%, 
and the ICC value for the participant-level variance was 4.98% and 3.41% for the 
group-level variance. However, the group was removed from the random effect 
structure because the model included the number of artifacts as an independent 
variable, which is a group-level variable. Additionally, the primary aim of the 
model was to predict the amount of visual attention of individual participants, 
and the low ICC value for the group-level variance indicated that only a small 
portion (3.41%) of the variance in visual attention could be attributed to differ-
ences between groups. Including the group-level random factor in the full model 
(see section 4.4.3) also resulted in convergence issues, specifically a singular fit. 
This made it necessary to simplify the random effects structure to achieve a stable 
and reliable model fit.  

4.4 Statistical analysis and results  

4.4.1 Joint visual attention and long-term memory  

To test the hypothesis of whether JVA enhances narrative and/or visual long-
term memory of the group’s outcome, two binary GLMMs (narrative and visual) 
were fitted with a logistic link function using the lme4 package in R (Bates et al., 
2015). The models were estimated using Maximum Likelihood Estimation (MLE) 
and BOBYQA optimizers. The results are presented in Table 5 and 6 with esti-
mated coefficients (β), standard errors (SE), z-scores, p-values, and odds ratios 
with 95% confidence intervals (CI) for each predictor variable.  
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The narrative model's total explanatory power is substantial (conditional R² 
= 0.27), which means that the model explains 27% of the total variability in the 
narrative memory when considering both the fixed and the random effects. The 
part related to the fixed effects alone (marginal R²) is 0.13. The visual model’s 
total explanatory power is moderate (conditional R² = 0.24), and the fixed effects 
alone explain 12% of the variability in JVA (marginal R² = 0.12). The full valida-
tion of the models is presented in section 4.5. 

 

Binary Logistic Regression Model Summary  
Joint Visual Attention and Narrative Long-Term Memory (Semantic Similarity Percentage) 

Predictor 
variables 

Coefficients 
𝛽 

SE z-score p-value Odds Ratio 
(95% CI) 

Intercept 
(JVA) 

-0.774 0.89  -0.87 .384 0.461 (0.081, 
2.638) 

Semantic 
similarity 
percentage 

-0.195 0.109  -1.792 .073 0.823 (0.665, 
1.019) 

Visit dura-
tion 

-0.196 0.064 -3.069 .002 (**) 0.822 (0.726, 
0.932) 

Number of 
fixations dur-
ing a visit 

0.81  0.064 12.594 < 2e-16 (***) 2.248 (1.982, 
2.551) 

Gender (fe-
male) 

0.378 0.151 2.495 .013 (*) 1.459 (1.084, 
1.964) 

Group work 
duration 
(min)  

-0.337  0.193 -1.743 .081 0.714 (0.489, 
1.043)  

Number of 
artefacts in 
the final 
build 

-0.051  0.057 -0.895 .371 0.95 (0.85, 
1.062) 

Random ef-
fects 

σ2 SD    
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Intercept 
(Participant) 

0.021  0.145    

Intercept 
(Group)  

0.64 0.8    

*** p < .001, ** p < .01, * p < .05 

Table 5. Joint visual attention and narrative long-term memory 

The coefficient for narrative long-term memory is negative (β = -0.195, SE = 
0.109, z = -1.792, p = .073), indicating that higher semantic similarity is associated 
with lower odds of JVA, although the effect is not statistically significant. The 
odds ratio of 0.823 indicates that for each unit increase in semantic similarity per-
centage, the odds of JVA decrease by approximately 17.7%. However, the 95% 
confidence interval of (0.665, 1.019) is very close to 1, which also means that this 
effect could be null.  

The negative and statistically significant coefficient for visit duration (β = -
0.196, SE = 0.064, z = -3.069, p < .01) indicates that longer visit durations are as-
sociated with a decrease in the odds of JVA. The odds of JVA decrease by approx-
imately 17.8% for each one unit increase in visit duration (95%: CI 0.725, 0.932). 
Instead, the number of fixations is positive and highly significant coefficient (β 
=0.81, SE = 0.064, z = 12.594, p < .001), indicating that for each one unit increase 
in the number of fixations during a visit increases the odds of JVA by approxi-
mately 124.8% (95% CI: 1.982, 2.551). The positive and statistically significant co-
efficient for gender suggests that being a female increases the odds of JVA by 
approximately 45.9% compared to being male, assuming all other variables are 
held constant (95% CI: 1.084, 1.964). The duration of the group work task and the 
number of artefacts included in the final build did not have a significant effect on 
the odds of JVA. However, the negative coefficient for the number of artefacts in 
the final build suggest that as the number of artefacts increases, the odds of JVA 
decreases. 

 

Binary Logistic Regression Model Summary  
Joint Visual Attention and Visual Long-Term Memory (Proportion of Artefacts Remembered) 

Predictor 
variables 

Coefficients 
𝛽 

SE z-score p-value Odds Ratio 
(95% CI) 

Intercept 
(JVA) 

-0.947 0.764 -1.239 .215 0.388 (0.087, 
1.735)  
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Proportion of 
artefacts re-
membered 

0.05 0.101 0.499 .618 1.052 (0.863, 
1.282) 

Visit dura-
tion 

-0.192 0.064 -3.016 .003 (**) 0.825 (0.728, 
0.935) 

Number of 
fixations dur-
ing a visit 

0.806 0.064 12.51 < 2e-16 (***) 2.239 (1.974, 
2.541) 

Gender (fe-
male) 

0.364 0.204 1.788 .074 1.439 (0.966, 
2.144) 

Group work 
duration 
(min)  

-0.362 0.17 -2.129 .033 (*) 0.7 (0.5, 
0.972) 

Number of 
artefacts in 
the final 
build 

-0.034 0.049 -0.688 .491 0.967 (0.878, 
1.065) 

Random ef-
fects 

σ2 SD    

Intercept 
(Participant) 

0.041 0.202    

Intercept 
(Group)  

0.463 0.68    

*** p < .001, ** p < .01, * p < .05  

Table 6. Joint visual attention and visual long-term memory.  

In the visual model, the coefficient for the proportion of artefacts remem-
bered is positive (β = 0.05, SE = 0.101, z = 0.499), but it does not have a significant 
effect on the odds of JVA (p = .618). The positive coefficient and odds ratio 
slightly above 1 suggest a trend towards increased odds of JVA with higher pro-
portion of artefacts remembered, but this trend is not statistically supported by 
the confidence interval (1.052, 95% CI: 0.863, 1.282). Similar to the narrative 
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model, the visit duration shows a negative and statistically significant effect on 
the odds of JVA (β = -0.192, SE = 0.064, z = -3.016, p < .01), and the number of 
fixations has a positive and statistically significant effect on the odds of JVA (β = 
0.806, SE = 0.065, z = 12.51, p < .001). In contrast to the narrative model, the visual 
model does not demonstrate a significant effect of gender on the odds of JVA. 
Instead, the analysis reveals a negative and statistically significant coefficient for 
the duration of group work tasks (β = -0.362, SE = 0.17, z = -2.129, p < .05), indi-
cating that longer durations decrease the odds of JVA by approximately 30% (95% 
CI: 0.5, 0.972). 

Based on these results, there is no significant evidence to support the en-
hancement of either narrative or visual long-term memory through JVA. There-
fore, both null hypotheses of JVA enhancing narrative long-term memory (H1) 
and visual long-term memory (H2) cannot be rejected. However, both models 
indicate that an increase in the number of fixations during a visit increases the 
odds of JVA by approximately 123.9-124.8%. Moreover, both models show a sta-
tistically significant negative coefficient for the odds of JVA associated with 
longer visit durations (β = -0.196 and -0.192). The main differences and contra-
dictory results in the models relate to the effects of gender and the duration of 
the group work task on the odds of JVA. The narrative model predicts that fe-
males are more likely to engage in JVA, whereas the visual model shows no sig-
nificant effects on gender but predicts that longer group work task durations de-
crease the odds of JVA. 

4.4.2 Initiating joint visual attention and long-term memory 

To test the hypothesis whether initiating JVA is a better predictor of enhanced 
long-term memory of the group’s outcome, two binary GLMMs (narrative and 
visual) were fitted using the lme4 package in R (Bates et al., 2015). The models 
were estimated using Maximum Likelihood Estimation (MLE) and BOBYQA op-
timizers. The narrative model's total explanatory power is moderate, with a con-
ditional R² of 0.18. The part of the variance explained by the fixed effects alone, 
indicated by the marginal R², is 0.12. The visual models total explanatory power 
is moderate (conditional R² = 0.19), while the marginal R² is the same as in the 
narrative model (0.12). The results are presented in Table 7 and 8, and the full 
validation of the models is presented in section 4.5.  

 

Binary Logistic Regression Model Summary  
Initiating JVA and Narrative Long-Term Memory (Semantic Similarity Percentage)  

Predictor 
variable 

Coefficients 
𝛽 

SE z-ratio p-value Odds Ratio 
(95% CI) 
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Intercept (In-
itiating JVA) 

-2.184 0.532 -4.102 4.10e-05 (***) 0.113 (0.04, 
0.32) 

Semantic 
similarity 
percentage 

0.152 0.135 1.126 .26 1.164 (0.893, 
1.516) 

Visit dura-
tion 

0.046 0.093 0.497 .619 1.047 (0.872, 
1.258) 

Number of 
fixations dur-
ing a visit 

0.597 0.091 6.589 4.42e-11 (***) 1.817 (1.521, 
2.17) 

Gender (fe-
male) 

0.421 0.197 2.137 .033 (*) 1.523 (1.035, 
2.241) 

Group work 
duration 
(min) 

-0.233 0.129 -1.809 .071 0.792 (0.62, 
1.02) 

Number of 
artefacts in 
the final 
build 

-0.03 0.036 -0.842 .4 0.97 (0.905, 
1.041)  

Random ef-
fects 

σ2 SD    

Intercept 
(Participant) 

0.035 0.186    
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Intercept 
(Group)  

0.2 0.448    

*** p < .001, ** p < .01, * p < .05 

Table 7. Initiating JVA and narrative long-term memory.  

The intercept coefficient for the narrative model indicates that the log-odds 
of initiating JVA are significantly decreased by approximately 88.7% (95% CI: 
0.04, 0.32). The coefficient for semantic similarity percentage suggests a positive 
association between initiating JVA, but it is statistically non-significant (β = 0.152, 
SE = 0.135, z = 1.126, p = .26). The odds ratio of 1.164 also indicates a slight in-
crease in odds, but it is not significantly different from 1, suggesting no signifi-
cant effect (1.164, 95% CI: 0.893, 1.516). Similarly to the model predicting JVA, the 
number of fixations shows a statistically significant positive effect also on the 
odds of initiating JVA (β = 0.597, SE = 0.091, z = 6.589, p < .001), with an odds 
ratio of 1.817. This means that for each one unit increase in the number of fixa-
tions, the odds of initiating JVA increase by approximately 81.7% (95% CI: 1.521, 
2.17). Similarly to the JVA model on narrative memory, the coefficient estimate 
for female gender is positive and statistically significant (β = 0.421, SE = 0.197, z 
= 2.137, p < .05), suggesting that females have approximately 52.3% higher odds 
of initiating JVA compared to males (95% CI: 1.035, 2.241). 
 

Binary Logistic Regression Model Summary  
Initiating JVA and Visual Long-Term Memory (Proportion of Artefacts Remembered)  

Predictor 
variable 

Coefficients 
𝛽 

SE z-ratio p-value Odds Ratio 
(95% CI) 

Intercept (ini-
tiating JVA) 

-2.097 0.574 -3.65 .000 (***) 0.123 (0.04, 
0.379) 

Proportion of 
artefacts re-
membered 

0.19 0.094 2.028 .043 (*) 1.21 (1.006, 
1.454) 
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Visit dura-
tion 

0.04 0.093 0.426 .67 1.041 (0.867, 
1.25) 

Number of 
fixations dur-
ing a visit 

0.605 0.091 6.641 3.11e-11 (***) 1.831 (1.532, 
2.19) 

Gender (fe-
male) 

0.293 0.198 1.480 .139 1.34 (0.909, 
1.974)  

Group work 
duration 
(min) 

-0.233 0.137 -1.706 .088 0.792 (0.606, 
1.035) 

Number of 
artefacts in 
the final 
build 

-0.032 0.038 -0.847 .397 0.969 (0.9, 
1.043) 

Random ef-
fects 

σ2 SD    

Intercept 
(Participant)  

0.026  0.161    

Intercept 
(Group)  

0.252 0.502    

*** p < .001, ** p < .01, * p < .05 

Table 8. Initiating JVA and visual long-term memory.  

In the visual memory model (Table 8), the positive coefficient for the pro-
portion of artefacts remembered shows a statistically significant positive associ-
ation with initiating JVA (β = 0.19, SE = 0.094, z = 2.028, p < .05). The odds ratio 
of 1.21 indicates that for each one-unit increase in the percentage of artefacts 
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remembered, the odds of initiating JVA increase by approximately 21% (95% CI: 
1.006, 1.454). Consistent with other models, the positive coefficient for the num-
ber of fixations during a visit indicates a strong and statistically significant posi-
tive association with the odds of initiating JVA (β = 0.605, SE = 0.091, z = 6.641, p 
< .001). However, visit duration, gender, duration of the group work task and the 
number of artefacts in the final build do not show significant effects on the odds 
of initiating JVA. 

In light of these results, it can be concluded that initiating JVA does not en-
hance narrative long-term memory of the group’s outcome, and the null hypoth-
esis cannot be rejected (H3). However, initiating JVA does enhance the visual 
long-term memory of the group’s outcome, allowing for the rejection of the null 
hypothesis (H4). 

4.4.3 Visual attention and long-term memory 

To analyse the sole effect of visual attention on visual and narrative long-term 
memory, two linear mixed-effects (LME) models were fitted with visit duration 
as a dependent variable (see Tables 9 and 10). The random effects included in the 
models were unique visits and participants, as justified in the section 4.3.3.  
 

Linear Mixed-Effects Model Summary 
Visual Attention and Narrative Long-Term Memory (Semantic Similarity Percentage)  

Fixed effects Estimate SE t-value p-value 

Intercept  
(Visual attention)  

-0.202    0.192 -1.05  .312 

Semantic similar-
ity percentage 

0.02    0.069 0.287    .779 

Gender (female) -0.353    0.17 -2.073    .057 

Number of arte-
facts in the final 
build 

0.026     0.016 1.672    .117 
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Random effects σ2 SD   

Intercept (Unique 
visit) 

0.015 
 

0.121   

Intercept (Partici-
pant)  

0.069 
 

0.263   

Observations 7808 
AIC 21648  
BIC 21697 
logLik -10817 
 
*** p < 0.001, ** p < 0.01, * p < 0.05 

Table 9. Visual attention and narrative long-term memory.  

Linear Mixed-Effects Model Summary 
Visual Attention and Visual Long-Term Memory (Proportion of Artefacts Remembered)  

Fixed effects Estimate SE t-value p-value 

Intercept  
(Visual attention)  

-0.141 0.163 -0.864    .402 

Proportion of arte-
facts remembered 

0.121    0.066 1.825    .09 

Gender (female) -0.32     0.139 -2.314 .036 (*) 



53 

Number of arte-
facts in the final 
build 

0.023     0.012 1.841    .087 

Random effects σ2 SD   

Intercept (Unique 
visit) 

0.015 
 

0.121   

Intercept (Partici-
pant)  

0.056 0.237 
 

  

Observations 7808 
AIC 21644  
BIC 21693 
logLik -10815 
 
*** p < 0.001, ** p < 0.01, * p < 0.05 

Table 10. Visual attention and visual long-term memory.  

For the visual memory model, the proportion of remembered artefacts 
shows a positive but not statistically significant association with visit duration (β 
= 0.121, SE = 0.066, t = 1.825, p = 0.09). The same is true for the number of artefacts 
in the final build, with a coefficient of 0.023 (SE = 0.012, t = 1.841, p = 0.087), 
indicating a small positive but non-significant association with visit duration. 
While these effects are not statistically significant at the conventional 0.05 level, 
they are marginally significant (p < 0.1), suggesting potential trends that support 
the hypothesis of artefacts directing visual attention and the relationship between 
attention and long-term memory. Contrary to the JVA models, the female gender 
shows a significant negative coefficient (-0.32, SE = 0.139, t = -2.314, p < 0.05), 
indicating that being a female is associated with a decrease in the odds of longer 
visit duration. Adding the duration of the group work task as a predictor did not 
significantly improve the model fit at the conventional significance level (p < 
0.05). Therefore, it was excluded from the model, which subsequently yielded a 
better BIC value of 21693, while the AIC value remained the same at 21644.  

In the narrative memory model, the coefficient for semantic similarity per-
centage is 0.02 (SE = 0.069, t = 0.287) with a p-value of .779, indicating it is not 
statistically significant. Similarly to the visual model, the coefficient for female 
gender is -0.353 (SE = 0.17, t = -2.073), which is marginally significant at the p < 
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0.1 level (p = .057), supporting the finding that being female decreases the odds 
of visit duration. The number of artefacts in the final build is not statistically sig-
nificant but suggests a potential positive trend (β = 0.026, SE = 0.016, t = 1.672, p 
= .117).  

Based on these results, the null hypothesis that visual attention enhances 
narrative long-term memory (H1) cannot be rejected. While there is a marginally 
significant (p < 0.1) association observed between visual attention and visual 
long-term memory, suggesting some evidence against the null hypothesis (H2), 
this evidence is not strong enough to confidently reject it. Therefore, the null hy-
pothesis that visual attention does not enhance visual long-term memory (H2) 
also cannot be rejected based on this study. 

4.5 Validation of the models  

To evaluate the goodness-of-fit and identify any potential issues with the fitted 
models, several diagnostic tests were performed using the DHARMa and pROC 
packages in R. The DHARMa package creates simulated residuals for non-para-
metric simulation-based diagnostics. By simulating the residuals, DHARMa al-
lows checking the distributional assumptions of the residuals and identifying po-
tential problems like overdispersion, zero-inflation, or outliers (Hartig, 2022). The 
Kolmogorov-Smirnov (KS) test for residual uniformity, a nonparametric disper-
sion test, and an outlier test were performed for model diagnostics. The KS test 
evaluates whether the scaled residuals from the model follow a uniform distri-
bution, as expected under the null hypothesis of no model misfit (Hartig, 2022). 
The KS test result indicates the maximum difference between the empirical cu-
mulative distribution function (ECDF) of the residuals and the theoretical cumu-
lative distribution function (CDF) of the reference distribution (Ghasemi & Zahe-
diasl, 2012). The nonparametric dispersion test detects overdispersion in the re-
siduals, where values around 1 suggest no overdispersion. The outlier test iden-
tifies whether there are more simulation outliers in the residuals than expected 
(Hartig, 2022).  

Finally, to evaluate the discrimination ability of the binary logistic GLMM 
models and the performance of the binary classifiers, areas under the Receiver 
Operating Characteristic (ROC) curve (AUC) were calculated. The AUC value 
ranges from 0.5 to 1.0, where 0.5 indicates no discrimination (equivalent to ran-
dom guessing), while a value of 1.0 indicates perfect discrimination (Lu & Scott, 
2023). Additionally, the BIC (Bayesian Information Criterion) and AIC (Akaike 
Information Criterion), although primarily used for model comparison, are re-
ported here for transparency, where lower values generally indicate a better 
model fit. The results are presented in Table 11.  

 
GLMM LME 
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Table 11. Validation of the models.  

Although the scaled residuals (KS test) for the JVA and visual attention 
models do not follow a uniform distribution, the dispersion test indicates no sig-
nificant underdispersion or overdispersion of the residuals. Additionally, given 
the large sample size (7808 data points), it is expected that the signal-to-noise 
ratio is higher, which can make it easier to detect deviations in the residuals (Har-
tig, 2022). The statistically significant but proportionally small outliers detected 
in the linear mixed-effects models for predicting visual attention (0.52% and 
0.47%) could be attributed to measurement errors in the eye-tracking data, par-
ticularly in detecting unique visits. All validation results were also visualised to 
detect any clear patterns in the residuals as suggested by Hartig (2022), and the 
visual inspection did not reveal any significant concerns. The example inspection 
of the visualisations is presented in Appendix 2. 

Model/ 
Test 

JVA and 
narrative 
long-term-
memory 

JVA and 
visual 
long-term-
memory 

Initiating 
JVA and 
narrative 
long-term-
memory 

Initiating 
JVA and 
visual long-
term 
memory 

Attention 
and narra-
tive long-
term 
memory 

Attention 
and visual 
long-term 
memory 

KS 0.027 (***) 0.024 (***) 0.015 (.059) 0.012 (.226) 0.042 (***) 0.047 (***) 

Disper-
sion  

1.094 (.456) 1.066 (.592) 1.085 (.456) 1.062 (.616) 0.983 (0.52) 0.989 (.72) 

Outliers 67/7808 
(.524) 

61/7808 
(.949) 

76/7808 
(.085) 

71/7808 
(.252) 

41/7808 
(***) 

37/7808 
(***) 

AUC  0.71 0.712 0.717 0.717 - - 

BIC 8491 8494.1 5196.6 5193.7 21724.5 21721.7 

AIC 8429.3 8431.5 5133.9 5131 21668.7 21666 

*** p < 0.001, ** p < 0.01, * p < 0.05 
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Based on the findings of this study, JVA does not enhance either narrative or 
visual long-term memory of the group’s outcome. Additionally, the coefficient 
for narrative memory is negative, suggesting that increased JVA decreases nar-
rative long-term memory.  

The dynamic analysis of JVA suggests that initiating JVA enhances visual 
long-term memory of the group's outcome, but this effect does not extend to nar-
rative long-term memory. Previous research has found that initiating JVA facili-
tates episodic memory retrieval (Gomez et al., 2009), hypothetically due to the 
role of egocentric spatial information processing (Kim & Mundy, 2012). However, 
the theory does not directly explain why visual long-term memory is enhanced 
more than narrative long-term memory, as the recollection of narrative structure 
is considered a higher-level aspect of episodic memory (Cohn-Sheehy et al., 
2021).  

Interestingly, the findings of this study suggest that the effect of JVA on 
narrative long-term memory is negative. The negative effect could be explained 
by factors related to the group’s outcome, such as its innovativeness or coherence. 
According to Neisser's (1967) schema theory, existing mental schemas are im-
portant for encoding narrative information (Masís-Obando et al., 2022). The ap-
plication of this theory suggests that if the group’s outcome does not properly 
align with existing cognitive schemas, it will not get stored in long-term memory. 
Hence, although tactile artefacts have been presented as co-created knowledge 
objects, analogous to shared cognitive schemata, their contribution to knowledge 
integration might not be as straightforward as presented (see e.g., Teh et al., 
2021). Therefore, in case the group’s outcome was indeed perceived as innovative, 
it could explain the negative effect of JVA on narrative long-term memory if the 
outcome did not align with existing mental schemas.  

To explain the possible reasons for the differences in the effects of JVA and 
initiating JVA, it has been studied that the volitional control related to initiating 
JVA recruits neural reward circuits in ventral striatum (Schilbach et al., 2020). 
Hence, initiating JVA may enhance memory of the attentional target by releasing 
dopamine in hippocampus, which is involved in the process of memory 

5 DISCUSSION  
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consolidation (Adcock et al., 2016, Shohamy & Adcock, 2010). This neurophysio-
logical process could also explain why visual long-term memory is enhanced 
when initiating JVA compared to narrative long-term memory, as visual atten-
tion is primarily directed towards artefacts, aiding in the encoding and consoli-
dation of visual information.  

The lower memory performance in narrative long-term memory might also 
be explained by differences in brain networks involved in the encoding and re-
trieval of narratives (Masís-Obando et al., 2022). Narratives typically get consol-
idated with specific attachment points, which in this study are concretely pre-
sented by the tactile artefacts. However, if the retrieval process of a narrative re-
lies on a sequential memory cueing strategy—where participants first remember 
the events of the story and then its related details (Masís-Obando et al., 2022)—
the artefacts intended to embody the story might hinder the retrieval of the nar-
rative. This effect could be amplified by the experimental design of this study, in 
which participants were first asked to remember the artefacts and their assigned 
meanings, and only afterward, the final story (see Appendix 1).  

The results from the other attentional metrics used in this study support the 
dynamic and complex nature of JVA. For example, the statistically significant 
positive coefficient for the number of fixations in predicting both JVA and initi-
ating JVA suggests that maintaining JVA requires adapting to social cues, which 
can be hindered by fewer fixations. This hypothesis is further supported by the 
finding that longer visit durations appear to negatively impact the odds of JVA. 
However, visit duration alone as a metric cannot reliably predict the probability 
of JVA because it does not capture the dynamics of eye movements related to 
JVA. Instead, it serves as a reasonable indicator of sustained attention (Styles, 
2005), which is necessary for the consolidation of information into long-term 
memory. Additionally, visit and fixation durations must be interpreted with cau-
tion, as they can also indicate mind-wandering (deBettencourt et al., 2021). In 
summary, while longer visit durations positively affect the odds of initiating JVA, 
the positive coefficient also for the number of fixations highlights the importance 
of detecting fixation rates over visit and fixation durations. 

The main differences on predicting the odds of JVA found in this study per-
tain to the effects of gender and the duration of the group work task. The narra-
tive long-term memory model of JVA predicts that females are more likely to 
engage in JVA, whereas the visual long-term memory model shows no significant 
effect on gender but predicts that longer group work task durations decrease the 
odds of JVA. The negative coefficient for the duration of the group work task 
may be attributed to participants becoming fatigued during the workshop and 
suggests that a time-based analysis might be needed to understand the fluctua-
tions in JVA over the course of the task. The coefficient of being female increased 
the odds of both JVA (odds = 45.9%, p < .05, odds = 43.9%, p = .074) and initiating 
JVA (odds = 52.3%, p < .05, odds = 34%, p = .139). This is consistent with previous 
research on JVA, which has found that the reflexive shift of attention, tested with 
the original gaze cueing paradigm, is stronger in females than in males (Bayliss 
et al., 2005). In addition, while this observation must be interpreted with caution 
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due to the low number of female subjects, it does provide further validation for 
the developed JVA detection algorithm and the accuracy of the eye-tracking data. 

The negative, although statistically non-significant, coefficient for the num-
ber of artefacts in the final build suggests that as the number of artefacts increases, 
the odds of JVA decreases. This could possibly be due to participants' attention 
becoming more divided. However, determining the optimal number of artefacts 
for enhancing joint visual attention, collaboration quality, and long-term 
memory is challenging and may not be worth further deliberation, as the results 
suggest no statistically significant effect for the number of artefacts on the odds 
of JVA. 

5.1 Limitations 

To address the thought-provoking results related to the effect of JVA on narrative 
long-term memory, it might be necessary to critically examine the methodologi-
cal approach of comparing the semantic similarity between the long-term 
memory interview answers and the final recording of the group’s outcome. Ini-
tially, instead of conducting online follow-up interviews, follow-up long-term 
questionnaires were sent to the participants from the first two groups as the con-
ducted pilot studies failed to indicate their unsuitability for this study. Only after 
receiving responses to the long-term memory questionnaires from the first two 
groups, the questionnaire was replaced by an online long-term memory inter-
view. The first two groups were also interviewed online, but as a part of the fol-
low-up questionnaire, they had already seen the picture of the final build.  

In addition, although all groups were instructed similarly to create the final 
video, where only one person from each group described the meaning of the final 
build, there may be variation in how thoroughly the final build was described. 
This variation might also favour the recall of the final build's meaning by those 
who described it, but this potential effect was not assessed in this study. Hence, 
although the direct comparison of the cosine-similarity between the transcribed 
final video and the long-term memory interview answers is probably the most 
objective method for analysing the data, the experimental design sets its own 
limitations to reliably study narrative long-term memory. Moreover, assuming a 
positive correlation between narrative and visual long-term memory and JVA 
ignores the time in between the workshop and the follow-up interview, where 
the information either gets or does not get consolidated into long-term memory. 
For example, a few bad nights of sleep or increased stress after the workshop can 
hypothetically have a much stronger effect on long-term memory than the 
amount of JVA or visual attention during the workshop.  

Something that could have affected the long-term memory of the group's 
outcome, but not accessed in this study, is tied to the experienced level of inno-
vativeness and coherency of the outcome. As the groups were recruited from 
within companies, the participants presumably knew each other—and the com-
pany’s practices—well. Therefore, it is possible that some of the groups were less 
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innovative in developing a refined common understanding on how to enhance 
customer engagement and instead, settled for describing the current processes. 
This might partially explain the implicit observations from the long-term 
memory interviews that although the tactile artefacts were not always remem-
bered, the final story was. It is known that people within organisations often ad-
here closely to established organisational processes for organisation stability, 
which can also act as a barrier to innovation. Therefore, although it can be theo-
retically argued that remembering the outcome is associated with the power of 
storytelling, visual information and joint visual attention, it would have been 
beneficial to have the participants rate the group’s outcome in terms of its inno-
vativeness to rule out the familiarity effect. However, the results suggest that per-
formance for narrative long-term memory was not as strong as for visual long-
term memory, which could indirectly indicate that the outcome was innovative. 
Another explanation relates to the recall theory of narratives, suggesting that the 
sequential memory cueing strategy may have been disrupted when participants 
were asked to recall the artefacts themselves, rather than the 'events' of the strat-
egy (Masís-Obando et al., 2022). In fact, another important factor that would have 
been beneficial to add in the questionnaire, is related to the coherency of the out-
come as research shows that recall is enhanced when separate events are inte-
grated into a coherent narrative (Cohn-Sheehy et al., 2021). Although the iterative 
working method is designed to ensure that everyone’s opinion is heard, it does 
not guarantee that all participants will rate the outcome as equally coherent, 
which could affect their ability to recall the outcome. In hindsight, adding a sub-
jective rating of innovativeness and coherency of the group’s outcome would 
have allowed a more reliable evaluation of the effect of JVA on long-term 
memory and helped rule out other, potentially influencing, factors.  

It should be also highlighted that (joint) visual attention was analysed solely 
at the space-level with the help of separate AOIs. The object-level approach could 
potentially provide more detailed data on visual attention allocation towards 
specific artefacts, allowing a more reliable analysis of whether the specific at-
tended artefacts were also remembered. However, in this study, the object-level 
analysis was not considered as crucial and applicable because the artefacts were 
also verbally referenced, activating both visuospatial and verbal working mem-
ories along with narrative structures. Consequently, the chosen space- and con-
text-level analysis for (joint) visual attention was aligned with the long-term 
memory analysis by taking into account only those visually remembered arte-
facts whose assigned meanings were also remembered.  

Finally, it must be noted that the study did not involve control groups using 
more conventional collaboration methods and aids, such as textual communica-
tion, so no explicit conclusions can be drawn about visual communication aids.  
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5.2 Implications for future research 

Future research should continue to study JVA in real-life scenarios to further 
investigate the dynamic nature of JVA and its indicators. Further validation and 
contributions are especially needed for detecting JVA events in natural 
interactions involving more than two participants. In this study, a previously 
validated time threshold of ±2 seconds (Richardsson & Dale, 2005) was applied 
to individual fixations to detect JVA, yielding a reasonable average duration of 
JVA events.3 However, no additional tests were developed or performed to find 
the most reliable time windows for detecting JVA events.  

The design language of the tactile artefacts was not assessed in this study, 
but future research could focus on studying whether certain features of the arte-
facts direct more visual attention. Hypothetically, more visually rich and com-
plex artefacts might attract more visual attention; however, they could also im-
pede the metaphorical thinking that the artefacts are intended to encourage. In 
addition, more research is needed to find a balance between providing enough 
artefacts to engage participants in JVA and avoiding an excess that could lead to 
fragmented visual attention and, consequently, diminished long-term memory. 
Examining these dynamics in various contexts and with larger, more diverse 
samples could provide deeper insights and help refine the application of JVA and 
artefacts in enhancing collaboration and long-term memory. Future studies fo-
cusing on JVA and long-term memory should also consider a more controlled 
experimental design, where the levels of stress and fatigue are assessed both dur-
ing and after the workshop.  

To explain the negative coefficient for narrative long-term memory, a more 
detailed analysis of the eye-tracking data might be needed to compare instances 
of listeners looking at the artefacts versus looking at the speakers while the speak-
ers make references to the artefacts. This highlights the role of selective attention 
in interaction, as visual attention to the speaker rather than the referenced object 
is crucial for comprehension and encoding, allowing listeners to capture non-
verbal cues such as facial expressions. The effect of JVA on enhancing memory 
has been explained through the depth of information processing, where both 
one's own visual attention and others' visual attention are processed (Kim & 
Mundy, 2012). However, applying this theory in natural face-to-face interaction 
studies needs some further refinement, as it does not account for instances when 
people are looking at each other. 

An unconventional suggestion for the experimental design, focusing on 
studying narrative long-term memory in a collaborative context, is to incorporate 
dynamic visual content or virtually animated artefacts. For instance, applying 

 
 
3 The mean JVA event duration on the joint building board was 10.3 seconds (SD = 13.4). 

The maximum physical distance between the visits during an event was 41 cm and the maximum 
JVA event duration was 110.6 seconds. The mean of the maximum distance between visits during 
a JVA event on the joint building board was 9.3 cm (SD = 5.1).  
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neuropsychological findings on narrative encoding and retrieval (Masís-Obando 
et al., 2022) suggests that if participants had moved the artefacts more frequently 
during the workshop—particularly when describing the meaning of the final 
build—it could enhance narrative retrieval by encoding those actions as ‘events’. 
An implicit finding from the long-term memory interviews supports this hypoth-
esis on motion visuals, as some participants attempted to recall the outcome by 
remembering the actions when someone placed a certain artefact on the table. 

5.3 Implications for practise 

The results of this study indicate that JVA enhances long-term visual memory of 
the group’s outcome compared to visual attention alone. It can be fairly confi-
dently stated that tactile artefacts are effective at directing JVA, provided the 
number of artefacts is carefully assessed. The direction of the results indicates 
that increasing the number of tactile artefacts decreases JVA; however, no direct 
suggestions can be made for the optimal number of artefacts to enhance JVA, 
collaboration quality and long-term memory.  

Since the results do not support the hypothesis that JVA enhances the nar-
rative long-term memory of the group’s outcome, adding visual communication 
aids in strategy work must be carefully evaluated before its implementation. 
Some implicit observations from the long-term memory interviews indicate that 
remembering the individual artefacts and their assigned meanings was not nec-
essary for successfully recalling the meaning of the final build. Conversely, suc-
cessfully recalling the artefacts did not ensure the successful recall of the final 
build's meaning. In practice, if the visual information provided for collaboration 
is crucial to remember, directing JVA towards it is recommended. However, if 
the visual information is only meant to support the collaborative strategy work, 
the results suggest that the amount of visual attention or JVA is not essential for 
successfully retrieving the strategy. Although the optimal type of visual infor-
mation to support strategy work remains unresolved and was not covered in this 
study, tactile artefacts as adaptable and movable visuals appear to be a promising 
solution. 
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The aim of this study was to investigate if and how (joint) visual attention in a 
collaborative face-to-face interaction enhances long-term memory of the group’s 
outcome. To accurately study the occurrences of (joint) visual attention and its 
effect on long-term memory, the experimental design was built upon tactile 
artefacts and eye-tracking methodology. Directing (joint) visual attention 
towards tactile artefacts and using them to build a common understanding was 
assumed to facilitate information encoding by activating visuospatial working 
memory, and creating a set anchor points for retrieving the outcome in a 
narrative format. Previous research has found that JVA during a collaborative 
context supports learning (Schneider & Pea, 2013) and enhances collaboration 
(Schneider et al., 2018, Schneider & Bryant, 2022). However, the effect of JVA on 
long-term memory has received less attention, despite subsequent evidence that 
JVA enhances visual working memory (Gregory & Jackson, 2019, Gregory & 
Jackson, 2017, Gregory & Kessler, 2022). The study and its methodology were 
seen as valuable contributions to the research field of JVA, which is still trying to 
validate the laboratory findings of JVA effects in real-life scenarios (Caruana et 
al., 2017). Additionally, the practical motivation of this study was to explore the 
role of visual information in improving strategy work and collaboration quality.  

A total of eight groups participated in the study, which employed a nested 
design where the groups of three to four people took part in a facilitated work-
shop focused on enhancing customer engagement. All groups collaborated using 
tactile artifacts and were encouraged to incorporate storytelling practices in de-
scribing the jointly built strategy. The results of this study do not show a clear 
effect of JVA on either improving the visual long-term memory of the tactile ar-
tefacts themselves or on the narrative long-term memory related to the meaning 
of selected artefacts and to the commonly built strategy on enhancing customer 
engagement. However, the dynamic analysis of JVA by detecting the initiators of 
JVA revealed that visual long-term memory increases the odds of initiating JVA. 
This finding is consistent with previous research, which has found that initiating 
JVA enhances recognition memory of pictures compared to responding to JVA 
(Kim & Mundy, 2012). The results of this study indicate that initiating JVA 

6 CONCLUSION 
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enhances visual long-term memory even in the free recall condition, as the data 
was analysed exclusively from this condition and still showed an effect.  

An additional key insight of this study is related to the number of fixations, 
which increase the odds of JVA and initiating JVA. In contrast, longer visit dura-
tions decrease the odds of both. This finding could be explained by the fact that 
successful social communication demands continuous reading and adaptation to 
social cues, such as eye gaze, which is harder to accomplish with longer visit du-
rations and fewer number of fixations.  

Another noteworthy observation is the effect of gender, as females seem to 
have higher odds of both JVA and initiating JVA. This conforms to existing re-
search indicating that females have an advantage in judging nonverbal cues (Hall, 
1978), which is also a prerequisite for JVA (Bayliss et al., 2005). However, this 
finding must be interpreted with caution, considering the relatively small sample 
size of this result (N = 7).   

Therefore, although the early eye-mind hypothesis states that longer aver-
age fixation duration equals deeper processing, this relationship does not seem 
to hold true with longer visit durations and long-term memory within a collabo-
rative context. Additionally, although the dual coding theory suggests that tactile 
artefacts and storytelling could enhance long-term memory independently of 
their use in JVA, the results of this study indicate that JVA provides a stronger 
enhancement of visual long-term memory compared to visual attention alone. 
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APPENDIX 1  

Structured long-term memory interview (in English)  
 

1. In the workshop, your task was to build a common understanding to the 
topic by utilizing objects. As a result of the workshop, a meaningful final 
build composed of objects was created. 

2. What do you remember about your own contribution to the workshop’s 
outcome (the final build)? We kindly ask you to share only your memories 
related to the final version of the build. 

a. Which objects in the final build were chosen by you? 
b. What meanings did you assign to your own objects? 
c. What meanings did you assign to the objects chosen by other par-

ticipants? 
3. What do you remember about the contributions of other participants to 

the workshop’s outcome (the final build?) We kindly ask you to share only 
your memories related to the final version of the build. 

a. Which objects did other participants choose for the final build? 
b. What meanings did other participants assign to the objects in the 

final build? 
4. Please describe the final build and its associated story as accurately as pos-

sible in your own words. 
 
Strukturoitu jälkihaastattelu (Suomeksi) 

1. Työpajassa tehtävänne oli objekteja hyödyntämällä rakentaa yhteisym-
märrys käsiteltävään aiheeseen. Työpajan lopputuloksena syntyi objek-
teista koottu merkityksellinen rakennelma. 

2. Mitä muistat omasta osuudestasi rakennelman (objekteista tehty koko-
naisuus) lopputulokseen? Pyydämme kertomaan vain rakennelman lo-
pulliseen versioon liittyvät muistosi.  

a. Mitkä lopullisen rakennelman objektit olivat sinun valitsemia?  
b. Mitä merkityksiä annoit omille objekteille?  
c. Mitä merkityksiä annoit muiden osallistujien valitsemille objek-

teille? 
3. Mitä muistat muiden osallistujien osuudesta rakennelman (objekteista 

tehty kokonaisuus) lopputulokseen? Pyydämme kertomaan vain raken-
nelman lopulliseen versioon liittyvät muistosi. 

a. Mitä objekteja muut osallistujat valitsivat lopputulokseen?  
b. Mitä merkityksiä muut osallistujat antoivat lopullisen rakennel-

man objekteille? 
4. Kuvaile vielä lopullista rakennelmaa ja siihen liittyvää tarinaa mahdolli-

simman tarkasti omin sanoin. 
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APPENDIX 2 

Visual inspections of the model on initiating JVA and visual long-term memory. 
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