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1  |  INTRODUC TION

Measurements of percent cover are typical in many ecological 
studies of plant communities, macroalgae, or sessile animals. By 
their nature, for example, limited seed dispersal, tendency for 

clumping and lack of self-locomotion, the notion of ‘individual’ 
may not always be meaningful or easy to determine regarding 
such organisms. In such cases, it is often sensible to use the per-
centage covered (of a given study area) by species as its measure 
of abundance, rather than counts or simple presence/absence. 
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Abstract
1.	 Joint species distribution models (JSDMs) have gained considerable traction 

among ecologists over the past decade, due to their capacity to answer a wide 
range of questions at both the species- and the community-level. The family of 
generalised linear latent variable models in particular has proven popular for 
building JSDMs, being able to handle many response types including presence-
absence data, biomass, overdispersed and/or zero-inflated counts.

2.	 We extend latent variable models to handle percent cover response variables, 
with vegetation, sessile invertebrate and macroalgal cover data representing the 
prime examples of such data arising in community ecology.

3.	 Sparsity is a commonly encountered challenge with percent cover data. Responses 
are typically recorded as percentages covered per plot, though some species may 
be completely absent or present, that is, have 0% or 100% cover, respectively, 
rendering the use of beta distribution inadequate.

4.	 We propose two JSDMs suitable for percent cover data, namely a hurdle beta 
model and an ordered beta model. We compare the two proposed approaches 
to a beta distribution for shifted responses, transformed presence-absence data 
and an ordinal model for percent cover classes. Results demonstrate the hurdle 
beta JSDM was generally the most accurate at retrieving the latent variables and 
predicting ecological percent cover data.

K E Y W O R D S
beta regression, community-level modelling, latent variable model, ordination, percent cover 
data, zero-inflation

www.wileyonlinelibrary.com/journal/mee3
mailto:
https://orcid.org/0000-0003-2650-3645
https://orcid.org/0000-0003-0765-3533
https://orcid.org/0000-0002-7992-2598
https://orcid.org/0000-0001-9470-7258
https://orcid.org/0000-0003-2263-3880
http://creativecommons.org/licenses/by/4.0/
mailto:pekka.o.korhonen@jyu.fi


2  |    KORHONEN et al.

For instance, data on percent cover at a given study site are typi-
cally collected by taking measurements on multiple plots or along 
line transects. These measurement can vary a lot in manner: per-
cent cover may be determined visually by practitioners, possibly 
through aggregation of standardised subplots, or through pin-
point methods, that is, by placing a given amount of pins randomly 
across the study area and recording the proportion of ‘hits’ for 
each species part of the study (Damgaard et  al.,  2020). Instead 
of representing cover as a percentage, cover data may also (clas-
sically) be represented as ordered classes, for example, using the 
Braun-Blanquet  (1932) or Daubenmire  (1959) scale. Finally, with 
improving technologies, automated percentage cover data col-
lection procedures based on high-resolution images (say) are ex-
pected to increase in the future. For a comprehensive review of 
methods to measure vegetation cover data, we refer the reader to 
Damgaard and Irvine (2019). In this article, we focus on the anal-
ysis of percent cover data where species are allowed to overlap 
each other, that is, the sum covered by all species in a plot can 
exceed 100%.

For percent cover data, regression assuming a beta distribu-
tion offers a natural starting choice for modelling. For cover class 
data, a reasonable default would be the cumulative logit model 
(also known as proportional odds model, McCullagh, 1980). On the 
other hand, proper analysis of cover data is often hindered by high 
percentages of observations recorded to be zero that is, the re-
sponses are sparse. This causes issues particularly with models for 
continuous data, such as the beta or Dirichlet regression, which are 
unable to accommodate zero responses altogether. If the amount 
of zeros is relatively low, or if instead of being structural the zeros 
are the result of inadequate sampling, one can replace them with 
some small values or via imputation. However, when the zeros 
are structural, that is related to the actual underlying ecological 
process in question, hurdle models should instead be considered. 
Distinguishing between structural and sampling zeros is a hard 
problem overall, and, especially with percent cover data, is heav-
ily influenced by the method of data collection. For instance, the 
pin-point method, although more objective in general than visual 
assessment, commonly underestimates or misses completely the 
covers of small or rare species (Bråkenhielm & Qinghong, 1995). 
We refer the reader to Blasco-Moreno et al. (2019) and references 
therein for a more detailed discussion about the differences be-
tween structural zeros and sampling zeros, noting that to properly 
diagnose between structural or sampling zeros, it is often crucial 
to consult an expert knowledgeable regarding the types of species 
and/or environments in question. As a related topic, one might 
also consider multispecies occupancy models, which extend ideas 
from mark-recapture methods into modelling of ecological com-
munities, to account for imperfect detection of species (e.g. Rota 
et al., 2016; Tobler et al., 2019; Warton et al., 2016).

In this paper, we investigate the analysis of percent cover data 
in the context of joint species distribution modelling (JSDM; Hui 
et  al.,  2023; Ovaskainen & Abrego,  2020; Pollock et  al.,  2014; 
Warton et al., 2015). JSDMs are a powerful approach to analyse 

various types of community composition data, providing research-
ers with a general framework to draw inferences about, for 
example, co-occurrence patterns between different species, com-
munity covariation and its attribution to environmental filtering 
versus possible biotic interactions, and model-based ordinations 
on species assemblages. There is a suite of statistical software 
available for fitting (various flavours of) JSDMs, for example, the R-
packages boral (Hui, 2016), Hmsc (Tikhonov, Opedal, et al., 2020), 
gllvm (Niku, Hui, et  al.,  2019) and VAST (Thorson,  2019). All of 
these adopt generalised linear latent variable models (GLLVMs; 
Skrondal & Rabe-Hesketh,  2004) as the basis for fitting JSDMs, 
using either Bayesian Markov chain Monte Carlo (MCMC) or ap-
proximate likelihood-based methods for estimation and inference. 
This article focuses on the latter, particularly following in the vein 
of the gllvm R-package (Niku, Hui, et  al.,  2019) which combines 
variational approximations (see Korhonen et al., 2023, and refer-
ences therein) with automatic differentiation techniques from the 
TMB R-package (Kristensen et al., 2016) to facilitate computation-
ally efficient and scalable estimation. The comparative strengths 
of the gllvm package include fast estimation and ease of use, with 
the interface and the diagnostic tools made available having been 
designed for practitioners who are used to working with the (gen-
eralised) linear modelling environment in base R, that is, the func-
tions lm() and glm(). By contrast, MCMC-based estimation, such 
as that implemented in the boral and Hmsc packages, tends to be 
very slow for JSDMs and convergence of the Markov chains can 
be difficult to diagnose for users not familiar with Bayesian meth-
odology. On the other hand, both Hmsc and VAST are currently 
more flexible in incorporating complex dependency structures in 
the modelling such as spatio-temporal correlations.

Although a flexible framework by design, research and readily 
available implementations of JSDMs/GLLVMs for percent cover data 
specifically have been relatively lacking. Exceptions to this are the 
works of Damgaard et al. (2020), who proposed a method for model-
based ordination of pin-point cover data utilising a re-parameterised 
Dirichlet-multinomial distribution. This is appropriate for data that, 
instead of percentages, includes the counts of the ‘hits’ of the pins. 
As such, their model is unable to account for structural zeros. More 
recently, Kettunen et  al.  (2023) introduce a similar type of model 
with a more general structure, letting some subsets of species to be 
in direct competition for space, meaning they cannot overlap one 
another, while simultaneously allowing it for others. In this article, 
we consider JSDMs for percent cover setting with a focus on model-
based ordination.

For visualising community composition data, ordination plots 
display observational units according to their scores on a small 
set of latent axes, such that units closer to each other in the or-
dination can be deemed to be more similar in species composi-
tion or relative abundance (van der Veen et  al.,  2021; Warton 
et al., 2015). Ordination plots have long been used by ecologists 
to analyse cover data, and particularly Braun-Blanquet cover 
class data, as seen, for example, in Islebe and Velázquez  (1994), 
Cilliers and Bredenkamp  (2000) and Härdtle et al.  (2005). While 
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traditional ordination methods are algorithmic and based on 
distance measures (e.g. non-metric multidimensional scaling or 
NMDS; Kruskal,  1964a, 1964b), model-based approaches to or-
dination have surged in popularity over the past decade due their 
capacity to (also) incorporate environmental covariates, complex 
dependence structures, and species' traits and phylogeny infor-
mation (e.g. Popovic et al., 2022; van der Veen et al., 2021, 2023). 
Compared to some earlier approaches to modelling cover data 
(see, e.g. Herpigny & Gosselin, 2015, and the included references), 
on top of offering effect and uncertainty quantification, model-
based ordination is able to bridge the gap between the familiar 
(ordination) and more sophisticated tools (statistical models) for 
practising ecologists.

The remainder of this article is structured as follows. We begin 
by introducing GLLVMs as a method for analysing multivariate 
percent cover data with exact zeros, and possibly exact ones. 
Afterward, we briefly review existing approaches for modelling 
multivariate percent cover data, starting with a GLLVM assuming 
a beta distribution in combination with a common transformation 
used for exact zeros and ones (Smithson & Verkuilen, 2006). We 
then propose a new three-part hurdle model extension of the 
beta GLLVM, extending the work of Ospina and Ferrari (2012); Liu 
and Kong (2015) to the case of multiple correlated responses. We 
also review the cumulative logit GLLVM for ordinal (cover class), 
responses and propose a model inspired by the recent work of 
Kubinec  (2023) on the ordered beta distribution. Note, that the 
methods proposed in this article are aimed towards handling 
structural zeros, rather than zeros resulting from insufficient sam-
pling or detection. We perform a series of numerical comparisons 
between the various JSDMs using both simulated artificial cover 
data, and by making predictions based on real-world cover data. 
For the former, we are particularly interested in the different mod-
els' ability to accurately recover the latent variables under model 
misspecification and increasing rate of zeros. Correct retrieval of 
latent variable scores is an important aspect of a model's perfor-
mance, due to their part in the resulting model-based ordination. 
The comparison also includes the popular algorithmic alternative 
NMDS for distance-based ordination. For predictive comparisons 
with real-world cover data, we split the datasets into training and 
test sets, and use various metrics to assess point prediction and 
classification performance. Special consideration is paid to the ef-
fect of the sparsity (or equivalently, recorded prevalence) of the 
species on predictive performance. We conclude the article with 
some general remarks and discussion on the results and ideas for 
future studies.

2  |  GLLVMs FOR PERCENT COVER DATA

Cover data in ecology typically comprise records for the propor-
tion of a plot that species, for example, plants or other sessile or-
ganisms, occupy. Denote the coverage of species j in sample i  as Yij 
for i = 1, … , n, j = 1, … ,m, where Yij belongs in the closed-interval 

[
0, 1

]
 . Statistical modelling of proportion data that includes zeros 

and/or ones is challenging in general, though a variety of models 
have been proposed in the literature for univariate responses, that 
is, single species; hurdle beta model that allow for exactly zeros or 
one as responses was introduced in Ospina and Ferrari (2012), and 
ordered beta model was proposed recently by Kubinec (2023). Here 
we propose a number of extensions for these regression models to 
the setting of joint species distribution modelling, using GLLVMs, for 
multivariate percent cover responses.

In GLLVMs, we consider regressing the mean of each re-
sponse �ij = E

(
Yij
)
 against a vector of d ≪ m latent vari-

ables, ui =
(
ui1, … , uid

)⊤ , along with the q-vector of covariates 
xi =

(
xi1, … , xiq

)⊤ as follows

where g( ⋅ ) is a known link function, the vectors � j =
(
𝛽 j1, … , 𝛽 jq

)⊤ 
and � j =

(
𝛾 j1, … , 𝛾 jd

)⊤ denote species-specific regression coeffi-
cients and loadings, respectively, �0j denote species-specific inter-
cepts, and �i denote (optional) row effects. The latent variables ui 
can be considered as ordination scores that capture the correla-
tion across species after accounting for observed covariates xi. 
These are typically assumed to follow a d-dimensional standard 
normal distribution, ui

i.i.d
∼ 

(
0, Id

)
.

As mentioned above, the latent variables ui can be used 
for ordination, and most commonly when d = 2 (van der Veen 
et  al.,  2023). Ordination methods construct a low-dimensional 
presentation of the high-dimensional matrix of responses. As an 
example, Figure 1 presents a model-based unconstrained ordina-
tion based on two new forms of GLLVMs we propose for percent 
cover data, and fitted to a vascular plant dataset from 151 peat-
land sites across Finland; see the study on prediction capabilities 
later on for further details. The vegetation cover data is extremely 
sparse with a large proportion of covers recorded to be exactly 
zero. When the sites are coloured according to peatland type, we 
see clear clusters forming accordingly: this showcases the ability 
of the (our proposed) GLLVMs for multivariate percent cover data 
to account for unobserved characteristics of the data when per-
forming model-based ordination.

Yet another important application of JSDMs to ecological data is 
to be able to inspect species associations. With GLLVMs, this can be 
done through the residual covariance matrix ⟹ = ⟳⟳⊤, where ⟳ is 
the m × d matrix with the loadings � j set as columns. Pairs of species 
with high (negative) covariance are strongly (negatively) associated 
with each other among the environments present in the study (see 
for instance Astarloa et al., 2019; Pollock et al., 2014). For a general 
review on (other) applications of GLLVMs in ecology, including appli-
cations and potential inference tools, available computational tools, 
and similarities to mixed models, we refer to Warton et al. (2015) and 
Ovaskainen and Abrego (2020). For a practically oriented introduc-
tion to using GLLVMs on ecological data, we can also recommend 
the original software articles relating to the popular R packages as 
a great starting point, for example, Hui  (2016) on boral; Niku, Hui, 
et al. (2019) on gllvm; or Tikhonov, Opedal, et al. (2020) on Hmsc.

(1)g
(
𝜇ij

)
= 𝜂ij = 𝛼i + 𝛽0j + x

⊤

i
� j + u

⊤

i
� j ,
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3  |  MODEL S

3.1  |  Beta GLLVM

A popular, starting approach for modelling ecological percent cover 
data is to use a beta distribution defined for a bounded continuous 
interval. That is, assume Yij ∈ (0, 1), meaning it can take any value be-
tween but can not exactly be equal to zero or one. Then we assume a 
beta distribution Yij ∼ Beta

(
�ij,�j

)
 with mean �ij and species-specific 

precision parameter 𝜙j > 0. The probability density function of Yij is 
given by

For a GLLVM, we can relate �ij to the covariates and latent variables 
using Equation (1), where g(�) = log(�∕(1 − �)) is most commonly set 
to a logit link function.

As the beta distribution cannot account for zeros (or ones), a 
common solution is to apply a transformation that shifts the re-
sponses slightly away from the bounds. One popular transforma-
tion come from Smithson and Verkuilen  (2006), who suggested 

replacing Yij by Y∗
ij
=
(
Yij(N − 1) + 0.5

)
∕N and then modelling Y∗

ij
 

using Equation  (2). Although such a beta GLLVM on transformed 
responses is simple to fit and produces credible results when the 
number of recorded zeros and ones is small, an obvious drawback 
is that the exact zero and one responses can carry important infor-
mation which may be lost in the process of the transformation. Put 
another way, it may be ecologically more reasonable to model the 
zeros and ones separately rather than through a single continuous 
distribution. From a statistical perspective, particularly with lots 
of recorded zeros/ones, the responses are pushed up against the 
boundary and applying beta GLLVMs on transformed responses 
does not actually address this issue (see O'Hara & Kotze,  2010; 
Warton, 2018, on the analogous issue of using log transformations 
for count data).

3.2  |  Hurdle beta GLLVM

A less heuristic approach to account for recorded zeros and ones 
in percent cover data is to explicitly model their respective prob-
abilities of arising, and doing so separately from values in between 
zero and one. For instance, in the broader context of modelling 

(2)

fbeta
(
Yij;�ij,�j

)
=

Γ
(
�j

)

Γ
(
�ij�j

)
Γ
(
�j

(
1 − �ij

))Y�ij�j−1

ij

(
1−Yij

)�j(1−�ij)−1.

F I G U R E  1  Model-based unconstrained ordination plots based on (a) ordered beta, and (b) hurdle beta generalised linear latent variable 
models (GLLVMs) fitted to the vascular plant cover dataset. Sites are coloured according to their peatland type. These clear clusters in the 
latent variable scores would dissipate if the peatland type was included in the GLLVM as a covariate.

(a) (b)
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semi-continuous responses where exact zeros can arise, for exam-
ple, biomass, we can consider a model with two distinct parts:

where � controls the probability of a zero occurring and p(y) denotes 
some generic distribution that can only generate positive values. The 
above can be extended to more than two parts, and falls under a class 
of models generally called the hurdle models (Cragg, 1971).

As an aside, note another commonly used approach to dealing 
with excess amount of zeros in ecological modelling is zero-inflated 
regression (e.g. Martin et al., 2005; Wenger & Freeman, 2008). Zero-
inflation is most often associated with models for count data and re-
fers to a sort of mixture model consisting of the base model together 
with a process that generates additional zeros.

We propose a new hurdle beta GLLVM that accommodates both 
recorded zeros and ones in multivariate percent cover data. The pro-
posed approach builds on the ideas of Ospina and Ferrari (2012); Liu 
and Kong  (2015) and Kubinec  (2023) and is comprised of the fol-
lowing three-part beta-distribution-based approach to modelling Yij:

Analogous to Equation (1), we use a link function to connect the parame-
ters �ij, �0

ij
 and �1

ij
 to covariates and latent variables. That is, for the zero- 

and one-parts, respectively, we use g
(
𝜇0
ij

)
= 𝜂0

ij
= 𝛽0

0j
+ x⊤

i
𝛽0
j
+ u⊤

i
𝛾0
j
 , 

and g
(
𝜇1
ij

)
= 𝜂1

ij
= 𝛽1

0j
+ x⊤

i
𝛽1
j
+ u⊤

i
𝛾1
j
, and g( ⋅ ) is set to the logit link 

function. The quantity fbeta(Y ;�,�) is defined as per Equation (2).
It is not hard to see the hurdle beta GLLVM works by simultane-

ously modelling the absences (zeros), full coverage (ones), and percent 
covers between this. The three linear predictors �0

ij
, �1

ij
 and �ij need not 

contain the same set of environmental covariates xi (or even the same 
latent variables ui). For example, if the data contain a moderate to high 
rate of zeros but only relatively few ones, then we may choose to use a 
simple structure for �1

ij
 including the intercept and latent variables only. 

Also, expert knowledge may inform that a certain covariate is known 
to have an effect on percent covers of all species present, but does not 
influence the actual likelihood of presence. Then it might be sensible 
to leave such as covariate out of �0

ij
 while keeping it in �ij. This degree 

of flexibility is a key strength of the hurdle beta GLLVM. For ease of 
presentation though, and for focusing on the case of producing a single 
model-based ordination, we have set up the model such that the same 
xi's and ui's occur in all three linear predictors.

3.3  |  Cumulative logit GLLVM

The cumulative logit regression or proportional odds model 
(McCullagh,  1980) is a popular approach for analysing ordered 

categorical, that is, ordinal, responses. In community ecology, it finds 
its use in analysing cover class datasets where, instead of cover per-
centages or counts of specimens, the responses instead comprise la-
bels indicating the class each species is sorted into. Two well-known 
examples of vegetation cover classification systems are given by 
Braun-Blanquet (1932) and Daubenmire (1959).

For each species j, assume a classification scheme consisting of 
levels labelled from 1 to Kj, ordered from low (or zero) coverage to 
high (or full) coverage. Then a cumulative logit GLLVM is character-
ised by the following distribution for the responses:

where g
(
�k
ij

)
= c

(j)

k
− �ij with g( ⋅ ) set to the logit link, 𝜂ij = x⊤

i
� j + u⊤

i
� j 

where the species-specific intercept is omitted for reasons of parame-
ter identifiability, and c(j)

1
< c

(j)

2
< ⋯ < c

(j)

Kj−1
 are a set of cutoff param-

eters specific to the species j = 1, … ,m. To ensure the model can be 
fitted, for every species j = 1, … ,m the data must include at least one 
observation in each of the corresponding Kj levels. Note for interpre-
tation, it may make more sense to use a common set of cutoffs for all 
species that is one set of parameters c1 < ⋯ < cK−1 and reintroduce 
�0j, for example, if a common cover class system is used. On the other 
hand, while using species-common cutoffs may (also) ease fitting of the 
cumulative logit GLLVM, it offers less flexibility than allowing species-
specific cutoffs as in Equation (4); it is our recommendation for prac-
titioners to carefully consider the classification systems employed for 
each species during the data collection process before deciding which 
particular version of the model to adopt.

3.4  |  Ordered beta GLLVM

We propose an extension of the cumulative logit GLLVM, called the 
ordered beta GLLVM to handle percent cover data that includes re-
cords of exact zeros and ones. The proposed approach is based on 
the idea of an ordered beta distribution by Kubinec  (2023), which 
formulates a conditional cumulative logit process for responses be-
longing in one of the classes {{0}, (0, 1), {1}} that is, zeros, between 
zero and one, or ones. Conditional on being in the second class, the 
percent cover is then represented by a beta distribution. In doing 
so, the ordered beta GLLVM greatly reduces the total amount of pa-
rameters to be estimated compared with the hurdle beta GLLVM in 
Equation (3). This may prove advantageous in situations where the 
latter tends to overfit or there is not enough information in the mul-
tivariate percent cover data to adequately model the probability of 
zeros and ones separately.

We now formulate the ordered beta GLLVM in more detail. For 
species j = 1, … ,m, let zij denote an underlying continuous variable, 
and define two cutoff parameters 𝜁 j0 < 𝜁 j1 such that Yij = 0 occurs 
when zij < 𝜁 j0, Yij = 1 occurs when zij > 𝜁 j1, and Yij ∈ (0, 1) occurs 

ℙ(Y = y) =

⎛⎜⎜⎝
𝜌, if y=0,

(1−𝜌) ⋅p(y), if y>0,
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6  |    KORHONEN et al.

when 𝜁 j0 < zij < 𝜁 j1. Conditional on Yij ∈ (0, 1), the response variable 
follows a beta distribution Yij as per Equation (2). By assuming zij fol-
lows a logistic distribution, then marginalising over zij we obtain the 
following distribution for the percent cover responses that charac-
terises the ordered beta GLLVM,

where g
(
�k
ij

)
= �

(j)

k
− �ij and g( ⋅ ) the logit link as in cumulative 

logit GLLVM, and 𝜂ij = 𝛽0j + x⊤
i
� j + u⊤

i
� j The ordered beta GLLVM 

looks somewhat similar to the case of a cumulative logit GLLVM in 
Equation  (4) with three classes, except the middle class is coupled 
with a standard beta regression model as in Equation (2). Here, only 
one linear predictor is needed to model all parts of the data, and con-
nects all three possible ‘states’ of the response (either it is recorded 
as exactly zero, or between zero and one, or exactly one). One can 
further interpret the model, and the corresponding underlying eco-
logical process, through the notion of censoring: imagine that the 
underlying continuous variable (modelled here as a function of �ij)  
captures both the relevant ecological factors for the likelihood of 
presence, and for the cover of species j at site i . Then, the cutoff pa-
rameter � j0 serves as a threshold that �ij needs to surpass in order for 
the odds to be in favour of species j populating site i . If �ij exceeds � j1,  
the odds favour species j to cover the whole of site i .

By connecting the likelihood of presence and the magnitude of 
cover through a single linear predictor �ij, the ordered beta GLLVM 
thus arguably presents a more ‘continuous’ data-generating process, 
in contrast to the hurdle beta GLLVM which effectively separates 
the three types of classes {{0}, (0, 1), {1}} into distinct parts. Put an-
other way, the hurdle beta model reflects an assumption that the 
presence and the cover of a species may be driven by almost com-
pletely independent ecological processes, which may not be realistic 
for the data at hand. Indeed, Kubinec  (2023) argues that with the 
hurdle beta model, it is possible for a set of environmental covariates 
to simultaneously have an increasing effect on both the probability 
of observing zeros and the probability of observing ones, which is 
usually not expected ecologically. On the other hand, in situations 
where the data does carry enough information about the distinct 
the ecological processes generating the zeros, ones or percent cover 
continuous responses, the hurdle beta GLLVM is expected to per-
form similar to or better than its ordered beta counterpart.

4  |  MODEL FIT TING AND VALIDATION

When working with non-continuous responses and a non-identity 
link function/s, GLLVMs can be estimated using approximate 
likelihood-based methods, with the need for approximation arising 
since the latent variables cannot be integrated out analytically. One 
class of approaches that has garnered a lot of attention recently is 

variational approximations for GLLVMs, which have shown to be an 
attractive choice over alternatives such as Laplace approximation or 
quadrature rules (Korhonen et al., 2023); see also the recent quasi-
likelihood approach of Kidzinski et al. (2022). For the particular mod-
els studied in this article, we use the class of extended variational 
approximations (EVA) described in Korhonen et  al.  (2023), which 
allows efficient approximate likelihood-based fitting and inference 
even when tractable, closed-form expressions cannot be imme-
diately obtained. We also coded every model in a similar manner, 
utilising TMB (Kristensen et al., 2016) for its fast implementation of 
automatic differentiation, so as to ensure any comparisons we make 
are not confounded by differences in estimation and inferential 
methods.

Turning to inference briefly, model selection with GLLVMs can 
be performed using information criteria, such as Akaike information 
criterion (AIC, e.g. Burnham & Anderson, 2002). AIC can be (also) 
used, for example, for determining a suitable number d for the di-
mension of the latent variables in the model, although other model 
selection approaches such as regularisation are possible here (Hui 
et al., 2018) With smaller total response matrix sizes nm, it is advis-
able to use BIC (Bayesian information criterion) instead; otherwise, 
over-parameterised models could get chosen almost unilaterally; see 
also Tredennick et al. (2021) for a general work on the topic of model 
selection in ecology. Finally, assessing the suitability of a GLLVM fit 
and associated assumptions for the multivariate percent cover data 
at hand can be conducted in a manner similar to that of ordinary 
linear models, that is, by visual inspection of residual plots. Outside 
of normal responses, randomised quantile or Dunn-Smyth residuals 
(Dunn & Smyth, 1996) are commonly used with GLLVMs. Predictive 
accuracy of an estimated GLLVM can be assessed by comparing new 
set of responses that is, hold-out data to the corresponding values 
predicted by the model; see Kidzinski et al. (2022) and the later sec-
tion on comparing predictions for examples of this.

5  |  NUMERIC AL STUDY

5.1  |  Simulation design

With a focus on model-based ordination, we used two simulation 
setups to compare the Procrustes error between the predicted 
and true latent variables under increasing degrees of sparsity for 
multivariate percent cover data. Briefly, the Procrustes error can 
be thought of as the mean squared error of two matrices after ac-
counting for differences in scale and rotation (Oksanen et al., 2018). 
We compared latent variables obtained from three different beta-
distribution-based GLLVMs (shifted, ordered, hurdle), the cumu-
lative logit model GLLVM on ordinally classified responses, and a 
Bernoulli logit GLLVM on presence-absence transformed responses 
(i.e. the percent cover was converted to zeros and ones). We also 
included non-metric multidimensional scaling (NMDS) with either 
the Bray-Curtis or Jaccard dissimilarity measures, as an algorithmic 
distance-based alternative to ordination.

(5)P
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ij
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    |  7KORHONEN et al.

The first and second simulation setups used the ordered beta 
GLLVM and the hurdle beta GLLVM, respectively, as the true 
data-generating processes. In both of these cases, we simulated 
1500 multivariate percent cover datasets of [0,1]-responses with 
n = 180 (units) and m = 240 (species). We considered the mean 
proportion of zero observations across the m species to be varying 
as p = 10% , 20% , … , 90%, while the proportion of ones was kept 
constant at 5%. When fitting the cumulative logit GLLVM, we as-
sumed common cutoff parameters for all species and converted the 
simulated percent cover responses to class numbers in accordance 
with the Daubenmire system. For simplicity, both simulation setups 
featured no predictor variables, with the species-specific intercepts 
�0j drawn from a uniform distribution  (−1, 1), the elements of the 
loading vectors � j drawn independently from  (−2, 2), and the latent 
variables ui drawn from 

(
0, I2

)
. When simulating from the hurdle 

beta GLLVM, the additional loadings �0
j
 and �1

j
 were also drawn from 

 (−2, 2), while the cutoff parameters � (j)
k

 and additional intercepts (
�0
0j
, �1

0j

)
 in the true ordered and hurdle beta GLLVMs, respectively, 

were chosen to best fulfil the desired proportions of zeros and ones 
as discussed above.

5.2  |  Results of numerical study

Results for the Procrustes error are shown in Figure  2, noting 
that NMDS with Jaccard dissimilary metric was omitted due to 
it performing almost identically to the Bray–Curtis dissimilarity. 
Overall, NMDS consistently performed the worse at recovering 
the true latent variables values. Of the model-based approaches, 
the simple beta GLLVM with transformed responses struggled 
the most especially when the mean proportion of zeros was quite 
high and the data-generating model was hurdle beta GLLVM 
(Figure  2b). Unsurprisingly, the performance of the Bernoulli 
model shows improvement as the simulated responses start to re-
semble presence-absence data more, that is, as the sparsity level 
increases. Note the adverse effects of presence-absence trans-
formation of cover responses in terms of information loss have 
been studied, for example, in Van der Maarel (1979), and we would 
only advocate for the Bernoulli model in scenarios where the data 
is extremely sparse and the models based on modifications of the 
beta distribution run into convergence issues even with simplified 
model structures.

Generally, the hurdle beta GLLVM performed best across both 
scenarios, which was to be expected given it is more flexible than 
the ordered beta GLLVM and was the true model in the second sim-
ulation setup. The second setup also highlights the important differ-
ences between the ordered beta and hurdle models when it comes 
to the assumptions made about data generation; when the zero part 
of the data is generated through a process distinct from the con-
tinuous part, around the halfway mark that is, 50%–60% zeros, the 
ordered beta starts to deviate more and more from the ‘baseline’ 
model (hurdle), falling behind the Bernoulli and the cumulative logit 
models towards the end.

Finally, the cumulative logit GLLVM performed only slightly 
worse than its ordered and hurdle beta counterparts across the 
board in the first setup (Figure 2a) but was noticeably worse than 
these two models in the second scenario when the data was dense, 
that is, the mean proportion of zero responses was low (Figure 2b). 
Such a result however can be attributed more to the behaviour of 
the ordered and hurdle beta GLLVMs themselves: when the multi-
variate percent cover data was relatively dense, these two models 
outperform the cumulative logit GLLVM since converting such data 
to cover classes results in a non-negligible loss of information in the 
responses. However as the data became more sparse (and discrete) 
the performance of the ordered and hurdle beta GLLVMs starts to 
deteriorate while cumulative logit GLLVM continues to perform sim-
ilarly (since in this case converting to cover classes does not lose as 
much information).

6  |  APPLIC ATION AND COMPARISON OF 
PREDIC TIVE PERFORMANCES

6.1  |  Data and setup

We compared the out-of-sample predictive capabilities of the 
three beta-distribution-based GLLVMs on four real multivari-
ate percent cover data sets, utilising hold-out set splits. The first 
two datsets originate from the Santa Barbara Coastal Long Term 
Ecological Research (SBC LTER; Reed & Miller, 2023) site, where 
cover percentages of more than 150 sessile invertebrates and 
macroalgae taxa were recorded between years 2000 and 2020, 
along 40 m × 2 m permanent transects at 11 kelp forest sites 
across coastal Southern California, including two sites situated 
on islands. The number of transects differed among sites, varying 
between two and eight with a total of 44, while the two datasets 
were defined separately for algae and invertebrates. About half of 
the taxa corresponding to extremely rare species were removed 
prior to analysis. When fitting the various GLLVMs, we set the la-
tent variables to be at the transect level, leading to a total of n = 44 
two-dimensional latent variables scores to estimate. Each model 
was fitted to data recorded from 2000 to 2017, with years 2018–
2020 held out to assess predictive performance. The two datasets 
also included two key environmental covariates: rockiness of the 
seabed, and the number of stripes of giant kelp. These were used 
together with year as covariates in xi.

The second pair of datasets come from a Finnish longitudi-
nal study on effects of peatland restoration, comprising over 250 
species of vascular plants and mosses collected on 151 sites across 
Finland between years 2006 and 2022 (Elo et  al.,  2016). Within 
each site, the percent cover of each species was measured on 10 
placed plots of size 1m2. Utilising a balanced study design, the sites 
varied evenly on a number of key environmental factors: type (fen, 
pine mire and spruce mire), treatment level (drained, pristine and 
restored), and productivity level (high vs. low). Similar to the two 
SBC LTER datasets, the two datasets were defined separately for 
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8  |    KORHONEN et al.

vascular plant and moss species, and in both we subset to only spe-
cies for which there existed at least one observation per each envi-
ronmental factor level. The latent variables were estimated at the 
site level, resulting in a total of n = 151 two-dimensional ordination 
scores to estimate. We estimated GLLVMs using data from 2006 to 
2021 and held out data from the final year (2022) to assess predic-
tive performance. The same datasets were analysed recently in Elo 
et al. (2024), where the effect of peatland restoration on individual 
species occurrences was modelled in a Bayesian setting using an 
alternative hierarchical JSDM but assuming a hurdle normal model 
on log-transformed and normalised cover percentages. Our two 
proposed models, which directly target percent cover responses 
without need for data transformation and standardisation that can 
potentially adversely affect the mean–variance relationship, offers a 
valuable addition to this application.

We assessed performances of the fitted GLLVMs using four 
metrics: mean absolute error of prediction (MAEP) and root 
mean square error of prediction (RMSE), which were calculated 
for the beta, hurdle beta, and ordered GLLVMs and for each 

species individually, and area under the receiver operating char-
acteristic curve (AUC) and Tjur's pseudo-R2 (Tjur,  2009) for clas-
sifying presences and absences. The latter two measures assess 
capacity to discriminate between zeros and ones and were calcu-
lated for binary, ordinal, ordered beta and hurdle beta GLLVMs. 
With the ordinal GLLVM, we assumed species-common cutoff 
parameters and used seven classes with the following bounds: 
{0}, (0,0.02

]
, (0.02,0.05

]
, (0.05,0.25

]
, (0.25,0.5

]
, (0.5,0.7

]
 and (0.7,1

]
. 

We note the selection of classification scale is expected to have an 
impact on performance of the ordinal model, and our choice here is 
based on exploratory data analysis. Future research could examine 
how sensitive prediction, interpretation, and statistical inference for 
ordinal models are in general to the scale of classification.

As all of the data sets either entirely lacked, or had very small 
amount, of records exactly equal to one (full cover of a measurement 
area), then for the hurdle beta GLLVM in Equation  (3) we only in-
cluded the part for modelling zeros and values strictly between zero 
and one. Furthermore, for the ordered beta GLLVM in Equation (5), 
we used species-common upper cutoff parameters.

F I G U R E  2  Means and standard deviations of the Procrustes errors between the predicted and the true latent variable scores, where 
multivariate percent cover data were generated using the: (a) ordered beta generalised linear latent variable model (GLLVM), and (b) hurdle 
beta GLLVM. A trimming factor of 5% was used to remove effects of the most extreme values resulting from extremely volatile fits. The 
points are slightly jittered to avoid visual overlap.

(a) (b)
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    |  9KORHONEN et al.

6.2  |  Results of prediction comparisons

Figures 3 and 4 plot the MAEP and RMSE, respectively, as a func-
tion of total species prevalence, p, across each of the four datasets. 
Across both figures, the beta GLLVM tended to perform worse than 
the two zero-accommodating approaches when predicting for the 
rarer species, which is to be expected given the capacity of the hur-
dle and ordered betas GLLVMs to systemically handle the recorded 
zeros. The differences between these three models diminished when 
predicting for the more commonly occurring species. Note the ac-
tual metrics are small in magnitude for the rarer species overall; this 
is generally not surprising given the more discrete nature responses 
in such cases. Between the hurdle and ordered beta GLLVMs, there 
were no noticeable differences in performance.

Figure 5 presents the values of AUC and Tjur R2 across the four 
datasets when plotted against the recorded group mean prevalence. 
For each dataset, the recorded group mean prevalence was obtained 
by computing the proportion of non-zero observations in the com-
plete dataset for each species, clustering species based on these 
recorded prevalences into a small number of groups, and then cal-
culating the mean prevalence of each group. The values of AUC and 
Tjur R2 were then calculated correspondingly for each group. Note 
since both metrics are determined based on estimated probabilities 

of presence, then only models capable of producing these estimates 
were included for comparison, that is, the beta GLLVM is omitted. 
Overall, the hurdle beta GLLVM model followed the Bernoulli logit 
model closely in its ability to best discriminate between zero and 
non-zero responses across all levels of prevalence. The ordered beta 
GLLVM performed similarly to the hurdle and Bernoulli GLLVMs in 
terms of AUC, although its performance was closer to the ordinal/
cumulative logit GLLVM, which performed worst overall, when it 
came to Tjur R2.

7  |  DISCUSSION

In this paper, we compared different joint species distribution mod-
elling approaches for multivariate percent cover data. Such data are 
encountered, for example, in studies where percent cover of several 
plants or other sessile organisms is measured across multiple sites, 
as per the four real datasets we investigated. The typical ecologi-
cal questions arising from such studies include whether sites exhibit 
similar species composition, how environmental factors influence 
community composition, and whether we can predict vegetation or 
macroalgal cover at new sites and/or over time. This article focused 
on comparing methods in terms of community composition analysis 

F I G U R E  3  Mean absolute error of prediction as a function of mean species prevalence for beta, hurdle beta, and ordered beta 
generalised linear latent variable models, across the four real multivariate percent cover datasets.
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10  |    KORHONEN et al.

through model-based ordination, and in making out-of-sample pre-
dictions. We explored and extended several of GLLVMs to handle 
percent cover data with exact zeros and ones, most notably a three-
part hurdle beta GLLVM, a cumulative logit GLLVM for cover class 
responses, and an ordered beta GLLVM, and discussed potential dif-
ferences in the underlying ecological interpretations and assump-
tions of the proposed beta-based models. Regression models based 
on beta distribution are known to be able to accommodate a wider 
variety of shapes and scales for values in (0, 1) than a typical normal 
model (Cribari-Neto & Zeileis, 2010), and this added flexibility could 
help in providing new and better insights about ecosystem manage-
ment in studies such as Elo et al. (2024). Furthermore, the proposed 
models were presented in a way that facilitates adoption into other 
approaches to joint species distribution frameworks and software, 
for example, sparse JSDMs (Pichler & Hartig, 2021), copula models 
(Popovic et al., 2022), or community-level basis function models (Hui 
et al., 2023). Many of these recent approaches place emphasis on 
efficient computation, for example, the sJSDM package (Pichler & 
Hartig, 2021) utilises PyTorch (Paszke et al., 2019) to facilitate GPU-
based estimation (optional) of JSDMs, which in the seminal paper 
proved to be even faster than gllvm. However it is important to high-
light that this is rapidly moving landscape, for example, gllvm now 
has parallel computations enabled for many parts (van der Veen & 

O'Hara, 2024), while Hmsc has also recently been upgraded to utilise 
GPU-accelerated sampling (Rahman et al., 2024). Extensive and up-
to-date comparisons of the various available approaches to JSDMs 
(e.g. along the lines of Norberg et al., 2019; Wilkinson et al., 2019), 
and how they fare in analysing all kinds of ecological abundance 
response including percent cover data, is a fertile area of future 
investigation.

As ecological percent cover data are often sparse with a large 
number of recorded zeros along with potentially a number of full 
coverages (recorded ones), it is of primary interest to study how 
methods performed when observed species prevalence decreased. 
Failing to account for excess zeros, whether due to insufficient sam-
pling design or the ecological process itself, in the analysis of abun-
dance data can lead to biased estimates and erroneous conclusions; 
see Blasco-Moreno et al. (2019) among others regarding this issue in 
the context of count data modelling. When comparing ordinations 
using simulation studies, we found the hurdle beta GLLVM exhibited 
the best overall performance and were fairly robust under increas-
ing rate of zeros, while the classical beta GLLVM on transformed 
responses performed poorly. Both the hurdle beta and the ordered 
beta GLLVMs performed relatively well when it came to prediction 
and classification, and better than the cumulative logit and the clas-
sical beta GLLVMs.

F I G U R E  4  Root mean square error of prediction as a function of mean species prevalence for beta, hurdle beta, and ordered beta 
generalised linear latent variable models, across the four real multivariate percent cover datasets.
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    |  11KORHONEN et al.

Even though the four datasets used to compare predictions 
were quite different in terms of type, size or sampling design, fur-
ther studies into the robustness and performance of the proposed 
JSDMs under varied sampling schemes could be warranted, akin 
to, for example, work done in Zhang et al. (2018) for presence/ab-
sence and biomass data. Note that the issues regarding robustness, 
sampling irregularities and rare species are shared by pretty much 
all existing families of (joint) species distribution models (Norberg 
et al., 2019), and as such present an important topic for active re-
search. Similarly, the effects of trying to ameliorate scenarios of 
extreme data sparsity by adding shrinkage penalties to the models 
or, for Bayesian JSDM approaches, regularising through weakly 
informative priors, could also be worth exploring in detail. For 
recent work along these lines, see Scharf and Nestler  (2019) on 
elastic net regularised factor analysis, Kidzinski et al. (2022) on pe-
nalised quasi-likelihood estimation of GLLVMs, Chung et al. (2015) 
on imposing a weakly informative prior on covariance parameters 
of hierarchical model. Alternative model formulations could also 
be investigated, for example, the k-ZIG model proposed in Ghosh 
et  al.  (2012), which essentially applies the usual zero-inflated 
Poisson or negative binomial construction onto itself recursively 

k times in order to better suit scenarios with extreme excess of 
zeros. Link functions based on the generalised extreme value dis-
tribution, such as the special case of complementary log–log link, 
have been argued to fare better when analysing presence-absence 
data with highly disproportionate classes (Wang & Dey,  2010). 
Finally, whenever the study design allows, strategies leveraging 
auxiliary information in the manner described in Clark et al. (2014) 
could prove fruitful for tackling sparsity also in the percent cover 
data case.

Another area of future research concerns extending the 
GLLVM framework to other types of cover responses, such as data 
collected using the pin-point method or for compositional data 
increasingly seen in community ecology. For such data, there ex-
ists several competing frameworks, for example, classic log-ratio 
analysis (Aitchison,  1982), regression models based on Dirichlet 
or Dirichlet-multinomial distributions (Damgaard et  al.,  2020; 
Kettunen et  al.,  2023), and distributions directly on the compo-
sition itself (e.g. Scealy & Wood,  2023). With most of these ap-
proaches, incorporating structural zeros comes with challenges; 
the standard log-ratio transformations of Aitchison geometry 
are not defined for zero observations, and similarly the standard 

F I G U R E  5  Area under the curve (top row) and Tjur's R2 (bottom row) as a function of recorded group mean prevalence for the four 
real multivariate percent cover datasets. Recorded group mean prevalence was obtained by clustering species based on their recorded 
prevalences in the complete dataset into a small number of groups, and then calculating the mean prevalence of each group. The y-axes 
presents the corresponding metric for each group.
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Dirichlet or Dirichlet-multinomial distributions are also incapable 
of handling structural zeros, while implementing, for example, 
(multinomial-)Dirichlet hurdle model in the fashion of Equation (3) 
in likelihood-based setting requires may not be straightforward 
(see also Tang & Chen,  2018, for a Bayesian treatment of such 
models). Meanwhile, the pin-point method is known to be prone to 
miss or underestimate cover of small or rare species (Bråkenhielm 
& Qinghong,  1995), perhaps calling for the need to consider 
(multispecies) occupancy models, which utilise a sub-model and 
repeated visits to observation sites to control for insufficient de-
tection (e.g. Tobler et al., 2019).

Extending the ordered beta and hurdle beta GLLVMs to han-
dle spatially or spatio-temporally dependent latent variables 
could also prove fruitful; presumably, ecosystems closer to each 
other geographically are expected to also be more alike in the 
community structures. Similarly, many multivariate percent cover 
datasets originate from longitudinal studies, including both the 
SBC LTER (Reed & Miller,  2023) and the Finnish peatland (Elo 
et  al.,  2016) datasets considered in this article. With GLLVMs, 
spatial and/or temporal extensions could be employed by con-
sidering a more general assumption for the latent variables, for 
example, the covariance of the latent variables across different 
observational units is characterised by an autoregressive struc-
ture or coming from a Matérn covariance function. Estimating pa-
rameters for these types of more general covariance structures is 
typically very challenging in high-dimensional settings, and such 
GLLVMs would most likely require employing additional approx-
imation techniques, for example, nearest neighbour Gaussian 
processes (e.g. Tikhonov, Duan, et  al.,  2020) or some form of a 
basis-function/fixed-rank kriging approach (e.g. see the recent 
work of Hui et al., 2023). Figuring out how to best combine such 
techniques with efficient GLLVM fitting algorithms, for example, 
variational approximations (Niku, Brooks, et  al.,  2019), presents 
an important avenue for future research.
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