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ABSTRACT

Sokolovskii, Ilia
Multiscale Molecular Dynamics Simulations of Enhanced Excitation Energy Trans-
port in Organic Microcavities

Organic photovoltaics provide an alternative to conventional silicon-based solar
cells, which currently dominate the global photovoltaics market. Despite sev-
eral critical advantages of organic solar cells over their inorganic counterparts,
the energy transport in organic materials is severely impeded by the structural
disorder, which makes the excitation carriers move by means of incoherent hops
between neighbouring molecular sites. This process is inefficient in comparison
with the motion of electrons and holes in inorganic materials, resulting in signifi-
cantly lower efficiencies of the organic solar cells. To address this challenge, mix-
ing molecular excitations with confined light modes of optical cavities has been
proposed. In the limit of strong interaction, these two constituents hybridize into
quasiparticles called polaritons, which inherit properties of both molecular ex-
citons and cavity light modes. Owing to the group velocity of polaritons, their
propagation should be ballistic and long-range. However, according to experi-
ments, the transport of polaritons is more intricate and can be either ballistic or
diffusive depending on the parameters of the light-matter system. To bring atom-
istic insights into this phenomenon, we utilise a multiscale molecular dynamics
model based on a hybrid Quantum Mechanics/Molecular Mechanics description
of the molecules and their chemical environment. In this dissertation, we focus
on a systematic investigation of the excitation energy transport in organic micro-
cavities. The results of the performed simulations allow us to propose a general
mechanism of such a cavity-enhanced transport. Furthermore, we investigate
how the transport is modified along the polariton dispersion and with a change
in the cavity quality factor. We also suggest and test a practical means of effi-
cient excitation energy transport by a photochemical reaction. We believe that
the insights provided in the dissertation, pave the way towards rational design
of molecule-cavity systems for coherent exciton transport.

Keywords: strong light-matter coupling, polaritons, excitation transport, molec-
ular dynamics



TIIVISTELMÄ (ABSTRACT IN FINNISH)

Sokolovskii, Ilia
Viritysenergian tehostuneen kuljetuksen tutkiminen orgaanisissa mikrokaviteeteissa
monitasoisilla molekyylidynamiikkasimulaatioilla

Orgaaniset aurinkosähköratkaisut tarjoavat vaihtoehdon tavanomaisille piipoh-
jaisille aurinkokennoille, jotka tällä hetkellä hallitsevat globaaleja aurinkosähkö-
markkinoita. Huolimatta useista keskeisistä orgaanisten aurinkokennojen hyödy-
istä verrattuna epäorgaanisiin aurinkokennoihin, energian kuljetus orgaanisissa
materiaaleissa on selvästi hitaampaa johtuen niiden rakenteellisesta epäjärjestyk-
sestä. Tästä epäjärjestyksestä aiheutuen viritysten kantajat liikkuvat vierekkäis-
ten molekyylipaikkojen välillä epäkoherenttien siirtymien avulla, mikä on teho-
tonta verrattuna elektronien ja aukkojen liikkeeseen epäorgaanisissa materiaaleissa,
tehden orgaanisista aurinkokennoista huomattavasti epäorgaanisia tehottomampia.
Ratkaisuna tähän on esitetty molekulaaristen viritysten sekoittamista optisten
kaviteettien rajoitettujen valomoodien kanssa. Vahvan vuorovaikutuksen val-
litessa nämä kaksi osatekijää hybridisoituvat polaritoneiksi kutsutuiksi kvasi-
hiukkasiksi, joilla on sekä molekyyliviritysten että kaviteetin valomoodien om-
inaisuudet. Polaritonien ryhmänopeuden vuoksi niiden etenemisen pitäisi olla
ballistista ja pitkän kantaman etenemistä. Kokeellisten tulosten mukaan polari-
tonien eteneminen on kuitenkin monimutkaisempaa, ja se voi olla joko ballistista
tai diffuusiota riippuen valo-ainesysteemin parametreista. Saadaksemme atom-
itason tietoa tästä ilmiöstä hyödynnämme monitasoista molekyylidynamiikka-
mallia, jossa molekyylejä ja niiden kemiallista ympäristöä mallinnetaan käyttäen
kvantti- ja molekyylimekaniikan yhdistelmää. Tässä väitöskirjassa keskitymme
systemaattisesti tutkimaan viritysenergian kuljettamista orgaanisissa mikrokavi-
teeteissa. Simulaatioiden tulosten perusteella esitämme yleisen mekanismin kavi-
teetin tehostamalle kuljetukselle. Lisäksi tutkimme kuinka kuljetus muuttuu ri-
ippuen polaritonien dispersiosta ja kaviteetin laatukertoimesta. Esitämme ja tes-
taamme myös käytännöllistä keinoa tehokkaaseen viritysenergian kuljetukseen
fotokemiallisen reaktion avulla. Uskomme, että tässä väitöskirjassa esitetyt näke-
mykset tasoittavat tietä kohti molekyyli-kaviteettisysteemien rationaalista suun-
nittelua koherenttia eksitonikuljetusta varten.

Avainsanat: vahva valo-aine vuorovaikutus, polaritonit, eksitonikuljetus, mole-
kyylidynamiikka
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ABBREVIATIONS

BODIPY boron-dipyrromethen

BSW Bloch surface wave

CIS single excitation configuration interaction

DBR distributed Bragg reflector

DFT density functional theory

DOF degrees of freedom

DS dark states

ESC electronic strong coupling

ESIPT excited-state intramolecular proton transfer

FP Fabry-Pérot (microcavity)

HBQ 10-hydroxybenzo[h]quinoline (molecule)

HOMO highest occupied molecular orbital

LP lower polariton

LUMO lowest unoccupied molecular orbital

MD molecular dynamics

MeB Methylene Blue

MSD mean squared displacement

MP middle polariton

PV photovoltaics

QM/MM quantum mechanics/molecular mechanics

RMSD root mean squared displacement

RWA rotating-wave approximation

SLR surface lattice resonance

TDDFT time-dependent density functional theory

UP upper polariton

VSC vibrational strong coupling
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1 INTRODUCTION

On the way towards a sustainable future, gradual abandonment of non-renewable
fossil fuels such as coal, petroleum and natural gas, in favor of alternative energy
sources is required. The latter include renewable sources like sun, wind, water
etc., as well as non-renewable fossil fuels with a low carbon footprint as, for in-
stance, nuclear fuel [1]. Individually, none of the alternative energy sources can
replace traditional fossil fuels, that is why it is important to systematically de-
velop technologies for using each of these sources for their integrated use in the
future.

One of the important technologies for the green transition is the solar energy
technology. Despite the fact that this technology nowadays occupies less than
10% of the global energy market [2], a growing role of photovoltaics in energy
production has been predicted [3, 4]. However, in order to live up to even the
most humble of these predictions, solar energy technology needs to make a step
forward in terms of efficiency while simultaneously ensuring low cost and small
carbon footprint. In this regard, photovoltaics (PV) based on organic materials
seem promising owing to a low production cost, abundance of organic materials,
and their non-toxicity. However, the widespread dissemination of organic PV
technology in the global solar cells market is impeded by the low efficiency of the
solar cells due to a poor transfer of the excitation energy in organic materials.

Different methods have been proposed to tackle this challenge. One of the
most promising methods relies on permanent delocalisation of the excitation over
a large amount of molecules due to the strong interaction of the molecular exci-
tations with confined light modes of optical resonators, or cavities [5–7]. Under
this so-called strong light-matter coupling condition, the molecular excitations and
the cavity light modes hybridise into new states, called polaritons, which acquire
properties of both participants of the interaction. This hybrid light-matter nature
of polaritons makes them promising for different kinds of applications, includ-
ing enhancement of the excitation energy transport. Indeed, an improved energy
transport beyond the diffusion length in bare molecules has been successfully
demonstrated in a variety of cavities [8–22]. However, a detailed understand-
ing of the mechanism of the cavity-enhanced excitation energy transport has re-
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mained missing.
The aim of this dissertation is to thoroughly investigate the excitation en-

ergy transport in organic microcavities by means of multiscale quantum-classical
molecular dynamics simulations of various molecules and cavity structures. By
simulating large molecular ensembles with more than a thousand molecules in-
volved in strong coupling with realistic cavities, we first study a general mech-
anism of polariton transport on the atomistic level (Publication I). Then, we ex-
plore how the transport is influenced by the cavity quality, i.e. by how long the
electromagnetic field remains in the cavity before it leaks out of it (Publication II).
Likewise, we investigate how the transport properties change with the energy of
polaritonic states and explore the role of molecular vibrations in such an energy-
dependency (Publications III and IV). Finally, we propose and test an idea of
launching excitation energy transport by a photochemical reaction as an alterna-
tive to a laser excitation normally employed in experiments on strong light-matter
coupling (Publication V). These studies allow us to expand our knowledge of the
excitation energy transport in organic microcavities, which is not only of funda-
mental interest but also paves the way for designing optoelectronic devices based
on coherent exciton transport.

The dissertation is organised in the following way. In Chapter 2, we discuss
the current state of the global PV market as well as the role of organic solar cells in
it. Then, we describe the strong light-matter phenomenon and its main features.
We close the chapter with a discussion of how excitation energy transport can be
improved in the cavity and give a brief literature review of the topic. In Chapter 3,
we give an overview of our multi-scale molecular dynamics (MD) method and
the theory behind it. In Chapter 4, we share the main results of the dissertation.
In the end, we complete the dissertation with a brief summary and outlook in
Chapter 5.



2 ENERGY TRANSPORT IN ORGANIC MATERIALS

Wikipedia is the best thing ever.
Anyone in the world can write
anything they want about any
subject. So you know you are
getting the best possible
information.

Michael Scott, The Office

2.1 Current Status of the Global Photovoltaics Market and the Place
of Organic Materials in It

Currently, the global photovoltaics market is dominated by silicon technology [23]
due to several advantages: i) along with oxygen, silicon is the most abundant
element in the earth’s crust, which makes it inexpensive; ii) the technology for
producing silicon solar cells is well studied and developed; iii) the band gap of
silicon (1.12 eV at room temperature) is optimal for absorbing solar radiation.

However, the technology approaches its ceiling and there is little room for
further improvement. For example, efficiency of the best laboratory silicon solar
cell has reached 26.1% [24], which is very close to the theoretical limit of 29.4%
for a single-junction silicon solar cell [25]. Further increase in efficiency is com-
plicated by the impossibility of obtaining perfectly pure silicon samples, as well
as avoiding losses associated with absorption in the accompanying layers.

In this regard, one searches for ways to go beyond this Shockley–Queisser
limit for silicon. One of the possible solutions is multi-junction solar cells, which
combine materials with absorption at different wavelengths for a more efficient
use of solar irradiation. While the efficiency of the best laboratory-produced
multi-junction solar cell achieved a record value of 39.5% [26], industrial scaling
of the technology is difficult due to the complexity of manufacturing, the scarcity
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of the materials used, and the low throughput stemming from a slow material
growth rate [27].

Purely technical solutions such as utilisation of concentrators for more effi-
cient absorption of sunlight and of anti-reflective coating for reduced reflection,
are also proposed. Whereas such solutions do lead to better efficiency, the gain is
very limited since the problem of fundamental losses remains unsolved.

In addition to silicon solar cells, various PV technologies based on alterna-
tives to silicon have found their niche. For example, solar cells based on III-V
semiconductors such as gallium arsenide, which have a better efficiency with re-
spect to silicon photovoltaic cells but a much higher price, are actively used in
space technologies. A small but non-zero part of the PV market is also occu-
pied by thin-film technologies based on cadmium telluride and copper indium
gallium selenide multicomponent semiconductors.

Special attention has been recently paid to perovskite solar cells. Owing to
the ease of deposition and the possibility of tuning the bandgap in a wide range,
perovskites are now considered one of the most promising alternatives to silicon.
Remarkably, perovskite solar cells have already approached silicon solar cells in
terms of efficiency in laboratory conditions [28]. Unfortunately, perovskites suf-
fer from poor chemical stability under normal conditions and lose their transport
properties over time, which delays the commercialization of perovskite solar pan-
els. This challenge has yet to be solved [29].

In this dissertation, we focus on organic optoelectronic materials. Such ma-
terials are advantageous due to low production cost, small weight, high flexi-
bility, and simple disposability. However, because excitation energy carriers in
organic materials travel via incoherent hops between neighbouring molecules,
their transport is diffusive and inefficient to compete with ultra-fast deactivation
processes such as radiative and non-radiative decay. Taking into account also
that diffusion is hindered by thermal disorder, the diffusion length, which is a
measure of the propagation distance of the excitation carriers, typically remains
below 10 nm in organic materials [30]. This poses a limitation on the width of the
active layer and hence on the amount of solar irradiation that can be absorbed.

Several solutions to this challenge have been proposed, which include in-
creasing the lifetime of excitations via triplet formation [31, 32], using bulk hetero-
junctions [33], or growing organic crystals to suppress structural disorder. In the
latter case, unlike inorganic semiconductor crystals in which electrons and holes
can freely propagate in the conductive and valence bands, electrons and holes
in organic crystals form so-called Frenkel excitons, which are strongly bound to
distinct molecules and hence propagate by incoherent hops as in molecular films.
Nevertheless, ordering molecules in crystals allows to reduce structural disorder,
leading to enhanced mobility. However, the effect is limited, and the diffusion
length of excitons in organic crystals remains below 100 nm [30].

A new avenue for optimizing excitation energy transfer in organic materi-
als is transient delocalisation [34]. This phenomenon is realised when molecules
are closely packed and ordered so that the wave functions of excitons can over-
lap [35], at least temporarily. This allows for the excitons to hop over larger dis-
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tances than usual, which results in an enhanced propagation length. While the
first experimental observation of the phenomenon looks promising [36], it might
be difficult to find materials satisfying the criteria for efficient transient delocali-
sation, although some predictions have been made [37].

There is another direction that utilises a conceptually different approach,
namely strongly coupling the excitons to the confined electromagnetic field of
an optical cavity. Because such a solution does not require chemical modifica-
tions of the molecules, which may influence other properties, placing molecules
in the cavity could lead to improving the performance of organic optoelectronic
devices, and a few attempts have already been made [38–40]. The main goal of
this thesis is to investigate the mechanism of the in-plane excitation energy trans-
port under strong light-matter coupling in a cavity. In the next sections, we give
a brief overview of the strong coupling phenomenon and discuss how it can be
used to enhance excitation transport.

2.2 Strong Light-Matter Coupling

In a free space, the interaction of an electromagnetic wave with a material results
in multiple effects such as reflection, scattering, refraction etc. Let us consider
interaction with a molecule, for simplicity represented as a two-level system (Fig-
ure 1a). If the energy of the electromagnetic wave matches the gap between the
energy levels of the molecule, the wave and the molecule are said to be resonant.
In such an event, the wave can be absorbed by the molecule with a concomitant
creation of a bound electron-hole pair, or exciton. Such a state is not stable and
decays after some time with an emission of a photon. The illustrated interaction
is sometimes called weak coupling.

It turns out that the interaction can be drastically modified when placing a
molecule in an optical cavity made, for example, of two parallel metallic mirrors
(Figure 1b). The cavity acts as a resonator that supports only those electromag-
netic waves whose half-wavelength fits between the mirrors an integer number
of times. Such waves exist in the form of standing waves and are "trapped" in the
cavity for a certain amount of time dictated by the cavity losses. Therefore, a pho-
ton emitted by a molecule in the cavity has a good chance of being re-absorbed by
the molecule, resulting in a constant energy exchange between the cavity and the
molecule. If the frequency of such an exchange is greater than the rates associ-
ated with cavity losses and molecular deactivation, the system is said to be in the
strong light-matter coupling regime, and the energy of light is somewhat smeared
out between the two subsystems.

Strong coupling is a resonant effect. Similar to the resonant interaction be-
tween two coupled pendulums, which results in either in-phase or out-of-phase
coordinated oscillation of the pendulums with a frequency different from their
natural frequencies [41], or to the formation of bonding and antibonding orbitals
of a hydrogen molecule, the resonant interaction between the electromagnetic
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FIGURE 1 Panels a and b: Simplified representation of the interaction between a
molecule and an electromagnetic wave in free space (a) and in a cavity made
of two metallic (Me) mirrors (b). Panel c: Schematic illustration of the for-
mation of upper (UP) and lower (LP) polaritons, as well as of dark states
(DS) at a resonant interaction between an energy excitation of molecules and
an electromagnetic mode (EM mode) in the cavity. The energy splitting be-
tween UP and LP is the Rabi splitting, h̄ΩR.

field and a molecular excitation results in the formation of two hybrid states that
inherit properties of both components. Such states are conventionally called up-
per and lower polaritonic states and are separated by the so-called Rabi splitting,
h̄ΩR (Figure 1c). The Rabi splitting defines the frequency of energy exchange in
the light-matter system. Therefore, the strong coupling condition can be written
via the Rabi splitting as

ΩR > γcav + κ, (1)

where γcav is the cavity decay rate and κ is the rate of molecular deactivation
(radiative plus non-radiative). We note, that this condition is rather arbitrary, and
its several different versions can be found in literature [41]. The value of the Rabi
splitting is proportional to the strength of the electric field, which is, as we discuss
in Section 3.1, inversely proportional to the volume of the electromagnetic mode
sustained by the cavity. This explains the need to use a cavity because it allows
to confine light into a small volume and hence achieve a large Rabi splitting to
fulfill the strong coupling condition.

In practice, strong coupling of the cavity field can be achieved with energy
transitions between electronic levels of molecules or with molecular vibrations.
In the former case, the strong coupling is electronic, or ESC, and in the latter case,
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the strong coupling is vibrational, or VSC. While vibrational strong coupling has
gained great interest due to a potential to modify chemical reactivity [42], in the
current dissertation we are interested in the ESC only.

When multiple molecules are placed inside a cavity, they collectively inter-
act with the cavity electromagnetic field. This leads to an enhanced light-matter
interaction strength and hence an enhanced Rabi splitting,

h̄ΩN
R = h̄Ω1

R

√
N, (2)

where h̄ΩN
R is the collective Rabi splitting of N identical molecules and h̄Ω1

R is the
single-molecule Rabi splitting. Furthermore, in addition to the upper and lower
polaritonic states, N − 1 dark states are formed (Figure 1c). The name of the
dark states refers to the fact that they lack contribution from the electromagnetic
field and therefore cannot be excited with light. Whereas dark states have the
same energy as bare molecular excitations, there is an important difference, since
the dark states are collective excitations delocalised over the whole ensemble of
molecules participating in strong coupling.

Practically, strong coupling is realised in planar resonators such as Fabry-
Pérot (FP) and distributed Bragg reflector (DBR) microcavities, as well as in plas-
monic structures [43, 44], on the surface of photonic crystals [45], and on the
boundary between two dielectrics [16, 46]. In addition, polaritons can naturally
appear due to self-hybridization in multiple structures such as slabs, nanorods,
and even water droplets [47, 48], pointing out the ubiquity of polaritons in natu-
ral systems.

Being hybrid light-matter states, polaritons combine such properties of both
their "parents" as the existence of the effective mass and coherent interaction
(matter properties), as well as a large propagation velocity and delocalisation
(light properties). This opens up plenty of potential applications of polaritons,
in particular for the enhancement of the excitation energy transport. This can
be achieved owing to two different properties of polaritons, namely their delo-
calised character and a large group velocity. In the next section, we discuss both
these cavity-enhanced transport mechanisms.

2.3 Excitation Energy Transport in Optical Microcavities

One can distinguish two kinds of polariton-assisted transport depending on which
property of polaritons is responsible for the enhanced transport. In the first type,
one makes use of the delocalised nature of exciton-polaritons. The idea of such
an energy transfer is schematically depicted in Figure 2a. Two molecular species,
which play the role of a donor (D) and acceptor (A) are coupled to the same cav-
ity mode (red sinusoidal line). Because the excitation energies of the donor and
acceptor are generally different, the interaction with the cavity mode leads to the
formation of three polariton states, namely lower polariton (LP), middle polari-
ton (MP), and upper polariton (UP) states. As polariton states are formed due to
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the strong coupling of all donor and all acceptor molecules, these states are delo-
calised over the whole molecular ensemble, which opens up a possibility to trans-
fer the excitation between the two molecular species (yellow arrows) through the
polariton states. As shown at the bottom of Figure 2a, excitation of the UP state,
primarily associated with the donor molecules, can lead to an efficient popula-
tion transfer to the LP state, chiefly contributed by the acceptor molecules, or
to the reservoir of dark states associated with the acceptor molecules, via MP
states. This population transfer is similar to Kasha’s rule in photochemistry, with
the decay of higher energy states dominated at room temperature by the non-
radiative channel towards low-energy states [49]. Because the polariton states
are delocalised between all molecules, energy transfer between the donor and
the acceptor may proceed more efficiently than out of the cavity.

This type of polariton-mediated energy transfer has been demonstrated in a
series of experiments [50–56]. Remarkably, the effect occurs even when the donor
and acceptor are spatially separated by a spacer layer [50, 52, 54], as long as the
strong coupling condition is maintained, which implies a possibility to transfer
the excitation much beyond the Förster limit.

Experimentally, energy transfer due to delocalisation usually occurs in the
out-of-plane direction, although this is not a requirement as both the donor and
acceptor molecules can be blended together, for example, in a polymer matrix.

FIGURE 2 Panel a: Schematic illustration of excitation transfer due to delocalisation of
polariton states. Placing donor (D) and acceptor (A) molecules in a cavity
permits them to strongly interact with the same cavity light mode (red line),
resulting in the formation of lower (LP), middle (MP), and upper (UP) po-
lariton states. Excitation of the UP state in such a system might lead to an
efficient polariton-mediated energy transfer between the donor and accep-
tor molecules with a higher rate than between the same molecules out of the
cavity, even if the molecules are spatially separated by a spacer. Panel b:
Schematic illustration of excitation transfer due to the group velocity of po-
laritons. An external pumping (cyan) creates a superposition of polaritonic
states that can propagate in the in-plane, z, direction with the group velocity
according to the polariton dispersion (bottom panel).
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The second mechanism of the polariton-enhanced energy transfer takes ad-
vantage of the fact that polariton states possess dispersion in certain directions.
To describe this effect, let us consider as an example a two-dimensional Fabry-
Pérot cavity, as shown in Figure 2b. Up until now, we have considered the in-
teraction of molecules with a single cavity mode only. In reality, the cavity sup-
ports an infinite number of modes. In the direction perpendicular to the cavity
mirrors, the modes can be classically described as standing waves with discrete
wavelengths. In the in-plane, z, direction, the modes are propagating waves with
a continuous energy spectrum with frequencies dependent on the wave vector,
which is defined via the wavelength as |k| = 2π/λ and is collinear with the
propagation direction of an electromagnetic wave. This dependence of energy
on the wave vector is called dispersion and is linear in a vacuum, i.e. ω = |k|c,
where c is the speed of light. In the cavity, the boundary conditions result in a
modified dispersion. Because polariton states are hybrid states of both molecu-
lar and cavity modes excitations, polaritons inherit dispersion from the cavity, as
schematically shown at the bottom of Figure 2b.

Because no radiation source can emit at a single wavelength, which is pre-
cluded by the uncertainty principle, an external excitation of polaritons leads to
the excitation of multiple states. The phases and amplitudes of these states in-
terfere constructively only over a small region of space forming a wave packet,
which is then able to propagate with a group velocity determined by the disper-
sion, υgr =

∂ω(k)
∂k (Figure 2b). It turns out that the group velocity of polaritons can

approach the speed of light, which makes them promising for very fast transfer
of excitation energy.

Enhanced in-plane polariton transport due to dispersion has been experi-
mentally demonstrated with inorganic [8, 11–13, 15], organic [9, 10, 14, 16–18,
20], as well as mixed organic-inorganic [19, 21, 22] materials in a variety of micro-
cavity structures.

In the dissertation, we focus on the second type of polariton-enhanced ex-
citation transport, i.e. the transport due to group velocity, and aim to investigate
the general mechanism of such a transport.



3 MOLECULAR DYNAMICS IN THE COLLECTIVE
STRONG COUPLING REGIME

Over the past two decades, organic polaritonics have gained a growing attention
thanks to its potential i) to increase the efficiency of optoelectronic devices such
as solar cells and light-emitting diodes [53, 57, 58], ii) to achieve low-threshold
lasing with organic molecules [59], iii) to develop logical elements for classical
and quantum computing [60], and even iv) to control photochemistry [61]. The
effect of strong light-matter coupling has been extensively studied from both ex-
perimental [62] and theoretical [63] sides. However, because the majority of ex-
periments have been conducted in multimode optical cavities containing macro-
scopic numbers of molecules (∼105-108) [64–67], while most of theoretical works
have been focused on a highly accurate description of the coupling between sin-
gle molecules and single photon modes [68–71], a gap between these two ap-
proaches has remained.

To bridge this gap and model the strong coupling between multiple molecules
and many cavity light modes, we propose an alternative methodology, which
is based on semi-classical MD simulation with a multiscale quantum mechan-
ics/molecular mechanics (QM/MM) Hamiltonian [72, 73]. This approach, on
the one hand, provides a reasonable description of the electronic structure of
the molecules participating in strong coupling, and, on the other hand, allows
for simulation of more than a thousand strongly coupled molecules including
their molecular environment. Although this is still smaller than the number of
molecules in real cavities, our method allows us to approach experimentally rel-
evant parameters such as, for example, an average velocity of polariton propaga-
tion [74] or the strength of non-adiabatic coupling [75], which single molecule/single
cavity mode methods are unable to do. Additionally, since molecules are allowed
to move during MD simulations, the method accounts for important effects as dy-
namical excitation energy disorder and vibronic coupling, which facilitates a bet-
ter description and hence understanding of the dynamics of molecular systems
in the regime of strong light-matter coupling.

In this chapter, we give an overview of our multiscale MD approach. We
start from a general description of a charged particle in a radiation field and de-
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velop it to the renowned Tavis-Cummings model for simple few-level atoms or
molecules interacting with a single electromagnetic mode [76]. Then, we extend
the Tavis-Cummings model for the case of realistic molecules with their envi-
ronment and a discrete spectrum of the cavity light modes. We also discuss the
QM/MM approach for treating molecules at ab initio level of quantum chemistry
and how the semi-classical dynamics simulations of molecules are performed in
our model.

3.1 Derivation of the Light-Matter Hamiltonian

We start from the minimal coupling prescription for an electron in a radiation
field [77]:

Ĥ =
1

2m
(p − eA)2 − eϕ + Ĥfield (3)

with m, e and p the mass, charge and momentum of the electron, A and ϕ the
vector and scalar potentials of the electromagnetic field, and Ĥfield the free radi-
ation field, which will be discussed later when quantising the photonic degrees
of freedom (DOF). Generally, in the minimal coupling prescription, particles are
assumed to have only a monopole charge and no higher-order electric moments,
and the corresponding Hamiltonian is justified since it correctly reproduces the
Lorentz equations of motion of the particles in the electromagnetic field [77].

The motion of the electron can be quantised by applying the first quantiza-
tion principle, i.e. p → −ih̄∇, r → r. This leads to the following Hamiltonian:

Ĥ = 1
2m [−ih̄∇− eA(r, t)]2 − eϕ + Ĥfield =

− h̄2

2m∇2 + ieh̄
2m [A(r, t) · ∇+∇ · A(r, t)] + e2

2m A2(r, t)− eϕ + Ĥfield.
(4)

It can be shown that the radiation field is independent of the variation of
the vector and scalar potentials by, respectively, the gradient and derivative of an
arbitrary scalar function χ. This independence of the field affords one a certain
freedom in transforming the potentials according to A → A −∇χ and ϕ → ϕ +
∂χ/∂t for a more convenient or thoughtful solution of a particular problem. For
instance, in the widely used Coulomb gauge, the divergence of the vector potential
is chosen to be zero, i.e. ∇ · A = 0, which modifies the Hamiltonian in equation 4
in the following way:

Ĥ = − h̄2

2m
∇2 +

ieh̄
2m

A(r, t) · ∇+
e2

2m
A2(r, t)− eϕ + Ĥfield. (5)

Let us consider the Maxwell’s equation of the vector potential in free space:(
∇2 − 1

c2
∂2

∂t2

)
A(r, t) = 0 (6)
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The vector potential satisfying this equation can be represented as a super-
position of plane waves:

A(r, t) = ∑
k

ck(t) exp{±ik · r}, (7)

where ck(t) are time-dependent expansion coefficients.
In problems related to the electronic and vibrational strong coupling, the

wavelength of the corresponding visible and infrared waves is much larger com-
pared to the typical size of an atom, i.e. |k · r| ≪ 1. Therefore, exp{±ik · r} ≈ 1 in
Equation 7 and the vector potential can be considered as a function of time only:
A(r, t) → A(t). In this so-called long-wavelength (or dipole) approximation, the
Hamiltonian becomes

Ĥ = − h̄2

2m
∇2 +

ieh̄
2m

A(t) · ∇+
e2

2m
A2(t)− eϕ + Ĥfield. (8)

The second term in Equation 8 describes the light-matter interaction, and
the third term is often referred to as the diamagnetic term, since it leads to the
appearance of diamagnetism [78].

As was pointed out above, the last term in Equation 8 describes the energy
of the free radiation field. According to classical electrodynamics, this term can
be expressed through the electric and magnetic fields:

Ĥfield =
ϵ0

2

∫ [
E2(r, t) + c2B2(r, t)

]
d3r, (9)

where ϵ0 is the vacuum permittivity.
The electric and magnetic fields can be written in the quantised form [77,

79]:

E(r) = i ∑
k,λ

√
h̄ωk

2ϵ0V
uk,λ

[
âk,λeikr + h.c.

]
, (10)

B(r) = i ∑
k,λ

√
h̄

2ωkϵ0V
(uk,λ × k)

[
âk,λeikr + h.c.

]
, (11)

where V is the radiation modes’ volume, âk,λ is the creation operator of a photon
with wave-vector k and polarization λ, and uk,λ is the unit polarization vector
of light mode {k, λ}. The abbreviation h.c. denotes hermitian conjugation of the
first term in the square brackets.

After substitution of Expressions 10 and 11 in Equation 9 and performing
some algebra, we can write down the quantised Hamiltonain of the free radiation
field:

Ĥfield = ∑
k,λ

h̄ωk

(
â+k,λ âk,λ +

1
2

)
, (12)

where the second term stands for the zero-point energy. Because this term is a
constant and only shifts the total energy, we can safely omit it in further deriva-
tions.
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Equation 8 now looks like

Ĥ = − h̄2

2m
∇2 +

ieh̄
2m

A(t) · ∇+
e2

2m
A2(t)− eϕ + ∑

k,λ
h̄ωk â+k,λ âk,λ. (13)

At this point, it is convenient to make another gauge transformation, in
which χ = er · A(t) = d̂ · A(t) and d̂ is the electric dipole moment of the elec-
tron. Applying a unitary transformation T̂ = exp{i e

h̄c χ} to the Hamiltonian in
Equation 13, i.e. Ĥ → T̂ĤT̂†, we obtain an altered Hamiltonian [80, 81]

Ĥ = − h̄2

2m
∇2 − d̂ · E(t) + ∑

k,λ

1
2ϵ0V

(
uk,λ · d̂

)2
− eϕ + ∑

k,λ
h̄ωk â+k,λ âk,λ, (14)

where we used the relation E(t) = − ∂A(t)
∂t between the electric field and vector

potential in free space. As we can see, this so-called Power-Zienau-Woolley, or
length-gauge transformation [77, 82, 83] eliminates the explicit form of the vector
potential and describes the light-matter interaction as a dot product of the elec-
tric dipole moment and the electric field strength. Because it is easier to calculate
dipole moments than the vector potential, we prefer to work with this Hamilto-
nian (Equation 14).

Whereas the diamagnetic term is now gone, another quadratic term, which
is often referred to as the polarisation, or self-energy term, is present in Equation 14.
Both the diamagnetic and self-energy terms are small compared to the interaction
terms and therefore are usually ignored in the case of the strong coupling regime.
However, when a system enters ultrastong coupling, these terms can become
significant, and disregarding them might lead to different kinds of undesirable
consequences such as breaking gauge invariance, the appearance of unphysical
states, or the lack of the ground state [81, 84]. Nevertheless, because in this dis-
sertation we consider only strong coupling and do not touch upon ultrastrong
coupling, ignoring the quadratic term in Equation 14 is a reasonable approxima-
tion.

Extending the system of interest from a single electron to an atom or a
molecule in the radiation field, we can re-write Equation 14 as

Ĥ = −∑
j

h̄2

2mj
∇2

j − d̂ · E(t) + Vint + ∑
k,λ

h̄ωk â+k,λ âk,λ, (15)

where mj is the mass of particle j in the molecule, d̂ is now the electric dipole
moment of the molecule, Vint is the interparticle Coulomb potential, and we ne-
glected the spin-orbit coupling.

The solution of the Schrödinger equation for a molecule gives a discrete
spectrum of energy levels. When the molecule is coupled to an electromagnetic
wave with frequency ωf (nearly) in resonance with electronic excitation energy
ωeg between the ground state |g⟩ and an excited state |e⟩ of this molecule, as rele-
vant for strong coupling, the amplitude of light-driven oscillations is much larger
than in the out-of-resonance situation. Therefore, only the states |g⟩ and |e⟩ are
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actively involved in the dynamics of the light-matter system, and the molecule
can be approximated as a simple two-level system [85]. More generally, when
electromagnetic field can be coupled to different molecular energy transitions,
the molecule can be approximated as a muiltilevel system. Applying this quan-
tised description to the matter part of the Hamiltonian 15, we obtain

Ĥ = ∑
m

h̄ω
eg
m σ̂+

m σ̂−
m − ∑

m
D̂m · E(t) + ∑

k,λ
h̄ωk â+k,λ âk,λ, (16)

where h̄ω
eg
m is the excitation energy to the mth excited state of the molecule, σ̂+

m =
|m⟩⟨g| and σ̂−

m = |g⟩⟨m| are the molecular excitation and de-excitation operators
and hence σ̂+

m σ̂−
m = |m⟩⟨g|g⟩⟨m| = |m⟩⟨m|. We also introduce operator D̂m to

describe the molecular dipole moment and count for convenience the molecular
energy ω

eg
m from the ground state.

Finally, we re-write the interaction term Ĥint = −∑m D̂m · E in a quantised
form as

Ĥint = −∑
m

∑
k,λ

√
h̄ωk

2ϵ0V
D̂m ·

[
fk,λ(r)âk,λ + f∗k,λ(r)â+k,λ

]
, (17)

where the electric field strength (Equation 10) is put down in a generalised form,
in which the plane wave is replaced by an arbitrary mode function fk,λ(r), to
account for the fact that the pattern of electromagnetic waves in a cavity may
differ from that in free space.

It is convenient to move from a dipole moment in Equation 17 to a transi-
tion dipole moment µ̂m = ⟨m|D̂m|g⟩ by multiplying the former by the identity
operator I = |m⟩⟨m|+ |g⟩⟨g| from both sides:

D̂m = ID̂m I = (|m⟩⟨m|+ |g⟩⟨g|) D̂m (|m⟩⟨m|+ |g⟩⟨g|)

= |m⟩⟨m|D̂m|m⟩⟨m|+ |m⟩⟨m|D̂m|g⟩⟨g|+ |g⟩⟨g|D̂m|m⟩⟨m|+ |g⟩⟨g|D̂m|g⟩⟨g|

= µ̂|m⟩⟨g|+ µ̂|g⟩⟨m| = µ̂ (σ̂+
m + σ̂−

m ) ,
(18)

where the first and the last terms in the second line turn to zero due to the odd
parity of the dipole moment and hence the odd parity of the functions in the
corresponding integrals. Additionally, we assumed that the dipole moment is
real.

Having quantised both the matter and light components of the light-matter
Hamiltonian, we obtain the following expression:

Ĥ = ∑m h̄ω
eg
m σ̂+

m σ̂−
m + h̄ωf â† â

−∑m

√
h̄ωf

2ϵ0V µ̂m · [σ̂+
m + σ̂−

m ] [f(r)â + f∗(r)â+] ,
(19)

where the number of light modes (Equation 17) was reduced to one. In the case
of a two-level molecule, Expression 19 turns to the famous quantum Rabi Hamilto-
nian.
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The interaction component of Equation 19 includes four terms. The σ̂+
m â and

σ̂−
m â+ terms involve either simultaneous molecular excitation and removal of a

photon or simultaneous molecular de-excitation and creation of a photon. The
σ̂+

m â+ and σ̂−
m â terms, in turn, simultaneously create or destroy both a molecular

excitation and a light mode and, strickly speaking, do not preserve the total en-
ergy of the system. Upon transformation of the Hamiltonian into the interaction
picture, these last two terms, σ̂+

m â+ei(ωeg
m +ωf)t and σ̂−

m âe−i(ωeg
m +ωf)t, rapidly oscillate

around zero and can be neglected as long as ω
eg
m ≈ ωf and the system is below

the ultrastong coupling limit (i.e., when µ · E < 0.1 h̄ω
eg
m ), because then these

counter-rotating terms are much smaller than the co-rotating terms, σ̂+
m âe−i(ωeg

m −ωf)t

and σ̂−
m âei(ωeg

m −ωf)t. Within this so-called rotating-wave approximation (RWA), the
Hamiltonian in Equation 19 turns into the Jaynes-Cummings model of quantum
optics [86] extended to the case of multiple excited states:

Ĥ = ∑m h̄ω
eg
m σ̂+

m σ̂−
m + h̄ωf â† â

−
√

h̄ωf
2ϵ0V ∑m µ̂m ·

[
f(r)σ̂+

m â + f∗(r)σ̂−
m â†] .

(20)

The Hamiltonian in Equation 20 can be extended to an ensemble of N molecules
interacting with the same electromagnetic mode, resulting in the Tavis-Cummings
Hamiltonian [76] extended to multiple excited states:

ĤTC = ∑N
j ∑m h̄ω

eg
j,mσ̂+

j,mσ̂−
j,m + h̄ωf â† â

−
√

h̄ωf
2ϵ0V ∑N

j ∑m µ̂j ·
[
f(r)σ̂+

j,m â + f∗(r)σ̂−
j,m â†

]
+ Vintermol,

(21)

in which the potential Vintermol describes the intermolecular interactions.
The Tavis-Cummings model provides a conceptual understanding of polari-

ton formation, but does not take into account the molecular chemical structure
nor does it consider the mode structure of the cavities, both of which are cru-
cial to fully capture and predict how strong light-matter coupling influences the
physico-chemical properties of materials. To overcome these limitations and sim-
ulate the dynamics of large molecular ensembles strongly coupled to many cavity
light modes, we replace the two-level systems in the Tavis-Cummings model by
molecules, and introduce multiple discrete modes to account for the cavity dis-
persion. The following sections are dedicated to describing our model in more
details.

3.2 Born-Oppenheimer Approximation in the Electronic Strong Cou-
pling Regime

To model electronic strong coupling, we start from the Born-Oppenheimer approx-
imation, in which the nuclei are separated from the electrons plus confined light
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modes [87]. To describe the combined electronic-photonic DOF, we replace the
traditional two-level systems in the Tavis-Cummings Hamiltonian (Equation 21)
with the molecular adiabatic electronic states, parametrically dependent on the
nuclear coordinates, and include multiple cavity light modes:

ĤTC = ∑N
j ∑m h̄ω

eg
m (Rj)σ̂

+
j,mσ̂−

j,m + ∑N
j VS0(Rj) + ∑nmodes

p h̄ωcav(kp)â†
p âp

−∑N
j ∑m ∑nmodes

p

√
h̄ωf(kp)

2ϵ0V µ̂m(Rj) ·
[
fp(R

j
c)σ̂

+
j,m âp + f∗p(R

j
c)σ̂

−
j,m â†

p

]
.
(22)

Here, σ̂+
j,m = |Sj

m⟩⟨S
j
0| is an operator that excites molecule j with nuclear coordi-

nates Rj from the electronic ground state |Sj
0⟩ with energy VS0(Rj) into mth elec-

tronic excited state |Sj
m⟩ with energy VSm(Rj). Accordingly, the excitation energy

is defined as h̄ω
eg
m (Rj) = VSm(Rj)− VS0(Rj). Likewise, σ̂−

j,m = |Sj
0⟩⟨S

j
m| de-excites

molecule j from electronic excited state |Sj
m⟩ into the electronic ground state |Sj

0⟩.
Operators â†

p and âp create and annihilate a photon of energy h̄ωcav(kp) in cavity
mode p with in-plane momentum kp.

Within the long-wavelength approximation, the light-matter interaction is
calculated as the inner product between the transition dipole moment, µ̂m(Rj),
associated with an excitation of molecule j into the mth excited electronic state on
the one hand, and the vacuum field associated with an excitation of a cavity mode
p and described by the mode function fp(R

j
c), with Rj

c the geometrical center of
molecule j, on the other hand. The second term in Equation 22 is the total ground
state energy of the combined molecule-cavity system, with no molecules excited
and no photons in the cavity. Note, that in the Hamiltonian (Equation 22), we
do not include direct Coulomb or excitonic interactions between molecules, i.e.
the term Vintermol (Equation 21). Although adding such interactions is straight-
forward [88], we assume that the molecules are sufficiently diluted in the cavity
medium so that these interactions can be neglected.

3.3 Quantum Mechanics/Molecular Mechanics approach

Computing electronic wave functions of molecules, including transition dipole
moments (µ̂m(Rj)) and potential energy surfaces (VSm(Rj)), is the domain of Quan-
tum Chemistry and one of the first practical applications of Quantum Mechanics.
Thanks to relentless developments in this field, Quantum Chemistry has become
an important and predictive technique in chemistry, physics and material sci-
ence [89]. However, despite tremendous advances in computer power, the mate-
rials that have been studied experimentally in the context of polaritonic chemistry
are still too large to be described at any level of ab initio electronic structure theory
or density functional theory [90].

To go beyond such size limitations, MM force fields have been introduced,
in which the potential energy is approximated by analytical functions that corre-
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spond to intuitive chemical concepts, such as bonds, angles and torsions at short
intermolecular distances, and pairwise Coulomb and Lennard-Jones potentials
at larger distances [91]. Electrons are ignored at this level of theory, but their
influence is expressed by the empirical parameters in these functions, which cor-
respond to the ground state of a given molecular structure. Therefore, processes
involving rearrangements of electrons, such as photo-excitation into an electronic
excited state [92] or chemical reactions in which bonds are formed and broken [93]
cannot be described with an MM force field.

FIGURE 3 Schematic representation of the QM/MM concept [91, 94]. A small region
(orange) important for a photochemical process, is treated at a reasonalbe
level of QM theory. The rest of the system (green) is modeled at the MM
level.

To overcome the system size limitations of a full Quantum Mechanical de-
scription on the one hand, and the lack of reactivity of a full Molecular Mechan-
ics treatment on the other hand, it was proposed considering a small part of the
system at the QM level of quantum chemistry, while applying the computation-
ally cheaper force field (MM) for the remainder of the system. This multi-scale
QM/MM strategy introduced almost five decades ago by Warshel and Levitt [95]
and popularised by Karplus [96], is schematically depicted in Figure 3 [94]. The
partitioning of a system into regions that are described at different levels of the-
ory is justified by the local character of (photo)chemical processes in condensed
phases, in particular photoexcitation of a molecule. Therefore, one can often dis-
tinguish between a "reaction center" with atoms directly participating in the pro-
cess and a "spectator" region, in which the atoms are not directly involved, but
provide an electrostatic or steric background.

The multi-scale QM/MM potential energy operator thus includes interac-
tions between (i) atoms in the QM region, (ii) atoms in the MM region and (iii)
QM and MM atoms. The interactions within the QM and MM regions are de-
scribed at the QM and MM level, respectively. Modeling the interactions between
the two subsystems is more challenging and can be done at various degrees of so-
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phistication [91]. The most popular approaches are to either describe all interac-
tions between the two subsystems at the force field level (mechanical embedding
approach), or, alternatively, include all charged MM atoms into the electronic
Hamiltonian as additional one-electron operators, and hence allow the MM en-
vironment to polarize the QM subsystem (electrostatic embedding approach). In
our simulations, we routinely use both embedding schemes, depending on the
characteristics of the system we want to investigate.

3.4 Multi-Scale Tavis-Cummings Hamiltonian

Within the Born-Oppenheimer approximation the nuclear DOF evolve on adia-
batic potential energy surfaces that are the parametric nuclear-position-dependent
eigenstates of the Tavis-Cummings Hamiltonian in Equation 22. To obtain these
eigenstates, we introduce a basis, in which each state is a tensor product between
the molecular electronic states |Sj

m⟩, computed at the QM/MM level described
above, and the Fock states |np⟩ of the cavity modes:

|ϕ{j,m},{p,n}⟩ = Π{j,m}Π{p,n}σ̂+
j,m(â†

p)
n|S1

0S2
0..SN−1

0 SN
0 ⟩ ⊗ |00..0⟩

= Π{j,m}Π{p,n}σ̂+
j,m(â†

p)
n|ΠN

i Si
0⟩ ⊗ |Πnmodes

p 0p⟩

= Π{j,m}Π{p,n}σ̂+
j,m(â†

p)
n|ϕ0⟩,

(23)

where state |ϕ0⟩ is the ground state of the molecule-cavity system with all molecules
de-excited and no photons in the cavity:

|ϕ0⟩ = |S1
0S2

0..SN−1
0 SN

0 ⟩ ⊗ |00..0⟩ = |ΠN
i Si

0⟩ ⊗ |Πnmodes
p 0p⟩. (24)

The basis states in Equation 23 represent one, two, three, four, ..., N excitations
among the N molecules, with the constraint that each molecule, j, can at most
have a single excitation into one of its multiple excited electronic states, |Sj

m⟩.
In contrast, because the cavity modes are bosonic, there is no restriction on the
number of excitations, np, these modes can have. Therefore, the number of basis
states in principle is infinite.

Because molecules only have a limited number of accessible (bound) elec-
tronic states, the total number of basis states required to find the adiabatic eigen-
states of the Hamiltonian (Equation 22) is finite in practice, but still computation-
ally intractable for all but the smallest systems. Therefore, we restrict molecular
excitations to the first excited state, i.e. m = 1. In addition, under the weak driv-
ing conditions, usually employed in experiments on organic cavities, the Hamil-
tonian can furthermore be restricted to the single-excitation subspace. Thus, we
only consider (i) basis states in which either one of the molecules is in the first
electronic excited state (i.e., |Sj

1⟩), while all other molecules are in their ground
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states (i.e., |Si ̸=j
0 ⟩) and none of the cavity modes is excited:

|ϕj≤N⟩ = σ̂+
j |ϕ0⟩ (25)

and (ii) basis states in which all molecules are de-excited, while one of the cavity
modes is excited:

|ϕj>N⟩ = â†
j−N|ϕ0⟩ (26)

Thus, under the RWA and within the single-excitation subspace, the multi-scale
Tavis-Cummings Hamiltonian (Equation 22) rearranges into:

ĤTC = ∑N
j h̄ωeg(Rj)σ̂

+
j σ̂−

j + ∑N
j VS0(Rj) + ∑nmodes

p h̄ωcav(kp)â†
p âp

−∑N
j ∑nmodes

p

√
h̄ωf(kp)

2ϵ0V µ̂(Rj) ·
[
fp(R

j
c)σ̂

+
j âp + f∗p(R

j
c)σ̂

−
j â†

p

]
.

(27)

3.5 Multimode Optical Cavities

For a proper description of strong coupling between molecular excitations and
the confined modes of an optical microcavity, not only is it important to consider
the dynamics of many realistic molecules, but it is also critical to reflect on mul-
tiple cavity light modes [73, 97–100]. In particular, going beyond a single mode
description is necessary for the simulation of the in-plane polariton transport, as
the cavity dispersion gives rise to the emergence of the group velocity of light
and, consequently, of polaritons [5, 101, 102].

Due to the boundary conditions that the cavity geometry imposes on elec-
tromagnetic fields, the dispersion of the cavity differs from that in free space, i.e.
ω = |k|c. As an example, Figure 4 schematically depicts a typical dispersion
of light as well as of the corresponding polaritons for the three cavity structures
considered in this work, namely the Fabry-Pérot, or FP, microcavity, structures
supporting surface lattice resonances, or SLRs, and structures supporting Bloch
surface waves, or BSWs. As a result of different dispersions, the distribution of
the polariton group velocity along the wave vector is not the same in these struc-
tures. This implies that for a correct estimation of the propagation velocity of
polaritons in a particular cavity structure, we should include the dispersion of
that very structure in the photonic part of the Tavis-Cummings Hamiltonian, that
is in the third term of Equation 27. In Chapter 4, we discuss in detail the three mi-
crocavity types considered in this dissertation, in particular their mode structure
and dispersion.

To alleviate the computational cost of simulations without loss of generality,
we reduce the dimension of the light-matter system to a one-dimensional chain
of molecules in a one-dimensional cavity, as illustrated in Figure 5 using the ex-
ample of a Fabry-Pérot microcavity. There, the light is confined in the x direction
between two reflecting mirrors in a form of a standing wave and can propagate
in the z direction as a plane wave. The molecules are positioned along the z di-
rection in the anti-node of the first-order out-of-plane cavity mode to facilitate a
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FIGURE 4 Typical dispersions of light and of the corresponding polaritons (upper pan-
els) with their group velocities (lower panels) in the three cavity structures
considered in this work: the Fabry-Pérot microcavity (left panels), structures
supporting surface lattice resonances (SLR, middle panels), and structures
supporting Bloch surface waves (BSW, right panels). In the upper panels,
the black solid and dashed lines depict the dispersion of an empty cavity
and of a bare molecular excitation, respectively, and the colors denote the
contribution of the cavity light modes, Pphot, to a particular polaritonic state.
Note that we do not show the numerical values because they are arbitrary
and serve only to demonstrate the difference in the behaviour of the group
velocity in different cavity structures.

stronger coupling. The corresponding polaritons are dispersive along the z direc-
tion, which makes it possible for energy to transfer over the molecular chain.

In principle, the number of light modes supported by a cavity is infinite
(which is, however, smaller than the infinite number of modes in free space that
results in such a peculiar phenomenon as the appearance of the attractive Casimir
force between closely spaced conductive plates [103]). Nevertheless, only those
modes which are not far away from resonance with a molecular excitation, are
relevant for strong coupling. In our model, we follow Michetti and La Rocca [104]
and apply periodic boundary conditions in the in-plane, z, direction, i.e., E(z) =
E(z + Lz), with Lz the length of the cavity, which quantifies the wave vector kz
to discrete values, kz,p = 2πp/Lz with p ∈ Z. Considering only the fundamental
mode in the out-of-plane, x, direction, i.e. kx = π/Lx with Lx the width of the
cavity, and employing a suitable cut-off for the dispersion in z direction [102], the
number of modes nmodes is finite and the Hamiltonian in Equation 27 becomes an
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FIGURE 5 Schematic illustration of a one-dimensional Fabry-Pérot cavity. The light
modes are confined in the x direction between the mirrors located at − 1

2 x
and 1

2 x, and can freely propagate along the z direction with in-plane mo-
mentum kz and energy h̄ωcav(kz). The vacuum electric field vector (green) is
directed along the y-axis, and its maximum amplitude is reached at x = 0
where the N molecules (pink ellipses) are positioned at equal distances zj
along the z-axis.

(N + nmodes) by (N + nmodes) matrix containing four blocks [73]:

HTC =

(
Hmol Hint

Hint† Hcav

)
. (28)

The upper left block, Hmol, is an N × N matrix containing the one-photon molecu-
lar excitations. Since direct intermolecular excitations are neglected in our model,
this block is diagonal, with elements labeled by the molecule indices j:

Hmol
j,j = ⟨ϕ0|σ̂jĤTCσ̂+

j |ϕ0⟩, (29)

for 1 ≤ j ≤ N. Thus, each matrix element of Hmol represents the potential en-
ergy VS1(Rj) of molecule j in the electronic excited state |S1(Rj)⟩ while all other
molecules, i ̸= j, are in the electronic ground state |S0(Ri)⟩:

Hmol
j,j = VS1(Rj) +

N

∑
i ̸=j

VS0(Ri). (30)

The potential energy surfaces of the molecules in the ground, VS0(R), and excited
states, VS1(R), are computed at a suitable level of QM/MM theory (Section 3.3).
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The lower right block, Hcav, is an nmodes × nmodes diagonal matrix contain-
ing the one-photon excitations of the cavity modes:

Hcav
p,p = ⟨ϕ0|âpĤTC â†

p|ϕ0⟩, (31)

for 1 ≤ p ≤ nmodes, while all molecules are in the ground state |S0(Ri)⟩. Here, â†
p

excites cavity mode p with wave-vector kz,p. Therefore, each matrix element of
Hcav is the sum of the cavity energy at kz,p and the ground state energies of each
molecule:

Hcav
p,p = h̄ωcav(kz,p) +

N

∑
j

VS0(Rj), (32)

where ωcav(kz,p) is the cavity dispersion (solid black lines in Figure 4).
The two N × nmodes off-diagonal blocks, Hint and Hint†, represent the light-

matter interactions between the electronic excitations of molecules and the cavity
modes within the dipole approximation:

Hint
j,p = −µ̂(Rj) · uy

√
h̄ωcav(kz,p)

2ϵ0V ⟨ϕ0|σ̂jσ̂
+
j âpfp(zj)â†

p|ϕ0⟩

= −µ̂(Rj) · uy

√
h̄ωcav(kz,p)

2ϵ0V fp(zj)

(33)

for 1 ≤ j ≤ N and 1 ≤ p ≤ nmodes. Here, zj is the projection of center of
the molecule on the z-axis of the cavity, and the index y of the polarization unit
vector uy implies that the light is polarised in the y direction (Figure 5). The form
function fp(zj) is determined by the specific cavity type and will be discussed
separately for each cavity structure considered in the dissertation.

Because the computation of the electronic energies, VS0(Rj) and VS1(Rj),
and transition dipole moments, µ(Rj), can be performed in parallel, cavities with
thousands of molecules can be efficiently modeled on high-performance com-
puting resources [72], which allows to simulate polaritons in more realistic con-
ditions than in the case of single-molecule models.

3.6 Semiclassical Molecular Dynamics

Diagonalizing the matrix representation of the multi-scale Tavis-Cummings Hamil-
tonian (Equation 27) in the basis of the single-excitation product states (Equa-
tion 28) yields the N + nmodes hybrid light-matter adiabatic eigenstates |ψm⟩:

|ψm⟩ =
(

N

∑
j

βm
j σ̂+

j +
nmodes

∑
p

αm
p â†

p

)
|ϕ0⟩ (34)

with eigenenergies Em. The βm
j and αm

p expansion coefficients reflect the contri-
bution of the molecular excitations, |S1(Rj)⟩, and the cavity light modes, |1p⟩,
to polariton |ψm⟩. Due to their parametric dependence on the nuclear DOF,
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these eigenenergies form adiabatic potential energy surfaces Em(R), with R the
3 × Nmol × Natoms coordinates of all atoms in the system.

Because for all but the smallest systems [105–110] a direct application of
the time-dependent Schrödinger equation for the propagation of the combined
photonic-electronic-nuclear DOF is computationally intractable, we model the
nuclear degrees of freedom classically by means of MD instead [111]. Within this
approximation, the classical trajectories are evolved by numerically integrating
Newton’s equations of motion under the influence of the forces due to the quan-
tum DOF, for which the wave function, |Ψ(t)⟩, is propagated along the trajectory.

Since the eigenstates, |ψm⟩, of the Hermitian QM/MM Tavis-Cummings
Hamiltonian (Equation 34) form a complete set, we expand the wave function
in the basis of these states:

|Ψ(t)⟩ = ∑
m

cm(t)|ψm⟩. (35)

The equations of motion for the time-dependent expansion coefficients, cm(t), are
obtained by substituting the wave function into the time-dependent Schrödinger
equation:

∂cm(t)
∂t = − i

h̄ Em(R)cm(t)− ∑n ∑j cj(t)⟨ψm|∇nψj⟩ · ṙn

= − i
h̄ Em(R)cm(t)− ∑j cj(t)dmj · Ṙ

(36)

with ṙn the velocity vector of nucleus n, and ⟨ψm|∇nψj⟩ the non-adiabatic cou-
pling vector between states m and j for a displacement of that nucleus. Likewise,
Ṙ and dmj are the 3× Nmol × Natoms dimensional velocity and non-adiabatic cou-
pling vectors of all atoms in the system.

The non-adiabatic coupling vector can also be expressed via the gradient of
the Hamiltonian as

dmj = ∑
n
⟨ψm|∇nψj⟩ = ∑

n

⟨ψm|∇nĤTC|ψj⟩
Ej − En

. (37)

Importantly, the non-adiabatic coupling vector is inversely proportional to the
energy gap between states |ψj⟩ and |ψn⟩, which has an important role in the pop-
ulation relaxation between polaritonic states [75].

The non-adiabatic coupling vectors, dmj, account for the fact that adiabatic
states can be changed along the nuclear trajectory. Thus, in the semi-classical MD
simulations nuclear motions can induce population transfer between adiabatic
states [111]. While the time-propagation of the quantum mechanical DOF is rel-
atively straightforward, it remains ambiguous how to couple that evolution to
the classical trajectories, despite decades of intensive research [112]. In our sim-
ulations, we rely on two approaches: mean-field, or Ehrenfest, MD and surface
hopping.

Before describing these two approaches, we quickly mention that equivalent
time-propagation of the coupled photonic-electronic DOF can also be achieved in
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the diabatic basis of product states between purely molecular and purely photonic
(Fock) excitations (Equations 25 and 26). This equivalence is justified by the fact
that the eigenstates |ψm⟩ of the Hermitian Tavis-Cummings Hamiltonian (Equa-
tion 34) form a complete basis set, and therefore expanding the wave function in
the adiabatic and diabatic bases is identical:

|Ψ(t)⟩ = ∑
m

cm(t)|ψm⟩ = ∑
j

dj(t)|ϕj⟩, (38)

where expansion coefficients dj reflect the contribution of molecular excitations
(j ≤ N, Equation 25) and cavity light modes (j > N, Equation 26) to the wave
function |Ψ(t)⟩.

Recently, we have extended our multiscale MD approach to perform simu-
lations also in the diabatic basis. However, because the two representations are
equivalent, in the next two sections we will focus on the Ehrenfest and surface
hopping models in the adiabatic basis only, and for the details of simulations in
the diabatic basis, we refer an interested reader to our recent publication [113].

3.7 Ehrenfest molecular dynamics

To demonstrate the idea of Ehrenfest approach, let us introduce a simple ansatz,
in which the total nuclear-electonic-photonic wave function, |Φ(R, r, t)⟩, is repre-
sented as a product of the electronic-photonic wave function, |Ψ(R, r, t)⟩ (Equa-
tion 35), and the nuclear wave function, |χ(R, t)⟩:

|Φ(R, r, t)⟩ = |Ψ(R, r, t)⟩|χ(R, t)⟩ exp
[

i
h̄

∫ t
ETC(t′)dt′

]
, (39)

where the total wave function depends explicitly on coordinates of both nu-
clei R and electrons r, while the electronic-photonic wave function depends on
the nuclear coordinates only parametrically. In Equation 39, the phase factor
exp

[
i
h̄

∫ t ETC(t′)dt′
]

with ETC = ih̄⟨Ψ| ∂Ψ
∂t ⟩, was introduced to simplify further

derivations [114].
Inserting Equation 39 into the time-dependent Schrödinger equation and

multiplying by ⟨Ψ(R, r, t)|, we obtain an equation for the time-evolution of the
nuclear wave function:

ih̄
∂|χ⟩

∂t
= ⟨Ψ|Ĥ|Ψ⟩|χ⟩ = T̂N|χ⟩+ ⟨Ψ|ĤTC|Ψ⟩|χ⟩, (40)

where Ĥ = T̂N + ĤTC and T̂N = −∑a
h̄2

2Ma
∇2

a the kinetic energy of all nuclei in
each atom a in the system.

The nuclear wave function can be expressed through the so-called Hamil-
ton’s principle function S(R, t) [115]:

|χ(R, t)⟩ = exp
[

i
h̄

S(R, t)
]

. (41)
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With this ansatz, Equation 40 is modified in the following way:

∂S(R, t)
∂t

+ ∑
a

1
2Ma

(∇aS(R, t))2 + ⟨Ψ|ĤTC|Ψ⟩ = ih̄ ∑
a

1
2Ma

∇2
aS(R, t). (42)

Expression 42 has a form of the quantum Hamilton-Jacobi equation, in which
the right-hand side can be regarded as a quantum correction. Therefore, assum-
ing h̄ → 0, we move to the classical Hamilton-Jacobi equation [116]:

∂S(R, t)
∂t

+ ∑
a

1
2Ma

(∇aS(R, t))2 + ⟨Ψ|ĤTC|Ψ⟩ = 0, (43)

in which −∂S(R, t)/∂t = E(t) is the total energy of the system and Pa(R, t) =
∇aS(R, t) is the classical momentum of atom a. Thus, we can re-write Equation 43
as

E(t) = ∑
a

P2
a(R, t)
2Ma

+ ⟨Ψ|ĤTC|Ψ⟩. (44)

The total energy of the system should be conserved. Therefore,

E(t)
dt

= ∑
a

[
dPa(R, t)

dt
+ ⟨Ψ|∇aĤTC|Ψ⟩

]
υa = 0, (45)

where in the second term, we used the chain rule, i.e. d
dt = ∑a

d
dra

dra
dt = ∑a ∇a × υa

with υa the velocity of atom a, and the expression ih̄⟨Ψ| ∂Ψ
∂t ⟩ = HTC|Ψ⟩ to show

that ⟨ dΨ
dt |Ĥ

TC|Ψ⟩ = −⟨Ψ|ĤTC| dΨ
dt ⟩.

The expression in the brackets of Equation 45 should be equal to zero, which
gives us the Newton’s equation of motion:

Fa =
dPa(R, t)

dt
= −⟨Ψ|∇aĤTC|Ψ⟩, (46)

and the Hellmann–Feynman theorem [117]. In Equation 46, Fa is the force acting on
atom a.

Therefore, in Ehrenfest MD the nuclear trajectory evolves on the expectation
value of the potential energy surface with respect to the total electronic-photonic
wave function (Equation 35):

Emf(R) = ⟨Ψ|ĤTC|Ψ⟩ = ∑
j

∑
m

c∗j cm⟨ψj|ĤTC|ψm⟩. (47)

To propagate the nuclear trajectory, the matrix representation of the QM/MM
Tavis-Cummings Hamiltonian (Equation 28) is diagonalized at every time step
of the simulation, using the basis functions |ϕj⟩ (Equations 25 and 26), obtained
from QM/MM calculations of the electronic states of the molecules [111]. Then,
the derivatives of the mean-field potential energy surface (Equation 47) are com-
puted from the molecular S0 and S1 gradients in combination with the expansion
coefficients, cm(t), and used to integrate the positions of the classical nuclei over
a discrete time interval, ∆t [118], using the Hellmann–Feynman theorem:

Fa = −⟨Ψ|∇aĤTC|Ψ⟩ = −∑
j

∑
m

c∗j cm⟨ψj|∇aĤTC|ψm⟩. (48)
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In parallel, the wavefunction is propagated according to Equation 36 using
the unitary propagation scheme proposed by Grannuci and co-workers [119].

One disadvantage of the Ehrenfest MD in general is that the trajectory, being
evolved on an average potential of all adiabatic states |ψm⟩, cannot decohere, i.e.
to start behaving as a statistical ensemble of electronic states rather than a coher-
ent superposition of them [116]. Nevertheless, in the case when there are many
states close in energy [114], Ehrenfest dynamics performs well, hence it should
be ideally suited for simulating polaritonic systems composed of very many col-
lectively coupled molecules, in which the light-matter eigenstates form a dense
manifold of nearly parallel potential energy surfaces [117], as, for instance, is
shown in Figure 6.

FIGURE 6 Time-evolution of the adiabatic polaritonic energies in a system of N = 256
Rhodamine molecules and nmodes = 160 cavity light modes at strong cou-
pling characterised by a Rabi splitting of 325 meV. Because the energies re-
main parallel to each other during the dynamics, the mean-field potential is
expected to have a similar trend, which justifies the usage of Ehrenfest MD
approach.

3.8 Surface Hopping

An alternative method was suggested by Tully, in which a distinction is made
between the total wave function, |Ψ(t)⟩ (Equation 35), and an auxiliary adiabatic
wave function, |ψm⟩ (Equation 34) [120]. As in Ehrenfest MD, the total wave
function determines all the system’s observables, including the populations of
the adiabatic (in our case, polaritonic) states, and is propagated along with the
classical trajectory. The auxiliary adiabatic wave function, in turn, defines the
potential energy surface on which the classical DOF evolve and is not explicitly
propagated in time, but can stochastically change (hop) to other states.

To provide the correct quantum statistical distribution of states in an ensem-
ble of surface hopping trajectories, the switching probabilities between different
adiabatic states must represent the populations of these states in the total wave
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function. Based on Equation 36, the rate at which the populations change, is

∂

∂t
|cm|2 = cm

∂c∗m
∂t

+ c∗m
∂cm

∂t
= −∑

j
2ℜ[c∗j cmdmj · Ṙ] = −∑

j
bmj. (49)

Tully argued that the number of hopping events should be minimised [120].
This is achieved in Ntraj simulations if for a small time interval δt, Ntrajbmjδt hops
from |ψj⟩ to |ψm⟩ take place, and none from |ψm⟩ to |ψj⟩. Because in the begin-
ning, Ntraj|cj|2 of the trajectories are in state |ψj⟩, the switching probability to state
|ψm⟩ is defined as

pj→m =
Ntrajbmjδt
Ntraj|cj|2

=
bmjδt
|cj|2

, (50)

and the switching probability in the opposite direction should be zero. Thus, the
probability to switch from |ψj⟩ to |ψm⟩ is computed as

pj→m = max

[
0,

bmj∆t
|cj|2

]
, (51)

where ∆t is the integration time step in the MD simulation. To decide if a hop
between states |ψj⟩ and |ψm⟩ occurs, a random number ζ is taken from a uniform
distribution between 0 and 1. Then, the hop is considered allowed if ∑m

q ̸=j pj→q <

ζ < ∑m+1
q ̸=j pj→q. After the hop, the evolution of the classical trajectory continues

on the adiabatic potential energy surface, Em(R), of state |ψm⟩. Because the hop-
ping probabilities are based on the rates at which populations change, surface
hops only occur when the trajectory reaches regions, in which the non-adiabatic
coupling vectors djm (Equation 37) are not negligible. Otherwise, the vectors are
close to zero and the adiabatic state populations do not change.

After a switch between two adiabatic states with different energies is made,
the velocities of the nuclei are adjusted to conserve the total energy. Because
such switching can only be induced by the nuclei if their velocity vectors overlap
with the non-adiabatic coupling vectors (Ṙ · dmj), the velocity adjustment is made
parallel to the coupling vectors [121]. This can be thought of as applying a force
to the nuclei in the direction of the non-adiabatic coupling vector, with the work
done by the force being used to facilitate a switch between states [122–124].

While this so-called fewest switches surface hopping algorithm [120] found
success in modeling non-adiabatic dynamics of systems with several excited states
[112], a large number of simulations may be required to attain convergence in
modeling systems with hundreds to thousands of near-degenerate states, as in
the case of molecule-cavity systems in the strong coupling regime. Furthermore,
because hops are stochastic, the trajectories are not deterministic, which not only
contradicts the principles of classical dynamics but can also lead to inconsis-
tencies between the potential energy surface on which the trajectory is evolved
and the total polaritonic wave function, |Ψ(t)⟩ (Equation 35). While for bare
molecules such inconsistencies can be overcome with decoherence corrections
[125–127], these corrections are ad hoc and lack a physical basis. Therefore, it is not
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a priori clear how to apply such corrections to polaritonic systems. Nevertheless,
for simulations with fewer molecules, in particular when these molecules can
undergo photo-chemical reactions, surface hopping remains the semi-classical
method of choice [128–130].

3.9 Cavity decay

Because no realistic cavity is a closed system, the excitation is able to irrevocably
leak into the environment through, for example, imperfect mirrors or ultrafast
plasmon dephasing. The decay into the environment can be incorporated into the
density matrix formalism of quantum mechanics. In this formalism, the Markovian
dynamics of an open quantum system can be described by the Lindblad master
equation [131]:

dρ̂

dt
= −i

[
Ĥ, ρ̂

]
+ ∑

j

1
2

Γj

(
2L̂jρ̂L̂†

j − L̂†
j L̂jρ̂ − ρ̂L̂†

j L̂j

)
, (52)

where Ĥ is the Hamiltonian of the system of interest, L̂+
j and L̂j are the jump

operators describing pumping and dissipation into the environment with index j
labeling the possible quantum jumps, and Γj is the dissipation rates. The last two
terms in the parenthesis of Equation 52 describe the relaxation into environment,
while the first term accounts for the possibility of the excitation to appear in a
new state after the decay. We assume that this "refilling" term is slow compared
to the direct decay into the environment and take it out of consideration:

dρ̂

dt
= −i

[
Ĥ, ρ̂

]
− ∑

j

1
2

Γj

(
L̂†

j L̂jρ̂ + ρ̂L̂†
j L̂j

)
. (53)

Without dissipation, Equation 53 reduces to the von Neumann equation for
the evolution of the density operator [131].

Assuming Ĥ = ĤTC, L̂†
j = â†

j and Γj = γj the cavity decay rate, Equation 53
is equivalent to the time-dependent Schrödinger equation for the non-Hermitian
Tavis-Cummings Hamiltonian:

ĤTC
non-Herm = ∑N

j h̄ωeg(Rj)σ̂
+
j σ̂−

j + ∑N
j VS0(Rj)

+∑nmodes
p h̄

[
ωcav(kp)− i

2 γp

]
â†

p âp

−∑N
j ∑nmodes

p

√
h̄ωcav(kz,p)

2ϵ0V µ(Rj) ·
[
fp(R

j
c)σ̂

+
j âp + f∗p(R

j
c)σ̂

−
j â†

p

]
,

(54)
where the term proportional to γp relates to the radiative decay of cavity mode p.

Because the Hamiltonian in Equation 54 is non-Hermitian, its eigenvalues
are complex and the eigenvectors are not orthogonal. Different methods have
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FIGURE 7 Panel a: Ground state (GS) population in a system of 1024 two-level excitons
(h̄ωeg = 4.18 eV) strongly coupled to 160 lossy (γ = 66.7 ps−1) cavity modes
of a Fabry-Pérot cavity after excitation of a single cavity mode. The Rabi
splitting was 300 meV. Panel b: Relative error between GS populations after
100 fs of simulations with the cavity losses inserted explicitly in the Hamil-
tonian (blue line in panel a) and added as a first-order decay rate (red line
in panel a), plotted as a function of the Rabi splitting. The black dashed line
displays a linear fit to the calculated values.

been proposed to run dynamics of systems described by such non-Hermitian
Hamiltonians. Here, we adapt a method proposed by Granucci et al. [119], in
which the wave function, Ψ(t), is propagated under the influence of the non-
Hermitian Hamiltonian ĤTC

non-Herm with the expansion coefficients evolving in a
similar way as in Equation 36, while the nuclear DOF are propagated on real adi-
abatic potential energy surfaces associated with the Hermitian Tavis-Cummings
Hamiltonian (Equation 27). The details of the method and its implementation can
be found in our recent publication [113].

Alternatively, cavity losses can be introduced as an ad hoc first-order de-
cay of population from adiabatic states, |ψm⟩, with a rate that is proportional
to the total contribution of the cavity mode excitations to that state (i.e., Γm =

∑nmodes
p γp|αm

p |2) [72]. Due to this decay, the norm of the wave function ∑m |cm(t)|2
(Equation 35) is not conserved, but decreases to reflect the radiative losses:

∑
m
|cm(t)|2 = ∑

m
|cm(0)|2 exp

[
−

nmodes

∑
p

γp|αm
p |2t

]
. (55)

Although the two cavity decay implementations are not equivalent, they
yield quantitatively very similar ground state populations, as exemplified in Fig-
ure 7. For this reason, in our simulations, we routinely utilise both schemes.

We note that, although possible, we do not consider molecular radiative
decay in our simulation. This is a reasonable approximation, given that for most
molecules fluorescence occurs on a nanosecond timescale which is a few orders of
magnitude larger than both typical cavity decay rates and the simulation timescales.



4 RESULTS

In this chapter, results of multi-scale MD simulations of excitation energy trans-
port in organic molecules strongly coupled to confined cavity light modes are
presented. First, a general transport mechanism, suggested by the simulations, is
discussed in Section 4.1. Then, the effect of the cavity decay rate on the lifetime
and propagation distance of polaritons is examined in Section 4.2. Additionally,
in Section 4.3, simulations of molecules in two particular cavity types, namely
nanoparticle arrays supporting SLRs and structures supporting BSWs, are per-
formed, and the dependence of the transport mechanism and the propagation
distance on the photonic content of polaritonic states is studied. Finally, as a
possible means of an efficient practical initiation of exciton propagation, a pho-
tochemical reaction is suggested and discussed in Section 4.4. Together, these
results contribute to a comprehensive understanding of the mechanism of the in-
plane excitation energy transport under strong light-matter coupling in optical
microcavities.

4.1 General Mechanism of the Excitation Energy Transport in Or-
ganic Microcavities (Publication I)

In this section, we share the results of publication I, which is considered the core
publication of the thesis. The main goal of this study was to propose a general
mechanism for excitation energy transport in optical microcavities that would
explain recent experimental observations [10]. The project was inspired by an
early work of Agranovich and Gartstein on exciton-polariton transport in semi-
conductor planar microcavities [5]. Although this work made valuable predic-
tions regarding the nature of exciton-polariton transport, such as the occurrence
of ballistic propagation of ideal polariton wave packets and localisation of disor-
dered polariton wave packets due to elastic scattering by "off-resonant" electronic
transitions [101], the model introduced in the article lacked atomistic details of
molecules nor did it account for thermal motions. In particular, it was not clear
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what would be the role of molecular vibrations on the transport and localisation
of exciton-polaritons. Therefore, to make the model more realistic and allow for
inclusion of such important effects as dynamical excitation energy disorder, in-
teraction with molecular environment, as well as vibronic coupling, we extended
this model to the multiscale QM/MM model as was described in Chapter 3.

In this work, we considered a chain of Rhodamine molecules (inset in Fig-
ure 8) in a one-dimensional Fabry-Pérot microcavity (Figure 5). While the choice
of molecular species influences such characteristics as the strength of excitation
energy disorder and of non-adiabatic coupling, it should not affect the general
mechanism of exciton-polariton transport, which only relies on the hybrid light-
matter nature of polaritons. Nevertheless, to check this, we have also performed
simulations with two other molecules, namely Methylene Blue and Tetracene.
Because the results of simulations with the three molecular species are, indeed,
consistent, we only present the results of the transport simulation in a chain of
Rhodamine molecules in the following.

Additionally, the choice of cavity type may quantitatively affect the propa-
gation speed of exciton-polaritons through dispersion, but, again, the qualitative
predictions are expected to be the same.

The dispersion of a Fabry-Pérot cavity is given by the following relation:

h̄ωcav(k) =
h̄c|k|

nr
=

h̄c
nr

√
k2

x + k2
y + k2

z, (56)

where nr is the refractive index of the medium inside the cavity. For the cavity
structure displayed in Figure 5, light forms a standing wave in the x direction,
and hence kx is discrete, i.e. kx,q = q π

Lx
with q ∈ Z [132], while in the y and

z directions, the light propagates freely as a plane wave so that ky and kz are
continuous and f(kx) = eikxx and f(ky) = eikyy. At kz → 0 and fixed kx and
ky, the dispersion is parabolic, ω(kz) = w0 + αk2

z with α = c
nrkx

, and at large kz
the dispersion asymptotically approaches the dispersion of light, that is ω(kz) =
ckz
nr

. Because we are interested in a one-dimensional propagation of the excitation
along the molecular chain in the z direction, we disregard the ky component of
the wave vector in Equation 56. Also, we limit the number of modes in the x
direction to a single mode with q = 1, which is the fundamental mode. Lastly, we
introduce periodic boundary conditions in the z directions, which makes the kz
component of the wave vector discrete, i.e. kz,p = p 2π

Lz
with p = 1, ..., nmodes [104],

and limit the number of cavity modes by nmodes = 160. With the cavity length of
Lz = 50 µm and width of Lx = 163 nm, the dispersion spans the energy range
from 3.81 eV to 5.48 eV (dashed-dotted line in Figure 8) and becomes resonant
with the absorption maximum of Rhodamine at 4.18 eV at CIS/3-21G levels of
quantum chemistry (dashed line in Figure 8) at kres

z = 8.7 µm−1. As a result of
strong interaction between excitons in Rhodamine molecules and the cavity light
modes, the dispersive UP and LP branches, separated by the Rabi splitting of
∼325 meV, are formed (blue and cyan lines in Figure 8). We note that because
the cavity modes volume and hence the electric field strength is a parameter in
our model, we can easily adjust the Rabi splitting by choosing a suitable electric
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field strength. Here, the Rabi splitting of ∼325 meV was achieved with |E| =
0.26 MVcm−1.

We note that because we consider excitation transport in only one direction,
we cannot properly account for the elastic scattering of polaritons, since in a one-
dimensional cavity, due to the conservation law, such scattering is possible only
with a change in the sign of the wave vector, i.e. |k| → −|k|, which is unlikely.
Although considering a two-dimensional cavity would allow a better description
of elastic scattering, this would require modeling a large number of molecules,
which is currently not feasible with our available computational resources.

FIGURE 8 Polariton dispersion in a system of Rhodamine molecules in a Fabry-Pérot
microcavity. The bare cavity, ωcav, and molecular, ωmol, dispersions are
shown as the dashed-dotted and dashed black lines. The corresponding dis-
persons of the upper (UP) and lower polariton (LP) branches are depicted in
blue and cyan. With the cavity electric field strength |E| = 0.26 MVcm−1, the
Rabi splitting between the LP and UP is ∼ 325 meV. The green line shows
the group velocity, υgr, of the LP branch, and the magenta bell sketches the
position of the initial Gaussian wave packet of lower polaritons in the re-
ciprocal space. In the inset, the structure of Rhodamine molecule is shown.
The QM part, consisted of three in-plane rings, is described at the HF/3-21G
and CIS/3-21G levels of theory in the electronic ground (S0) and excited (S1)
states, respectively. The MM part, consisted of the out-of-plane ring atoms of
Rhodamine, as well as the water molecules (not shown), are modelled with
the Amber03 force field.

Experimentally, exciton-polariton transport can be initiated either directly
by resonantly pumping polaritonic states, or indirectly by pumping higher-energy
excited states of molecules. Below, we consider both excitation schemes sepa-
rately.
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4.1.1 Resonant excitation

In practice, resonant excitation of polaritons is achieved by adjusting the energy
of a laser to the energy of polaritons. The spatial profile of a laser beam is well ap-
proximated by the Gaussian distribution, as is the profile in the reciprocal space.
Therefore, in our simulations we realise resonant excitation by creating a Gaus-
sian wave packet of polaritons [5]:

cm(0) =
(

ζ

2π3

) 1
4

exp[−ζ(km
z − kc)

2] (57)

with cm(0) expansion coefficients of the total wave function (Equation 35) at the
beginning of the simulations,

√
ζ = 10−6 m characteristic width of the wave

packet, km
z the expectation value of the in-plane momentum of polariton |ψm⟩

(i.e., ⟨km
z ⟩ = ∑nmodes

p |αm
p |2kz,p/ ∑nmodes

p |αm
p |2), and kc position of the wave packet’s

centre. As shown in Figure 8, the wave packet consists of the polaritonic states in
the LP branch and is centred at the wave vector kc = 6.9 µm−1, corresponding to
the maximal group velocity, υmax

gr = 68 µmps−1.
Figure 9a shows the time-propagation of such a polaritonic wave packet in

a system containing 1024 molecules in a lossless cavity (γcav = 0 ps−1). Initially,
the wave packet propagates ballistically with an average speed corresponding to
the centre of the wave packet, i.e. υmax

gr (dashed line in Figure 9a). This ballistic
motion is manifested by a linear increase of the expectation value of the position
of the wave packet, ⟨z⟩ (Figure 9c), and a quadratic increase of the mean squared
displacement (MSD, purple line in Figure 9d) during about 100 fs of simulation.
Thereafter, the wave packet slows down, as clearly seen in the plot of ⟨z⟩, and the
MSD becomes linear (cyan line in Figure 9d), which suggests a transition from
ballistic to diffusive transport.

While the front of the wave packet moves at the maximal speed, the whole
packet broadens and sharp features, visible as vertical lines in the time-space map
of the probability amplitude of the wave function, |Ψ|2 (Figure 9a), appear. These
peaks also emerge when the simulation is repeated with frozen nuclear DOF and
different excitation energies of molecules. Therefore, the appearance of the peaks
is related to the excitation energy disorder, which causes localisation of polaritons
on particular molecules, as was previously suggested by Agranovich and Gart-
stein based on the analysis of two-level systems with static energy disorder [5].

The transition between ballistic and diffusive transport regimes occurs when
the contribution of molecular excitons to the total wave packet exceeds the contri-
bution of the cavity light modes, as shown in Figure 9b. As there are no losses in
the system, the decrease in the photonic contribution is due to population trans-
fer from initially excited LP states to the entropically favourable reservoir of dark
states [133]. Because the dark states lack group velocity and direct intermolecular
couplings are not included in our model, these states are stationary and hence
cannot contribute to the diffusive propagation of the polariton wave packet, and
the bright states must still be involved. Thus, our simulations suggest that while,
initially, population is transferred from the propagating bright states into the sta-
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FIGURE 9 Panel a: Probability density, |Ψ|2, of the polariton wave function (Equa-
tion 35) as a function of distance and time after resonant excitation in a sys-
tem of 1024 Rhodamine molecules strongly coupled to a multimode cavity.
The red dashed line corresponds to the maximum group velocity of the LP
branch. Panel b: Contribution of molecular excitons (black) and cavity light
modes (red) to |Ψ|2 as a function of time. Panel c: Expectation value, ⟨z⟩
(black line), and root mean squared displacement (RMSD, grey area) of the
position of the polariton wave function. Panel d: MSD of the polariton wave
function at T = 300 K (solid black line) and T = 0 K (dashed grey line) in
a lossless cavity, as well as at T = 300 K in a lossy cavity (γcav = 66.7 ps−1,
solid orange line). The magenta and cyan lines are quadratic and linear fits
to the MSD in a lossless cavity at T = 300 K.

tionary dark states [75], this process is reversible, so that the bright LP states get
"fed" by the dark states thus forming propagating wave packets within the full
range of LP group velocities. This continuous process of creation and destruc-
tion of wave packets eventually results in a diffusive-like transport of polaritons,
which is manifested as a linear MSD of the probability amplitude.

Because the non-adiabatic coupling vector, responsible for population trans-
fer, is inversely proportional to the energy gap between states (Equation 37), the
turnover from ballistic to diffusive transport depends on the overlap between
the molecular absorption spectrum and polaritonic states, and can hence be con-
trolled by tuning the excitation energy and wave vector along a polariton branch.

We note that when the nuclear DOF are frozen, a polariton wave packet



47

displays a linear uniform motion, typical of ballistic transport, and the corre-
sponding MSD remains quadratic (dashed line in Figure 9d), even in the event
of a moderate disorder. In contrast, when the disorder strength is well beyond
that of Rhodamine, the wave packet becomes localised and no coherent polari-
ton transport occurs [5]. This demonstrates the importance of treating molecules
as dynamic entities, since only then can a transition from ballistic to diffusive
transport be observed.

So far, we have discussed transport in a perfect cavity without losses. The
inclusion of cavity decay brings an additional relaxation channel, which depletes
the population from bright polaritonic states and competes with the transfer into
the dark states. This leads to a faster turnover to the diffusive transport and
an overall smaller MSD (orange line in figure 9d for simulation with γcav =
66.7 ps−1). Because cavity losses restrict the lifetime of bright LP states, the max-
imal distance a wave packet can reach is limited by two factors: (i) a shortening
of the ballistic phase, and (ii) a reduction of the diffusion coefficient in the second
phase (the orange line in figure 9d looks flat compared to the purple line). This
implies that the propagation speed is significantly lower than in the perfect cav-
ity. In Section 4.3 we address this connection between the cavity lifetime and the
propagation speed and distance in detail.

Experimentally, polariton transport at resonant excitation was first demon-
strated in an inorganic structure. In the experiment of Freixanet et al., fully ballis-
tic propagation of polaritons was observed for a strongly coupled quantum dot
at cryogenic temperatures [8]. In our simulations, such a purely ballistic trans-
port can be achieved with frozen molecules (dashed line in Figure 9d). Recently,
a room-temperature polariton motion in strongly coupled organic molecules was
also studied, and the ballistic transport followed by diffusion was observed [16].
Our simulations agree with these transient absorption measurements and suggest
that the observed transition between the propagation regimes can be attributed to
reversible population transfers between propagating bright states and stationary
dark states.

4.1.2 Off-resonant excitation

Besides resonant excitation, transport of polaritons can be initiated indirectly,
when a higher-energy electronic state of the molecules is pumped [9, 10, 14, 20].
According to Kasha’s rule, after such excitation, a molecule quickly relaxes to the
first excited state, S1. If this molecule is a part of a strongly coupled ensemble
of molecules, the population can be transferred to bright states, causing exciton-
polariton transport.

To model off-resonant excitation, we start simulations in the S1 state of a
single molecule, j, placed at zj = 5 µm. In the diabatic basis, this is achieved
by setting the expansion coefficient corresponding to this molecule to one, i.e.
dj(0) = 1, while all the other coefficients are zero, di ̸=j(0) = 0 (Equation 38).
In the adiabatic basis, in turn, excitation of a molecule is not an eigenstate of
the Hamiltonian and hence should be represented as a linear combination of the
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polaritonic states (Equation 34):

|Ψ(0)⟩(loc. on j) =
N+nmodes

∑
m

cm(0)|ψm⟩ =
N+nmodes

∑
m

U†
mj|ψm⟩ =

N+nmodes

∑
m

βm
j |ψm⟩ (58)

with U†
mj the elements of the unitary matrix U that diagonalises ĤTC. Because we

intend to localise excitation on molecule j, these matrix element are nothing more
than the expansion coefficients, βm

j , associated with this molecule (Equation 34).
Figure 10a shows the propagation of the probability density of the wave

function, |Ψ|2, after such an off-resonant excitation in an imperfect cavity with
decay rate γcav = 66.7 ps−1. Although only a single molecule is excited in the be-
ginning of the simulation, the population rapidly spreads to other molecules. Be-
cause the initial state is a superposition of both stationary dark states and bright
states moving with different group velocities, the wave packet displays a complex
behaviour, in which the front initially moves with the maximum group velocity
of the LP branch (dashed line in Figure 10a), while the average propagation speed
is much slower (Figure 10c).

Unlike resonant excitation, at which the initial excitation is composed of
bright polaritonic states moving ballistically, the mixed character of the initial
state at off-resonant excitation results in the absence of a ballistic phase, and the
wave packet travels in a diffusive manner from the very beginning of the simu-
lation (cyan line in figure 10d). During this phase, the motion of bright polari-
tonic states is continuously interrupted and then restarted with different group
velocities, as was also observed in the diffusive phase at the resonant excitation
(Section 4.1.1).

Along with the population exchange between bright and dark states, man-
ifested in Figure 10b as oscillations in the excitonic and photonic contribution to
the polaritonic wave function, cavity decay leads to a monotonous build-up of
the total ground state population (blue line in Figure 10b). This depletion of the
bright states restricts the distance covered by the wave packet. Nevertheless, this
distance is still about micrometer scales, which is extraordinary for excitons in
organic materials. A rough estimation of the diffusion coefficient from the linear
fit of the MSD in Figure 10d, i.e. MSD(t) = 2Dt, gives the value of D around
8.8 µm2ps−1, which exceeds the typical diffusion coefficients of excitons in or-
ganic semiconductors by a few orders of magnitude [30].

Dark states, having a minor contribution from the cavity light modes, decay
at a much slower timescale compared to bright states, whose lifetime is primar-
ily determined by the cavity lifetime [62, 134]. Therefore, in addition to slowing
down the wave packet by "trapping" the population through non-adiabatic trans-
fers, dark states provide bright states with protection from cavity losses. Indeed,
the polariton wave packet survives for much longer (at least 300 fs; blue line in
Figure 10b) than expected from the bare cavity decay rate (dashed grey line in
Figure 10b). Considering that the rate of population transfer into the DS reser-
voir is proportional to the molecular density of states, this protection effect may
explain the detection of polariton signatures on a picosecond timescale in realistic
cavities with billions of molecules [10, 61].
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FIGURE 10 Panel a: Probability density, |Ψ|2, of the polariton wave function (Equa-
tion 35) as a function of distance and time after off-resonant excitation in
a system of 1024 Rhodamine molecules strongly coupled to a multimode
lossy cavity (γcav = 66.7 ps−1). The red dashed line corresponds to the max-
imum group velocity of the LP branch. Panel b: Contribution of molecular
excitons (black) and cavity light modes (red) to |Ψ|2, as well as the popu-
lation of the total ground state (GS) in MD simulations (blue) and as ex-
pected from the cavity decay rate (i.e. 1 − exp (−γcavt), dashed grey line),
as a function of time. Panel c: Expectation value, ⟨z⟩ (black line), and RMSD
(grey area) of the position of the polariton wave function. As a reference,
the dashed line shows the distance corresponding to the maximum group
velocity of the LP, i.e. υmax

gr t. Panel d: MSD of the polariton wave function
at T = 300 K. The cyan line is a linear fit to the MSD.

It is important to note that in addition to non-adiabatic transfers from dark
states resulting in the formation of propagating wave packets, polariton spread-
ing at off-resonant excitation is also caused by Rabi oscillations, in particular at
the start of simulations. Additional simulations with frozen nuclear DOF, when
only the second mechanism is operational, showed a reduced wave packet’s prop-
agation, with the excitation remaining more localized on the molecule that was
initially excited, compared with simulations at room temperature, which under-
lines the importance of molecular motions on the transport of polaritons.

In one of the first experimental observations of organic exciton-polariton
transport, the polariton emission pattern after off-resonant excitation was found
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to remind a diffusion process with a propagation speed a few orders of magni-
tude smaller than the group velocity from the polariton dispersion [10]. The re-
sults of our simulations qualitatively agree with these observations and suggest
that reversible population transfers between dark states with no group velocity
and propagating bright states make polariton transport appear diffusive.

4.1.3 Summary

We summarise the main conclusions of Publication I suggested by the performed
MD simulations:

• Strong coupling of organic molecules with the confined light modes of an
optical microcavity leads to a micrometer-range in-plane excitation energy
transfer, which is a few orders of magnitude beyond the typical diffusion
lengths of bare excitons in organic molecules [30];

• Upon resonant excitation of polaritonic states, the excitation initially ballis-
tically propagates as a wave packet with the group velocity according to the
polariton dispersion;

• After a short ballistic phase, the propagation becomes diffusive at longer
times due to reversible population exchange between propagating bright
states and non-propagating dark states;

• For off-resonant excitation, transport is diffusive from the very beginning;

• Dark states extend the lifetime of the molecule-cavity system [117], result-
ing in polariton propagation observed on timescales far beyond the cavity
lifetime [10].

4.2 Effect of the Cavity Lifetime on Polariton Transport
(Publication II)

In the previous section, we have discussed that the leakage of excitation through
the cavity mirrors leads to depletion of bright polaritonic states. Because the
cavity decay rate is typically much faster than the rate of both fluorescence and
radiationless decay in organic molecules, the lifetime of organic polaritons is de-
termined by the lifetime of the cavity modes [62, 134]. For that reason, one can
anticipate a connection between the cavity lifetime and the survival time of po-
laritons and hence of the propagation distance.

Recently, such a connection was scrutinised experimentally by Pandya et
al. [17]. In a series of DBR microcavities with similar dispersions but differ-
ent quality factors, or Q-factors, related to the cavity lifetime, τcav = γ−1

cav, as
Q = ωcavτcav, propagation of a polariton wave packet in a cavity with boron-
dipyrromethen-R (BODIPY-R) dyes was imaged by femtosecond transient ab-
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sorption microscopy. After initial broadband excitation of polaritonic states (Fig-
ure 11a), a ballistic spreading of a polaritonic wave packet followed by shrinking,
was observed (Figure 11e). Moreover, the effect was most pronounced in the cav-
ity with a larger Q-factor, which manifested itself in an increased propagation
distance in the ballistic phase, as well as a longer duration of this phase (black
line in Figure 11e).

To bring theoretical insights into these experimental observations, we have
carried out simulations of excitation energy transport in a Fabry-Pérot micro-
cavity filled with 512 Rhodamine molecules. With the dispersion of the cav-
ity and hence of polaritons, the same as in Section 4.1 (Figure 11b), the only
control parameter was the cavity lifetime, of which three values were selected:
τcav = 15, 30, and 60 fs. To correspond to experimental conditions, a broadband
excitation of upper polaritons, centred at h̄ω = 4.41 eV and covering the whole
UP branch, was used (pink rectangle in Figure 11b).

In the simulation, the choice of Rhodamine instead of BODIPY-R, which
was used in the experiment, was made because BODIPY-R (and other derivatives
of the BODIPY family of molecules) is a rather complex molecule to simulate
its excited state properties [135]. Therefore, to simulate multiple molecules in a
cavity on a sub-picosecond timescale, we chose Rhodamine to work with. As we
made sure in the simulation of three different molecular species in Section 4.1,
the mechanism of polariton transport remains the same regardless of the choice
of the molecule in simulations, which further justifies the choice of Rhodamine.

Figure 11c displays the spatio-temporal propagation of the probability den-
sity of the polariton wave function in the best-quality cavity, i.e. with lifetime
τcav = 60 fs. The initially localised wave packet rapidly spreads on a micrometer
scale and then splits into two components. The first component propagates faster
than the maximal group velocity of the LP branch (magenta line in Figure 11c)
with its front moving with the maximal group velocity of the UP branch (yellow
line in Figure 11c). Therefore, we attribute this fast propagation to upper po-
laritonic states with a high group velocity. Because such states are energetically
separated from the manifold of dark states (cyan line in Figure 11b), and the rate
of population transfer between polaritonic states is inversely proportional to the
energy gap between the states (Equation 37), the main relaxation channel for the
highest-speed upper polaritons is radiative decay to the ground state. As a result,
the fast-moving component of the wave function vanishes at around 200 fs after
the excitation.

Because the lifetime of polaritonic states is determined by the cavity life-
time, the moment when the faster component of the wave packet disappears
should also depend on the cavity lifetime. In the experiment, this dependence
was captured by measuring the position-dependent transient transmission of the
cavity, ∆T(z, t)/T0, where ∆T = T∗ − T0 with T0 and T∗ the transmission spectra
before pumping, i.e. associated with the ground state, and at time t after pump-
ing [49]. For a direct comparison with the experiment, we have developed an
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FIGURE 11 Panel a: Angle-resolved reflectivity of a microcavity used in study [17]. The
circles indicate the LP and UP branches, and the dashed rectangle marks the
range of wavelengths covered by the pump pulse used in transient absorp-
tion measurements. Panel b: Normalised angle-resolved absorption spec-
trum of the cavity, used in MD simulations. The blue and red solid lines
indicate the UP and LP branches, and the dashed and dashed-dotted lines
indicate the excitation energy of Rhodamine and the cavity dispersion, re-
spectively. The pink rectangle marks the range of initially excited UP states,
and the cyan line sketches the absorption spectrum of Rhodamine. Panel c:
Probability density, |Ψ|2, of the polariton wave function as a function of dis-
tance and time in the cavity with the lifetime of 60 fs. The magenta and yel-
low lines correspond to the maximal group velocity of the LP (68 µm ps−1)
and UP (212 µm ps−1), respectively. Panel d: Duration of the ballistic phase
(cyan) and diffusion coefficient in the diffusive phase (magenta) as a func-
tion of the cavity lifetime. Panel e: MSDT obtained in experiment [17] with
cavities having different quality factors. Panel f: MSDT obtained in MD
simulations with different cavity lifetimes. Panels a and e are reproduced
with permission from Pandya et al., Adv. Sci. 9, 2105569 (2022). Copyright
2022 John Wiley & Sons, Inc.
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expression for the MSD of this position-dependent transient transmission:

MSDT =
N

∑
i
(zi − z0)

2 ∆T(z, t)
T0

=
N

∑
i
(zi − z0)

2
[
exp

(
εad|Ψ(zi, t)|2

)
− 1
]

, (59)

where z0 is the expectation value of the position of the wave packet at the start of
a simulation and the sum goes over the positions zi of all 512 molecules. As we
show in the Supporting Information of Publication II, the absorption coefficient
εa and the distance d over which the light passes through the material inside the
cavity, which is Rhodamine in our case, do not influence the shape of the MSD
and hence can be chosen freely.

The time-dependence of the MSDT in the three cavities with a different
lifetime is shown in Figure 11f. In all cases, the initial growth of the MSDT is
quadratic, implying a ballistic propagation. To estimate the duration of this bal-
listic phase, an equation proposed in the experimental study [17], was used to fit
the MSDT from t = 0 to t = tMSDmax

T
when the MSDT reaches its maximum:

MSDT(t) = υ2
balt

2 exp (−t/τbal) (60)

with υbal and τbal the propagation speed and the duration of the ballistic phase,
respectively. From fits to the MSDT, the values of τbal were extracted and plotted
in Figure 11d as a function of the cavity lifetime (cyan line). Clearly, a better
quality of the cavity leads to a longer duration of the ballistic phase. Furthermore,
because the cavity dispersion and, therefore, the group velocity of polaritons are
independent of the decay rate of the cavity excitation, a longer lifetime of the
upper polariton in the best-quality cavity results in a further propagation of the
faster component, which is manifested in a higher MSDT in Figure 11f. Both
findings are in a good qualitative accordance with the experiment, as visible by
comparing panels e and f of Figure 11.

Due to the disappearance of the fast-moving component, the total polariton
wave packet contracts, and the MSDT decreases (Figure 11f). Nevertheless, the
transport does not cease, which happens due to the second, slower, component,
which is long-lived and, therefore, should be comprised mostly of dark states
with no group velocity, into which some population of the initially excited wave
packet of upper polaritons has relaxed. Because the population is also reversibly
transferred into the lower-lying LP states, the transport continues, and the MSDT
does not turn to zero after reaching its peak. Instead, the MSDT decreases down
to a certain value and then starts increasing again, but already linearly rather
than quadratically, thus suggesting a diffusive transport. Applying a linear fit to
the MSD of the slower component, the diffusion coefficient was extracted from
MSDdiff = 2Dt and found to increase with τcav (magenta line in Figure 11d). This
result can be explained by the following reasoning. The overall diffusive propa-
gation of the polariton wave packet is a sequence of ballistic propagation phases,
which are occasionally interrupted when the population is "trapped" by the DS
manifold. Because the duration of such ballistic phases is defined not only by the
magnitude of non-adiabatic coupling which causes population transfer between
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lower polaritons and dark states, but also by the cavity lifetime, the diffusion
coefficient depends on the Q-factor and increases with the cavity lifetime.

To conclude this section, we have performed MD simulations of excitation
energy transport in microcavities with a different quality factor and with excita-
tion conditions similar to those used in experiment [17]. The results of our simu-
lations qualitatively agree with the experiment, showing a ballistic spreading of
the polariton wave packet followed by contraction due to irreversible radiative
decay of population from highly photonic fast-moving upper polaritonic states.
Furthermore, both the duration of the ballistic phase and the diffusion coefficient
in the subsequent diffusive phase increase with the cavity lifetime, thus empha-
sizing an importance of the cavity Q-factor as a means of tuning the excitation
transport in organic microcavities.

4.3 Energy Transport in Different Types of Microcavity

From the point of view of the strong coupling phenomenon as such, it does not
matter in what structure molecular excitations are strongly coupled to light, be-
cause the interaction leads to the appearance of hybrid states in any case. Hence,
the mechanism of polariton transport should not depend on the structure either.
Nevertheless, what the structure determines is the distribution of the electric
field, dispersion of light, as well as the form of the electromagnetic wave sus-
tained in one structure or another (Equation 27). All this should be accounted for
when simulating realistic exciton-cavity systems.

In this section, we perform simulations based on the experiments in two
specific structures, namely structures supporting surface lattice resonances, SLRs,
and structures supporting Bloch surface waves, BSWs, and address how the prop-
agation distance depends on the energy of the lower polaritons (Section 4.3.1) and
what is the origin of a recently observed transport regime transition along the LP
branch (Section 4.3.2) [20].

4.3.1 Surface Lattice Resonances (Publication III)

Publication III combines experimental results with molecular dynamics simula-
tions. Let us start with a brief description of the experimental setup as well as the
main observations.

The system under study is a Tetracene crystal deposited on top of a metallic
nanoparticle array. Arrangement of the nanoparticles in the array allows for sur-
face plasmon resonances localised on each nanoparticle to interact via coherent
scattering by means of Rayleigh anomalies, i.e. diffraction orders parallel to the
main plane of the array and arising when the following condition is fulfilled [44,
136]:

±k∥,d = k∥,inc + G, (61)

where k∥,d and k∥,inc are the parallel components of the diffracted and incident
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wave vectors, respectively, and G = 2π
ai

m is the reciprocal vector of the array with
ai lattice constant in i = x, y in-plane directions and m the diffraction order.

The interaction between surface plasmon resonances results in the forma-
tion of a surface lattice resonance [137], or SLR, which is an electromagnetic wave
distributed over the whole nanoparticle array. At the frequency of the SLR, the ra-
diation damping is reduced, manifested as a much narrow peak in the extinction
coefficient with respect to individual localised surface plasmon resonances [138],
which suffer from strong ohmic and radiative losses. An enhanced lifetime of
SLRs, in combination with a broad spatial distribution of the electric field makes
it easier to achieve strong coupling with molecules located both directly above
the nanoparticles and in between them. Additionally, by changing the shape of
the nanoparticles and the distance between them, precise control over the dis-
persion in different directions is possible [44], making SLRs a good platform for
studying polariton transport.

In the experiment, Frenkel excitons in the Tetracene crystal were strongly
coupled to the SLR excited along the (0,±1) order of the Rayleigh anomaly in a
silver nanoparticle array, with a dispersion along the y-direction given by

ω
(0,±1)
RA = ∓ c

n

(
ky +

2π

ay

)
(62)

with n the refractive index of the medium. The dispersion of the resulting SLR is
shown as a red line in Figure 12a and was fitted to be used in MD simulations.

Following off-resonant excitation, a micrometer-scale propagation of the po-
lariton wave packet was observed, which ias two orders of magnitude larger
compared to the diffusion length, LD ≲ 100 nm, of singlet excitons and about
ten times larger than the diffusion length, LD ≈ 600 nm, of triplet excitons in
Tetracene crystals [32, 139].

To investigate the dependence of the propagation distance of polaritons
along the LP branch, Fourier microscopy was utilised. By placing a pinhole at dif-
ferent positions in the imaging plane, emission originating from different spots
away from the excitation was measured. As shown in Figure 12c, whilst both
(0,+1) and (0,−1) modes of SLR are visible in the emission spectrum at the exci-
tation spot, only one of the modes remains when moving the pinhole by 20 µm in
the positive direction along the y-axis. At the same time, a gradual disappearance
of the emission associated with high-energy polaritonic states is observed, indi-
cating that these polaritons are not capable of propagating over such large dis-
tances. For low-energy polaritons, in turn, emission was registered even 20 µm
away from the excitation spot, which was attributed to a high group velocity of
these polaritons.

To bring theoretical insights into these observations, we carried out MD sim-
ulations of a similar Tetracene-SLR system. For that, a microscopic crystal was
modelled as a one-dimensional chain of N = 1024 unit cells each containing 250
Tetracene monomers, one of which was described at the QM level (CIS/3-21G),
and the rest of the monomers were described with a classical force field (Am-
ber03, Figure 12b). Therefore, each unit cell contained one molecule participating
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FIGURE 12 Panel a: Angle-resolved emission of the Tetracene-SLR system. The black
lines show the dispersion of bare SLR modes and of Tetracene singlet ex-
citon, and the red line shows the polariton dispersion. Panel b: Schematic
representation of the simulated system. The inset shows one of the 1024
unit cells of the Tetracene crystal. In each unit cell, one of the Tetracene
monomers is described at the QM level (colourful), and the remaining 1023
monomers are described at the MM level (black and white). Panel c: Angle-
resolved emission observed through a pinhole placed at the excitation spot
and y = 5, 10, and 20 µm away from it. Panel d: Angle-resolved photolu-
minescence spectra from the MD simulations extracted at various distances
(2, 6, 10, and 14 µm) from the excitation spot along the y-axis. The dashed
line shows the excitation energy of Tetracene at 3.82 eV at CIS/3-21G level
of theory, and the dotted line shows the dispersion of the SLR.

in strong coupling, and the interaction between such "active" molecules was ne-
glected.

Since the distribution of the electric field of the SLR along the nanoparticle
array is non-uniform, molecules placed above the nanoparticles should experi-
ence a different field and hence interact with the SLR with a different strength
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than molecules located between the nanoparticles. Therefore, we placed the Tetracene
unit cells at equal distances along a 36 µm long crystal and associated an electric
field strength with each crystal according to the electric field distribution calcu-
lated using finite-difference time-domain simulations for 42 nm wide nanoparti-
cles separated by 240 nm. The form of the electromagnetic wave was described
as a plane-wave (Equation 27).

The dispersion of the SLR (black line in Figure 12a) as well as the decay
rate along the ky-vector was fitted to correspond to the experiment. Also, an
energy offset of 1.44 eV was added to the SLR dispersion to compensate for the
overestimation of the Tetracene excitation energy at CIS/3-21G level of theory.

To obtain distance-resolved photoluminescence spectra, we imitated the pin-
hole analysis by convolving the excitonic, Ψexc, and photonic (SLR), Ψexc, parts of
the total wave function (Equation 35) with a rectangular mask-function:

|Ψmask
exc (y, t)⟩ =

yj≤y+∆y

∑
yj≥y−∆y

Ψexc(yj, t), (63)

|Ψmask
phot (y, t)⟩ =

yj≤y+∆y

∑
yj≥y−∆y

Ψphot(yj, t), (64)

where j is index of a unit cell and ∆y = 2 µm is width of the mask. Then, the
photonic part was Fourier transformed to the reciprocal space to obtain |Ψmask⟩ =
|Ψmask

exc (y, t)⟩ ⊗ |Ψmask
phot (ky, t)⟩. Because eigenstates |ψm⟩ of the Tavis-Cummings

Hamiltonian form a complete set, the wave function |Ψmask⟩ can be expanded as
a linear combination of these states with the expansion coefficients given by

dmask
m = ⟨ψm|Ψmask⟩. (65)

Emission through the pinhole was calculated as the "visibility" of the polari-
tonic states weighted by the expansion coefficients dmask

m :

Ihole(y, E, ky,b) ∝
s

∑
i

N+nmodes

∑
m

|dmask
m,i |2|αm

b,i|
2 exp

[
−
(E − ∆Em

i )
2

2σ2

]
(66)

with s the number of time steps and σ = 0.05 eV.
Figure 12d depicts the emission spectra extracted with a mask centred at y =

2, 6, 10, and 14 µm away from the excitation. As in the experiment, we observed
the redistribution of the emission from the LP branch (below the dashed line asso-
ciated with the excitation energy of Tetracene) towards low-energy states, which
propagate faster.

To further quantify the energy-dependence of the polariton transport, in
Figure 13a we plot the propagation length as a function of the excitonic contri-
bution to lower polaritonic states. The plot exhibits a downward trend as the
excitonic contribution and hence energy increases, which is caused by two fac-
tors. First, low-energy states possess a higher group velocity than high-energy
states with almost a flat dispersion. Second, as energy increases, a gap between
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bright LP states and the molecular absorption spectrum reduces, facilitating a
more intensive population exchange with the dense manifold of dark states. Such
a population exchange renders transport diffusive and eventually results in a re-
duced propagation distance. In Section 4.3.2, we will address this phenomenon
in more detail.

FIGURE 13 Panel a: Propagation length of lower polaritons as a function of the exciton
fraction calculated with MD simulations. Panel b: Propagation length of
lower polaritons and of a weakly coupled SLR as a function of energy (and
exciton fraction for polaritons) obtained experimentally.

The trend presented in Figure 13a is in qualitative agreement with the ex-
periment, which also shows a decrease in the propagation length with the energy
of lower polaritons (Figure 13b). Also, in both calculated and experimental plots,
we see a dip at the exciton fraction of around 0.4, which is due to a discontinuity
in the polariton dispersion resulting from the gap between symmetric and anti-
symmetric field distributions of the modes in the SLR dispersion [140].

To conclude this section, MD simulations of a Tetracene crystal-SLR system
were performed to complement experimental results and bring atomistic insights.
While one could argue that the observed decrease in the propagation length with
an increase in energy of the LP states can be simply explained by the group veloc-
ity argument, simulations of static two-level systems show a much further prop-
agation than observed with the MD simulation, especially for high-energy states.
This indicates the importance of the inclusion of molecular degrees of freedom
since it allows for such effects as dynamical energy disorder and non-adiabatic
coupling with the latter causing a constant population redistribution between
propagating bright states and stationary dark states.

4.3.2 Bloch Surface Waves (Publication IV)

As has been discussed in Section 4.1, a polariton cloud spreads in a diffusive
manner on a long timescale regardless of the excitation condition, due to re-
versible population exchange between stationary dark states and propagating
bright states. While experiment [141] and theory [104, 142] suggest that the coher-
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ence of polaritons and, hence the propagation distance, increases with their pho-
tonic weight, it remains unclear whether propagation of individual wave packets
constituting the whole polariton wave packet, is fully ballistic or might also be
diffusive depending on the wave vector at which an individual wave packet is
formed.

Recently, this question was addressed in an experimental study conducted
by Balasubrahmaniyam et al. [20], in which spatio-temporal ultrafast pump-probe
microscopy was used to explore polariton transport in a system of TDBC J-aggregates
deposited on top of a DBR structure supporting BSWs. By probing the differential
reflectivity, ∆R/R, at different angles and energies after non-resonant excitation,
a transition from ballistic propagation with a velocity close to the correspond-
ing polariton group velocity, to diffusive propagation with a much lower velocity
was observed for a decrease in the photonic contribution to the polaritonic states.
This transition was attributed to the competition between molecular-scale disor-
der and long-range correlation due to strong coupling with the former prevailing
at small photonic fractions.

Here, we mimic this experiment by means of MD simulations with the aim
of discovering if the transition from ballistic to diffusive transport along the lower
polariton branch in organic microcavities can be caused solely by the structural
molecular disorder or whether such a transition involves reversible non-adiabatic
population transfers between bright and dark states.

Before discussing the details of the simulation, let us say a few words about
the origin of the formation of BSWs in a distributed Bragg reflector. DBR is a one-
dimensional photonic crystal, a structure in which the dielectric constant varies
periodically, i.e. ε(x) = ε(x + A) with period A. Just like the periodicity of ions
in an atomic crystal leads to the appearance of allowed bands and band gaps,
periodicity of the dielectric constant of the medium leads to the appearance of
the so-called pass-bands and stop-bands in photonic crystals. For a wave with the
frequency lying in the range of a stop-band, multiple reflections of the wave from
the boundaries between layers with a different dielectric constant result in the
occurrence of destructive interference, which makes it impossible for the light to
travel through the crystal within this frequency range. However, introduction of
a defect, such as a layer with a thickness or dielectric constant different from that
of the other layers, may allow for localised states to appear in the stop-band [143].

In addition to waves propagating in the volume, photonic crystals support
surface waves propagating in both dielectric and air (states in pass-bands above
the light line), propagating in the dielectric and decaying in air (states in pass-
bands below the light line), as well as decaying in the dielectric and propagating
in air (states in stop-bands above the light line) [144]. The introduction of a sur-
face defect results in the appearance of a forth type of surface wave, which is a
wave localised in both dielectric and air [145]. This is the Bloch surface wave.

Because BSWs exist in the stop-bands and below the light line [144], i.e. at
angles larger than the critical angle for the total internal reflection, the radiation
cannot be emitted into free space, which results in an extremely long lifetime
far beyond lifetimes typical of Fabry-Pérot microcavities with metallic mirrors or



60

plasmonic structures. As a consequence, the lifetime of polaritons formed due
to strong coupling between excitons and BSWs can reach several hundreds to
thousands of femtoseconds [9, 14, 146]. Because due to limited computational
resources, we cannot perform simulations of large molecular ensembles (N >
1000) on a picosecond timescale and since, as we showed in Section 4.1, cavity
losses do not violate the general mechanism of polariton transport, we consider
it a reasonable approximation to not include the cavity decay in the following
simulations.

While the BSW is a surface wave, evanescent in the direction (Figure 14), x,
perpendicular to the surface, there is no restriction on the in-plane propagation
over the surface of a photonic crystal, i.e. in the y and z directions. Therefore, the
electric field distribution of the BSW in the air is defined as

E(x, y, z) = E0e−|K|xei(kyy+kzz) (67)

with E0 the amplitude of the electric field at the surface of the photonic crys-
tal, i.e. at x = 0, and K the complex Bloch wave number [147]. In the current
work, we do not include multiple molecular layers, which allows us to neglect
the x-dependence in equation 67. Additionally, we restrict the problem to one-
dimensional transport along a chain of molecules in the z-direction. With these
simplifications, the field distribution becomes E(z) = E0eikzz with the mode func-
tion, fp(R

j
c) = eikz,pzj , as before, being a plane wave (Equation 27).

FIGURE 14 Schematic representation of a distributed Bragg reflector (DBR) supporting
a Bloch surface wave (BSW). The DBR consists of alternating layers with
different refractive indices, n1 and n2. Additionally, a surface defect layer
with refractive index n2 and a thickness different from the thicknesses of
the other layers is introduced. The electric field strength distribution of the
BSW is shown as a black line.

In addition to a longer lifetime, BSW-polaritons have an advantage in the
value of the LP group velocity over polaritons in Fabry-Pérot cavities. In FP cav-
ities, the group velocity turns to zero at kz → 0 and kz → ∞ (Figure 4). In the
BSW structures, in turn, the dispersion is close to the light line in free space, and
the group velocity of the LP branch can approach the speed of light. This re-
sults in a tremendous propagation of BSW-polaritons reaching tens to hundreds
micrometers [9, 13, 14, 20].

To obtain a similar polariton dispersion as in the experiment, we fit the ex-
perimental dispersion of the BSW with a linear function (dashed-dotted line in
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Figure 15a) and tune it to be resonant with the excitation energy of Methylene
Blue (MeB) molecules, h̄ωMeB = 2.50 eV at TDDFT/B97//3-21G level of quantum
chemistry (dashed line and inset in Figure 15a), at wave vector kz = 11.41 µm−1.
With N = 1024 MeB molecules and an electric field strength of 0.071 MV/cm, the
Rabi splitting is 131 meV, which is close to the Rabi splitting in the experimental
study.

FIGURE 15 Panel a: Normalised angle-resolved absorption spectrum of the Methylene
Blue-BSW system. The dashed line corresponds to the excitation energy of
Methylene Blue at 2.50 meV, and the dashed-dotted line shows the BSW
dispersion. Molecular structure of MeB is also shown. Panels b: Probabil-
ity density, |Ψphot|2, of the photonic wave function extracted through the
mask depicted as a pink rectangle in panel a. Panel c: MSD of the pho-
tonic wave function in panel b. The dashed line corresponds to the fit to
MSD = 2Dβtβ with β the transport exponent. Panels d and e: The transport
exponent as a function of the cavity modes contribution |αph|2 to polaritonic
states, extracted from the experiment (d) and MD simulations (e). Panel d
is reproduced with permission from Balasubrahmaniyam et.al., Nat. Mater.,
22, 338–344 (2023). Copyright 2023 Springer Nature Ltd. Panel f: Values
extracted from quasi-dynamic simulations of two-level molecules with ex-
citation energy disorder of σ = 22 meV (green squares) and σ = 74 meV
(black circles). In panels e and f, the transport exponents were extracted
from windows of width ∆kz = 0.5 µm−1 centred between kz = 9.25 µm−1

and kz = 10.75 µm−1 with a step of 0.25 µm−1. The errors in panel e and f
are standard deviations of, respectively, five and a hundred individual sim-
ulations.

The system was prepared in the first-excited state of a single molecule to
model the off-resonant excitation scheme. Unlike previous sections, in which the
propagation of the total polariton wave function (Equation 35) was plotted, here,
we plot the propagation of a part of the wave function that includes states with
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energy lying in a certain energy (or wave number) window, and consider only
the elements associated with the cavity mode excitation. In principle, we could
include both photonic and excitonic elements in such a partial wave function, but
in this case the propagation pattern would have been contaminated by the "noise"
associated with molecular excitations. While such noise could be averaged out by
running multiple simulations, with current computational resources, we could
afford to perform five runs only. Therefore, in the following we plot the photonic
partial wave function, for which it is easier to obtain "clean" data. We note though
that this does not change the conclusions that we draw below.

As an example, Figure 15b illustrates the propagation of a partial photonic
wave function, |Ψphot|2, associated with the states in the window between kz =

9.25 µm−1 and kz = 9.75 µm−1 (purple rectangle in Figure 15a). The correspond-
ing MSD is plotted in Figure 15c. By fitting the mean squared displacement as
MSD(t) = 2Dβtβ, we can judge whether the propagation is ballistic or diffusive
by the value of the transport exponent, β. Purely ballistic transport corresponds
to β = 2, while diffusion corresponds to the transport exponent equal to unity
with Dβ being the diffusion coefficient.

Figure 15e demonstrates the value of the transport exponent for the partial
photonic wave functions extracted from the windows of width ∆kz = 0.5 µm−1

and with the central wave number in the range between kc
z = 9.25 µm−1 and

kc
z = 10.75 µm−1 with a step of 0.25 µm−1. Because the centre of each win-

dow corresponds to a polariton state with a certain photonic Hopfield coefficient,
|αph|2, the transport exponent is plotted as a function of this coefficient. Clearly,
the upward shift of the window along the lower polariton branch towards the
less photonic-like states is accompanied by a change in the transport exponent
from a value of two to a value of one, indicating a transition between ballistic
propagation and diffusion, in line with the experiment (Figure 15d).

Importantly, the observed transition cannot be reproduced with a simula-
tion of two-level systems with a quasi-dynamic excitation energy disorder, in
which excitation energies were randomly drawn from a Gaussian distribution
and resampled every femtosecond of the simulation. In this situation, the trans-
port exponent remains close to β = 2 in the full range of the LP states with
a well-defined wave number (Figure 15f), i.e. for |αph|2 > 0.64 in simulation
with the disorder strength, σ = 74 meV, of MeB used in the MD simulations,
and for |αph|2 > 0.45 in simulation with the disorder strength, σ = 22 meV,
of J-aggregates used in the experiment. We note that in our simulations, MeB
molecules were used instead of J-aggregates due to the latter’s complexity, which
makes their simulation in a cavity currently intractable.

The result presented in Figure 15f, indicates the decisive role of molecular
vibrations in modifying the mechanism of polariton transport along the lower po-
lariton branch. Because the strength of non-adiabatic coupling is inversely pro-
portional to the energy gap between polariton states (Equation 37), population
transfer between dark states, which are distributed around the molecular absorp-
tion maximum, and the low-energy, highly-photonic LP states is unlikely, result-
ing in a scattering-free ballistic propagation of these states. Moving up in energy
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along the LP polariton branch reduces the energy gap and can lead to overlap
with the dark states manifold and hence a significant increase in the probabil-
ity that the excitation will be "trapped" in the dark states reservoir. Eventually,
this renders propagation less ballistic-like and more diffusive-like as polaritonic
states become closer in energy to the dark states.

We note that similar results were recently achieved by Xu et al. for the trans-
port in a hybrid organic-inorganic halide perovskite-microcavity system [19]. In
their experiment, a shift in the MSD from a quadratic to a linear dependence
was observed for polaritonic states with a decreasing cavity modes contribution.
Based on the semi-classical simulations, this change in the propagation charac-
ter was attributed to the exciton-phonon scattering, which leads to an enhanced
percentage of localized states.

In conclusion, the results of the current section show once again a crucial
role of molecular vibrations in the mechanism of polariton transport and allow
us to explain an experimentally observed turnover between ballistic propagation
of low-energy lower polaritons and diffusive transport of high-energy LP states.

4.4 Photochemical Initiation of Polariton-Mediated Exciton
Propagation (Publication V)

Usually, exciton-polariton transport is initiated with laser pulses, which either
are resonant with polaritonic branches [16, 17] or excite an uncoupled higher-
energy state of a single molecule [9, 10, 14, 15, 20]. While such a laser excitation
is routinely feasible in laboratories, it is not suitable for optical devices meant for
generating electricity out of solar irradiation, which is low-intensive, broad and
incoherent. Therefore, the operation of a photovoltaic device, which makes use
of strong light-matter coupling, may require an intermediate entity, which would
absorb sunlight and transfer the excitation to polaritonic states to accelerate en-
ergy transport.

As such an entity, we propose to use a photoacid, which absorbs in the
spectral range corresponding to the transparency window of the cavity mirror’s
material, and undergoes an ultrafast excited-state intramolecular proton trans-
fer (ESIPT) reaction into a red-shifted excited-state photoproduct that can cou-
ple cooperatively with a large number of non-reactive molecules to the cavity
modes leading eventually to polariton propagation. The idea is schematically
illustrated in Figure 16a, where, as an example, we consider a system of a sin-
gle 10-hydroxybenzo[h]quinoline (HBQ, inset in Figure 16b) molecule and many
MeB molecules in a multimode Fabry-Pérot microcavity with a symmetric dis-
persion (white dashed line in Figure 16b). Upon excitation into the S1 state of
HBQ at 3.96 eV at TDDFT/CAM-B3LYP//3-21G level of theory (purple line in
Figure 16b), the HBQ molecule undergoes ultrafast ESIPT reaction into a photo-
product state characterised by a broad emission spectrum with the peak at 2.58 eV
(blue area in Figure 16c), which turns out to match the absorption spectrum of
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MeB peaked at 2.50 eV (red area in Figure 16c and red line in Figure 16b) at the
TDDFT/B97//3-21G level of theory. If the cavity is tuned to be resonant with
both the Franck–Condon state of MeB and the photoproduct state of HBQ, both
molecular species enter cooperative strong coupling with the cavity, which re-
sults in the formation of mixed light-matter states. These states can be populated
from the dark states associated with both HBQ and MeB via non-adiabatic cou-
pling (blue arrow in Figure 16a) and transfer the excitation with a high speed
according to the polariton dispersion (Figure 16b).

FIGURE 16 Panel a: Schematic illustration of photochemically-induced polariton trans-
port. After photoexcitation of 10-hydroxybenzo[h]quinoline (HBQ) at
hνHBQ, the molecule undergoes an ESIPT reaction and enters strong cou-
pling, which results in population transfer to the DS manifold. Due to re-
versible population exchanges between dark and bright states, part of the
population initially localised in a single HBQ molecule ends up in bright
states (blue arrow) and can be transported owing to the group velocity of
the latter states. Panel b: Normalised angle-resolved absorption spectrum
of the molecule-cavity system. The solid purple and red lines show the ex-
citation energy of HBQ and MeB, respectively, and the dashed line shows
the cavity dispersion. An illustration of an HBQ molecule is also shown.
Panel c: Normalised absorption (magenta) and emission (cyan) spectra of
HBQ and absorption spectrum of MeB (red).

To test the idea, we performed simulations of NHBQ = 1 HBQ molecule and
NMeB = 1023 MeB molecules in a Fabry-Pérot microcavity with nmodes = ±120
modes, which yields a symmetric dispersion (dashed white line in Figure 16b),
and a decay rate γcav = 66.7 ps−1 typical of microcavities with metallic mirrors.
With an electric field strength |E| = 0.21 MV cm−1, the Rabi splitting was set
to h̄ΩR = 282 meV. After the initial excitation into the highest energy eigenstate
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of the system, |Ψ1263⟩, which is dominated by the S1 state of the HBQ molecule
(|β1263

HBQ|2 > 0.999, Equation 34), a rapid ESIPT reaction occurs, which is mani-
fested as a change of the distance between the hydroxyl oxygen and the proton,
as depicted in Figure 17a. As a result of the excited-state energy shift due to the
reaction, the molecule becomes resonant with both MeB molecules and the cavity
and hence enters the strong coupling regime.

Due to the collective coupling, the HBQ molecule exchanges the population
with the MeB molecules (Figure 17d) and the cavity light modes, leading to ex-
citation transport (Figure 17b). Concomitantly, a part of the population decays
to the ground state due to the cavity contribution to the polaritonic states (blue
line in Figure 17c). Because the population exchange between propagating bright
states and stationary dark states is reversible, the excitation transport is diffusive-
like, which is manifested as a linear increase of the MSD in Figure 17e.

FIGURE 17 Excitation-energy transport in the HBQ-MeB-cavity system. Panel a: Dis-
tance between the oxygen and proton as a function of time after excitation
to the highest energy polariton state, which is mostly contributed by the S1

state of HBQ (i.e., |βHBQ|2 ≈ 0.99). Panel b: Time-space map of the probabil-
ity density of the excitonic part of the wave function, |Ψexc|2. Panels c and d
demonstrate the contribution of the HBQ molecule (red) and the Methylene
Blue molecules (grey) to the total wave function, as well as the ground state
population (blue). Panel e: MSD of the excitonic wave packet.

We should note that whereas with the chosen levels of quantum chemistry
the emission spectrum of HBQ matches the absorption spectrum of MeB, in re-
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ality it does not. Because the current study only serves for the demonstration
of the possibility to initiate excitation energy transport via an ultrafast chemi-
cal reaction, this mismatch is not a problem. Nevertheless, the practical realisa-
tion of the idea requires molecules with matching absorpsion and emission spec-
tra, although such a requirement is not strict as the lower polaritons can also be
populated via the radiative pumping mechanism if the emission of the reactive
molecule overlaps with the LP branch [148, 149].

Finally, we note that polariton transport can also be initiated via internal
conversion from a higher-energy state if its energy corresponds to the transparency
window of the cavity mirrors. However, such an excitation would require rather
strong oscillator strength, thus limiting the selection of suitable molecules. An-
other potential advantage of the photochemical initiation of polariton transport
is that the reacting molecules can, in principle, be introduced in the cavity in low
concentrations and at specific locations inside the cavity.

In conclusion, we have demonstrated that enhanced excitation energy trans-
port in a cavity can be induced with an ESIPT reaction. Due to a high absorption
cross-section of HBQ, it could be possible to initiate the transport with incoherent
light through the transparency window of the microcavity.



5 SUMMARY AND OUTLOOK

Over the past two decades, the phenomenon of strong light-matter coupling has
been extensively studied from both experimental and theoretical perspectives,
but a gap remains between these two perspectives in terms of what systems are
being studied. On the one hand, the majority of experiments are performed with
Fabry-Pérot microcavities or distributed Bragg reflectors, which couple millions
of molecules. On the other hand, computer simulations can only handle small
molecular ensembles, which have often been restricted to just a few molecules.

In this dissertation, we have used our multiscale molecular dynamics ap-
proach to narrow down this gap. The approach combines quantum descrip-
tion of active molecules involved in strong coupling with classical treatment of
solvent molecules, and propagates the total wave function, which depends on
electronic, nuclear and photonic degrees of freedom, in a semi-classical manner.
That is, we apply Born-Oppenheimer approximation and separate electronic plus
photonic DOF, which are described in a quantum manner, from nuclear DOF,
which are treated classically. With this approach, we can go beyond a single
molecules/single cavity mode treatment often employed in fully quantum me-
chanical simulations. For example, in the studies presented in the dissertation,
up to 1024 molecules with their solvent environment were simulated.

It is worth mentioning that simulations can be performed with a variety of
molecules and cavity structures, although the description of the latter is rather
simplified, which allows for the generalisation of the observed effects of strong
coupling.

With our method, we have also explored excited-state relaxation of polari-
tons [75], as well as chemical reactivity in a cavity [150]. In this dissertation, the
attention was paid to the in-plane excitation energy transport.

Starting from simulations of Rhodamine, Methylene Blue and Tetracene
molecules in a Fabry-Pérot microcavity in Publication I, we have explored the
general mechanism of in-plane polariton transport. In all simulations, a µm-
range propagation of the excitation on a subpicosecond timescale was observed,
which is a few orders of magnitude greater than a typical diffusion length of ex-
citons in organic semiconductors.
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Based on the analysis of the performed simulations, a crucial role of molec-
ular motions on the wave packet’s dynamics was suggested. For example, upon
resonant excitation of polariton states, a transition from purely ballistic propaga-
tion to diffusive-like propagation was observed, in contrast to the simulation of
static two-level systems, in which the transport remained ballistic throughout the
simulation time. This transition was attributed to molecular vibrations-induced
non-adiabatic population transfers between propagating bright states and immo-
bile dark states, which causes a sufficient part of the population to be "trapped"
in the dark states manifold, which eventually renders the transport diffusive.

At off-resonant excitation into the first excited state of a single molecule, the
initial state is a superposition of both bright and dark states. Although the bright
states propagate ballistically with their group velocities, their motion is continu-
ously interrupted due to the population transfer into dark states. As a result, the
transport is diffusive from the very beginning of the simulation. Thus, regard-
less of the excitation condition, excitation energy transport in organic molecules
is a diffusive-like process on a long timescale, which, and we point this impor-
tant fact out again, is well beyond the diffusion length of excitons in bare organic
molecules.

While dark states slow down transport of polaritons and render the prop-
agation diffusive, they also extend the lifetime of the molecule-cavity system, so
that polariton transport can be observed on timescales much longer than is pre-
scribed by the cavity lifetime.

After exploring the general mechanism of polariton transport, we have in-
vestigated the effect of the cavity quality factor in Publication II. In line with a
recent experiment [17], our simulations show a ballistic spreading of a polariton
wave packet followed by contraction. This behaviour was explained in terms of
irreversible radiative decay of population from highly photonic UP states, which
move ballistically with their group velocities and barely relax into dark states due
to a large energy gap.

Then, in Publications III and IV, we have investigated how the propagation
length and transport mechanism of polaritons change along the LP branch. In
Publication III, a simulation of exciton transport in a Tetracene crystal strongly
coupled to a surface lattice resonance mode of a nanoparticle array was per-
formed. The simulation results qualitatively agree with the experiment and show
a decrease in the propagation distance as the energy of lower polaritons increases.
This is because high-energy states have lower group velocities and are energet-
ically closer to dark states, which influences their motion. In Publication IV, a
molecule-BSW system similar to that in a recent experiment [20], was simulated.
In accordance with that experiment, our simulations demonstrate a transition be-
tween ballistic and diffusive propagation as the photonic contribution to polari-
tonic states decreases. Importantly, such a transition was not observed in a sim-
ulation of molecules with frozen nuclear degrees of freedom, which indicates the
decisive role of non-adiabatic coupling in changing the transport regime along
the LP branch.

Finally, we have proposed and tested an idea of a photochemical initiation
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of polariton transport. By simulating a single reactive molecule (HBQ) and mul-
tiple non-reactive molecules (Methylene Blue) cooperatively coupled in a cavity,
we have shown that after the excitation and the subsequent reaction of HBQ, the
molecule enters strong coupling and exchanges its population with bright polari-
tonic states, which, indeed, leads to enhanced excitation transport of a microme-
ter range.

For an organic solar cell to operate, four important conditions can be iden-
tified: i) efficient absorption of sunlight, ii) long-range transport of excitation,
allowing an increase in the width of the active layer, iii) efficient charge separa-
tion, and iv) charge transfer to the electrodes. While cavity-enhanced transport
of excitation, i.e. condition iii), was thoroughly investigated in this dissertation,
it is also worth briefly commenting on the possibility of fulfilling the other three
conditions in a cavity.

The strong light-matter interaction in a cavity results in a redistribution of
the molecular absorption spectrum. In particular, the absorption peak associated
with the molecular excitation coupled to a cavity mode is split into two peaks
corresponding to the lower and upper polaritons. Although this may result in a
decrease in photon energy loss [38], it remains unclear whether such a redistri-
bution leads to a higher or lower absorption of solar irradiation, indicating the
need for further studies, both theoretical and experimental. In addition, the ab-
sorption of sunlight is deteriorated by the high reflectivity of planar cavities such
as FP or DBR microcavity, resulting in poor external quantum efficiency of solar
cells, as was the case in three recent experiments [38–40], despite an increase in
internal quantum efficiency [39, 40]. Photochemical initiation of polariton trans-
port proposed in Publication IV, may be one possible solution to this challenge
owing to the choice of a reactive molecule with an absorption matching the cav-
ity transparency window. As an alternative, open cavity structures can be used,
in which the active material involved in the strong coupling is deposited on top
of the structure.

In a standard organic solar cell, after an exciton reaches the interface be-
tween the absorber layer and the electron (hole) transport layer, this exciton is
split into an electron and a hole, which then move to the opposite electrodes due
to the built-in electric field created due to differences in the HOMO-LUMO en-
ergy levels in the absorber and transport layers. To the best of our knowledge, the
efficiency of such charge separation for the excitation transported by polaritons
has has yet to be investigated. Studying this effect is one of the future direc-
tions [53, 151].

Transport of charges, i.e. of electrons and holes, could also be influenced by
the strong light-matter coupling. For example, an enhancement of charge con-
ductivity in the VSC regime has been reported [152–154]. However, the effect of
the ESC on charge transport is still an open question and should be the subject of
further research.

From a computational point of view, a future direction for studying excita-
tion energy transfer in cavities could be to increase the number of molecules in
the simulations to approach the sizes of experimental molecular ensembles with
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105 − 108 molecules [64–67]. Although explicitly modeling such large molecu-
lar ensembles is currently an impossible task even for semi-classical methods, let
alone fully quantum approaches, several methods have been proposed in which
large molecular ensembles are modeled in an effective way. [155–161]. Recently,
we proposed an approach in which one part of the full ensemble of molecules is
modeled explicitly, while the other part is coarse-grained into a set of so-called
supermolecules (Publication APIV). Each of these supermolecules represents the
coordinated dynamics of multiple (M) identical molecules and interacts with the
cavity field with an enhanced strength, i.e. Ĥint =

√
MĤint

1 with Ĥint
1 strength of

the interaction between a cavity light mode and a single molecule (Equation 17).
Future work will aim to use the supermolecule approach to study how polari-
ton transport changes as experimentally significant numbers of molecules are ap-
proached, and to model transport in a two-dimensional cavity to capture such
effect as elastic scattering of polaritons.

In conclusion, we have performed a comprehensive study of the in-plane
excitation energy transport in optical microcavities. We believe that this work
brings important insights into the field of polaritonics and hope that it will help
to rationally design organic optoelectronic devices based on the explored phe-
nomenon.
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Multi-scale molecular dynamics simulations
of enhanced energy transfer in organic
molecules under strong coupling

Ilia Sokolovskii1,3, RuthH. Tichauer 1,2,3, DmitryMorozov 1, Johannes Feist 2&
Gerrit Groenhof 1

Exciton transport can be enhanced in the strong coupling regime where
excitons hybridize with confined light modes to form polaritons. Because
polaritons have group velocity, their propagation should be ballistic and long-
ranged. However, experiments indicate that organic polaritons propagate in a
diffusive manner and more slowly than their group velocity. Here, we resolve
this controversy by means of molecular dynamics simulations of Rhodamine
molecules in a Fabry-Pérot cavity. Our results suggest that polariton propa-
gation is limited by the cavity lifetime and appears diffusive due to reversible
population transfers between polaritonic states that propagate ballistically at
their group velocity, and dark states that are stationary. Furthermore, because
long-lived dark states transiently trap the excitation, propagation is observed
on timescales beyond the intrinsic polariton lifetime. These insights not only
help to better understand and interpret experimental observations, but also
pave the way towards rational design of molecule-cavity systems for coherent
exciton transport.

Solar cells based on organic molecules are promising alternatives to
the silicon-based technologies that dominate today’s market, mostly
because organic photovoltaics (OPV) are cheaper to mass-produce,
lighter, more flexible and easier to dispose of. A key step in light har-
vesting is transport of excitons from where photons are absorbed to
where this energy is needed for initiating a photochemical process1,
usually deeper inside the material of the solar cell. Because excitons in
organic materials are predominantly localized onto single molecules,
exciton transport proceeds via incoherent hops2. Such random-walk
diffusion is, however, too slow to compete with ultra-fast deactivation
processes of singlet excitons, such as radiative and non-radiative
decay. As exciton diffusion is furthermore hindered by thermal dis-
order, propagation distances in organic materials typically remain
below 10 nm2. Such short diffusion lengths limit the efficiency of solar
energy harvesting and require complex morphologies of active layers
into nanometer sized domains, e.g., bulk heterojunctions in OPVs,

which not only complicates device fabrication, but also reduces device
stability3,4.

Distances of hundreds of nanometers have been observed for
the diffusion of longer-lived triplet states5, but because not all
organic materials can undergo efficient intersystem crossing or
singlet fission, it may be difficult to exploit triplet diffusion in general.
Exciton mobility can also be increased through transient exciton
delocalization6–8, but as the direct excitonic interactions are weak in
most organic materials, molecules need to be ordered to reach this
enhanced transport regime.

Alternatively, permanent delocalization over large numbers of
molecules can be achieved by strongly coupling excitons in the
material to the confined light modes of optical cavities, such as Fabry-
Pérot resonators (Fig. 1a) or nano-structured devices9–11. In this strong
light-matter coupling regime the rate of energy exchange between
molecular excitons and confined light modes exceeds the intrinsic
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decay rates of both the excitons and the confinedmodes leading to the
formation of new coherent light-matter states, called polaritons12–20.

The majority of hybrid states in realistic molecule-cavity systems
are dark21–23, meaning that they have negligible contributions from the
cavity photons. In contrast, the few states with such contributions are
the bright polaritonic states that have dispersion and hence group
velocity, defined as the derivative of the polariton energy with respect

to in-plane momentum (i.e., kz in Fig. 1b). In the out-of-plane cavity
direction (i.e., perpendicular to the mirrors), these states are deloca-
lized over themolecules inside themode volume, while in the in-plane
direction (i.e., parallel to the mirrors) they behave as quasi-particles
with a low effective mass and large group velocity (i.e., fractions of the
speed of light). These polariton properties can be exploited for both
out-of-plane9–11,24–33, and in-plane energy transport34–54.

Indeed, at cryogenic temperatures, in-plane ballistic propagation
at the group velocity of polaritons was observed for polariton wave-
packets in a Fabry-Pérot microcavity containing an In0.05Ga0.95As
quantum well34. Ballistic propagation was also observed for polaritons
formed between organic molecules and Bloch surface waves38,42,51,
while a combination of ballistic transport on an ultrashort timescale
(sub-50 fs) and diffusivemotion on longer timescaleswas observed for
cavity-free polaritons43, for which strong coupling was achieved
through a mismatch of the refractive indices between thin layers of
densely-packed organic molecules and a host material55. In contrast,
experiments on strongly coupled organic J-aggregates in metallic
micro-cavities suggest that molecular polaritons propagate in a diffu-
sive manner and much more slowly than their group velocities40.
Furthermore, despite a low cavity lifetime on the order of tens of
femtoseconds in these experiments, propagation was observed over
several picoseconds, which was attributed to a long lifetime of the
lower polariton (LP)17,40. Here, we address these controversies by
providing atomistic insights into polariton propagation with multi-
scalemolecular dynamics (MD) simulations56,57 of solvated Rhodamine
molecules strongly coupled to the confined light modes of a one-
dimensional (1D) Fabry-Pérot microcavity58, shown schematically
in Fig. 1a.

Results and discussion
Resonant excitation
First, we explore howpolaritons propagate after resonant excitation of
a Gaussian wavepacket of LP states with a broad-band laser pulse. In
Fig. 2, we show the time evolution of the probability density of the
polaritonicwave function, ∣Ψ(t)∣2 after such excitation in both a perfect
lossless cavity with an infinite Q-factor (γcav = 0 ps−1, top panels) and a
lossy cavity with a low Q-factor (γcav = 66.7 ps−1, bottom panels) con-
taining 1024 Rhodamine molecules. Plots of wavepacket propagation
in systems with 256 and 512 molecules are provided as Supplementary
Information (SI, Figs. S5–S6), as well as animations of the wavepackets
for all system sizes (Supplementary Movies 1–9 and 13–21).

Lossless cavity. In the perfect lossless cavity, the total wavepacket
∣Ψ(t)∣2 initially propagates ballistically close to the maximum group
velocity of the LP branch (vLP,max

gr = 68μmps−1, Fig. 1c), until around 100
fs (see animations in the SI), when it slows down as evidenced by a
decrease in the slope of the expectation value of the position of the
wavepacket 〈z〉 in Fig. 3a. The change from a quadratic to a linear time-
dependence of the Mean Squared Displacement (Fig. 3c) at t = 100 fs
furthermore suggests a transition from ballistic to diffusive motion.

During propagation, the wavepacket broadens and sharp features
appear, visible as vertical lines in both the total and molecular wave-
packets in Fig. 2a, b and as peaks in the wavepacket animations pro-
vided as SI. These peaks coincidewith the zpositions ofmolecules that
contribute to the wavepacket with their excitations during propaga-
tion. Such peaks are not observed if there is no disorder and the
molecular degrees of freedomare frozen (Fig. S16), but appear already
at the start of the simulation when the initial configurations of the
molecules are all different (Fig. S22). Similar observations were made
by Agranovich and Gartstein35 who attributed these peaks to energetic
disorder among themolecular excitons.We therefore also assign these
peaks to a partial localization of the wavepacket at the molecules due
to structural disorder that alters their contribution to the wavepacket.
In contrast, because the cavity modes are delocalized in space, the

Fig. 1 | Rhodamine-cavity system. a Schematic illustration of an optical Fabry-
Pérot microcavity filled with Rhodamine chromophores (not to scale). The quan-
tum mechanical (QM) subsystem, shown in ball-and-stick representation in the
inset, is described at the Hartree-Fock (HF/3-21G) level of theory in the electronic
ground state (S0), and at the Configuration Interaction level of theory, truncated at
single electron excitations (CIS/3-21G), in the first singlet excited state (S1). The
molecular mechanical (MM) subsystem, consisting of the atoms shown in stick
representation and thewatermolecules (not shown), ismodeledwith the Amber03
force field. b Normalized angle-resolved absorption spectrum (Pabs) of the cavity,
showing Rabi splitting between lower polariton (LP, red line) and upper polariton
(UP, blue line) branches. The cavity dispersion and excitation energy of the mole-
cules (4.18 eV at the CIS/3-21G//Amber03 level of theory) are plotted with dot-
dashed anddashedwhite lines, respectively. cGroup velocity of the LP (red) andUP
(blue), defined as the derivative of the frequency of polaritonsω(kz) with respect to
the in-plane wave-vector kz, i.e., ∂ω(kz)/∂kz.
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Fig. 2 | Polariton propagation after resonant excitation of a wavepacket in the
lower polariton (LP) branch centered at z = 5μm. a, b, and c: total probability
density ∣Ψ(z, t)∣2, probability density of themolecular excitons ∣Ψexc(z, t)∣2 and of the
cavity mode excitations ∣Ψpho(z, t)∣2, respectively, as a function of distance (z, hor-
izontal axis) and time (vertical axis), in a cavitywith perfectmirrors (i.e., γcav = 0ps−1).
The red dashed line indicates propagation at themaximum group velocity of the LP
(68μmps−1). d Contributions of molecular excitons (black) and cavity mode

excitations (red) to ∣Ψ(z, t)∣2 as a function of time in the perfect cavity.Without cavity
losses, no ground state population (blue) can build up. e–g ∣Ψ(z, t)∣2, ∣Ψexc(z, t)∣2 and
∣Ψpho(z, t)∣2, respectively, as a function of distance (z, horizontal axis) and time
(vertical axis), in a lossy cavity (γcav = 66.7 ps

−1). h Contributions of the molecular
excitons (black) and cavity mode excitations (red) to ∣Ψ(z, t)∣2 as a function of time.
The population in the ground state, created by radiative decay through the imper-
fect mirrors, is plotted in blue. Source data are provided as a Source Data file.

Fig. 3 | Propagation of the polaritonic wavepacket after on-resonant excitation.
Top panels: Expectation value of the position of the total time-dependent wave-
function, hzi= Ψðz,tÞ� ��ẑ Ψðz,tÞ

�� �
= Ψðz,tÞjΨðz,tÞ� �

, in an ideal cavity (a, γcav = 0ps−1)
and a lossy cavity (b, γcav = 66.7 ps−1). The black lines represent 〈z〉 while the shaded

area around the lines represents the root mean squared deviation (RMSD, i.e.,ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hðzðtÞ � hzðtÞiÞ2i

q
). Bottom panels: Mean squared displacement (MSD, i.e., hðzðtÞ�

hzð0ÞiÞ2i) in the ideal (c) and the lossy (d) cavity. Magenta lines are quadratic fits to
theMSD and cyan lines are linear fits. Source data are provided as a Source Data file.
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photonic wavepacket remains smooth throughout the propaga-
tion (Fig. 2c).

The transition from ballistic propagation to diffusion around 100
fs coincides with the onset of the molecular excitons dominating the
polaritonic wavepacket, as shown in Fig. 2d, in which we plot the
contributions of the molecular excitons (black line) and cavity mode
excitations (red line) to the total wave function (see Methods for
details of this analysis). Because in the perfect cavity, photon leakage
through the mirrors is absent (i.e., γcav = 0 ps−1), the decrease of cavity
mode excitations is due to population transfer from bright LP states
into the dark state manifold (Fig. S20b)59–61. Thus, while resonant
excitation of LP states initially leads to ballistic motionwith the central
group velocity of the wavepacket, as evidenced by the quadratic
dependence of the Mean Squared Displacement on time (Fig. 3c),
population transfer into dark states turns the propagation into a dif-
fusion process, as evidenced by a linear time-dependence of the Mean
Squared Displacement after ~100 fs.

Since dark states lack group velocity, and are therefore stationary,
while excitonic couplings between molecules are neglected in our
model (see SI), propagation in the diffusive regime must still involve
bright polariton states. Our simulations therefore suggest that while,
initially, molecular vibrations drive population transfer from the pro-
pagating bright states into the stationary dark states62, this process is
reversible, causing new wavepackets to form continuously within the
full range of LP group velocities. Likewise, the propagation of tran-
siently occupied bright states is continuously interrupted by transfers
into dark states, and re-started with different group velocities. This re-
spawning process leads to the diffusive propagation of the excitation
observed in Fig. 2, with an increasingwavepacket width (Fig. 3a), in line
with experimental observations40,42,43,51.

Lossy cavity. Including a competing radiative decaychannel by adding
photon losses through the cavity mirrors at a rate of γcav = 66.7 ps−1,
leads to a rapid depletion of the polariton population (Fig. 2h), but
does not affect the overall transport mechanism: the wavepacket still
propagates in two phases, with a fast ballistic regime followed by
slower diffusion. However, in contrast to the propagation in the ideal
lossless cavity, we observe that the wavepacket temporarily contracts.
This contraction is visible as a reduction of both the expectation value
of 〈z〉 and theMean Squared Displacement between 60 to 130 fs in the
right panels of Fig. 3.

Initially, the propagation of the wavepacket is dominated by bal-
listic motion of the population in the bright polaritonic states moving
at themaximumgroup velocity of the LP branch. However, due to non-
adiabatic coupling62, some of that population is transferred into dark
states that are stationary. Because non-adiabatic population transfer is
reversible, the wavepacket propagation undergoes a transition into a
diffusion regime, which is significantly slower, as also observed in the
ideal cavity (Fig. 3c).

In addition to these non-adiabatic transitions, radiative decay
further depletes population from the propagating bright polaritonic
states. Because before decay, this population has movedmuch further
than the population that got trapped in the dark states, the expecta-
tion value of 〈z〉, as well as the Mean Squared Displacement, which
were dominated initially by the fast-moving population, decrease until
the slower diffusion process catches up and reaches the same distance
around 130 fs (right panels in Fig. 3). Such contraction of the wave-
packet in a lossy cavity is consistent with the measurements ofMusser
and co-workers, who also observe such contraction after on-resonant
excitation of UP states47.

Because of the contraction, it is difficult to see where the transi-
tion between the ballistic and diffusion regimes occurs in Fig. 3d. We
therefore extrapolated the linear regime instead, and estimate the
turn-over at 30 fs, where the quadratic fit to the ballistic regime
intersects the extrapolated fit to the diffusion regime. As in the perfect

lossless cavity, the transition between ballistic and diffusion regimes
occurs when the population of molecular excitons exceeds the
population of cavity mode excitations (Fig. 2h). However, due to the
radiative decay of the latter, this turnover already happens around 30
fs in the lossy cavity simulations.

Owing to the short cavity mode lifetime (15 fs), most of the exci-
tation has already decayed into the ground state at 100 fs, with a small
remainder surviving in dark states (Fig. 2h) that lackmobility. Because
cavity losses restrict the lifetime of bright LP states, the distance a
wavepacket can reach is limited due to (i) a shortening of the ballistic
phase, and (ii) a reduction of the diffusion coefficient (i.e., the slope of
〈z〉, Fig. 3b) in the second phase. Therefore, the overall velocity is
significantly lower than in the perfect cavity, suggesting a connection
between cavity Q-factor and propagation velocity47, while also the
broadening of the wavepacket is reduced (Fig. 3b). Furthermore,
because the rate of population transfer is inversely proportional to the
energy gap62, and hence highestwhen the LP and dark states overlap60,
we speculate that the turn-over between the ballistic and diffusion
regimes depends on the overlap between the absorption line width of
the molecules and the polaritonic branches, and can hence be con-
trolled by tuning the excitation energy tomove the center of the initial
polaritonic wavepacket along the LP branch. In addition, the direction
of ballistic propagation can be controlled by varying the incidence
angle of the on-resonant excitation pulse.

Comparison to experiments. Our observations are in line with tran-
sient microscopy experiments, in which broad-band excitation pulses
were used to initiate polariton propagation. At low temperatures
Freixanet et al. observed ballistic wavepacket propagation for a
strongly coupled quantum dot34. If we suppress vibrations that drive
population transfer by freezing the nuclear degrees of freedom, we
also observe suchpurely ballisticmotion (Figs. S16–S17). In contrast, in
room temperature experiments on cavity-free molecular polaritons,
Pandya et al.43 identified two transport regimes: a short ballistic phase
followed by diffusion. Based on the results of our simulations, we
attribute the first phase to purely ballistic wavepacket propagation of
photo-excited LP states. The slow-down of transport in the second
phase is attributed to reversible trapping of population inside the
stationary dark state manifold. Owing to the reversible transfer of
population between these dark states and the LP states, propagation
continues diffusively at time scales exceeding the polariton lifetime, in
line with experiment40,43.

Off-resonant excitation
Next, we investigate polariton propagation after an off-resonant exci-
tation of themolecule-cavity system. Experimentally suchoff-resonant
excitation conditions are achieved by optically pumping a higher-
energy electronic state of the molecules38,40,42,51, which then rapidly
relaxes into the lowest energy excited state (S1) according to Kasha’s
rule63.We thereforemodeled off-resonant photo-excitation by starting
the simulations directly in the S1 state of a single molecule, located at
z = 5μm in the cavity (SI). In Fig. 4, we show the time evolution of the
probability density of the total polaritonic wave function, ∣Ψ(t)∣2, after
suchexcitation in both a perfect lossless cavitywith an infiniteQ-factor
(γcav = 0 ps−1, top panels) and a lossy cavity with a low Q-factor
(γcav = 66.7 ps−1, bottom panels) containing 1024 Rhodamine mole-
cules. Plots of thewavepacket propagation in systemswith 256 and 512
molecules are provided as SI (Figs. S9–S10), aswell as animationsof the
wavepackets for all system sizes (Supplementary Movies 25–33
and 37–45).

Lossless cavity. In the lossless cavity with perfect mirrors, the exci-
tation, initially localized at a single molecule, rapidly spreads to other
molecules (see animation in the SI). In contrast to the ballistic move-
ment observed for on-resonant excitation, thewavepacket spreads out
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instead, with the front of thewavepacket propagating at a velocity that
closely matches the maximum group velocity of the LP branch
(68μmps−1, Fig. 1c), while the expectation value of the wavepacket
position (〈z〉, Fig. 5a) moves at a lower pace (~10 μmps−1).

Because we do not include negative kz-vectors in our cavity
model, propagation can only occur in the positive z direction. With
negative kz-vectors, propagation in theopposite directioncancels such
motion leading to 〈z〉 ≈0 (Fig. S15a). Nevertheless, since the Mean
Squared Displacement is not affected by breaking the symmetry of the
1D cavity, and increases linearly with time in both uni- and bi-
directional cavities (Figs. 5c and S15b), we consider it reasonable to
assume that the mechanism underlying the propagation process is
identical.

Because the population of dark states dominates throughout
these simulations (Fig. 4d), and direct excitonic couplings are not
accounted for in our model (SI), the observed propagationmust again
involve bright polariton states. Since the initial state, with one mole-
cule excited, is not an eigenstate of the molecule-cavity system,
population exchange from this state into the propagating bright states
is not only due to displacements along vibrational modes that are
overlapping with the non-adiabatic coupling vector62, but also due to
Rabi oscillations, in particular at the start of the simulation.

To quantify to what extent the overall propagation is driven by
population transfers due to the molecular displacements, we per-
formed additional simulations at 0 K with all nuclear degrees of
freedom frozen. As shown in Fig. S18, the propagation is reduced at
0 K, and thewavepacket remainsmore localized on themolecule that
was initially excited, than at 300 K. A quadratic time-dependence of
the Mean Squared Displacement of the cavity mode contributions to
the wavepacket (Fig. S19f) furthermore suggest that the mobility at
0 K is driven by the constructive and destructive interferences of the
bright polaritonic states, which evolve with different phases
(i.e., e�iEmt=_).

The reduced mobility of the wavepacket at 0 K compared to
300K (Fig. S19) confirms that thermally activated displacements of
nuclear coordinates, which are absent at 0 K, are essential to drive
population into the bright states and sustain the propagation of the
polariton wavepacket. Thus, as during the diffusion phase observed
for on-resonant excitation, ballistic motion of bright states is con-
tinuously interrupted and restarted with different group velocities,
which makes the overall propagation appear diffusive with a Mean
Squared Displacement that depends linearly on time (Fig. 5c), in line
with experimental observations40,42.

In the perfect cavity, propagation and broadening continue
indefinitely due to the long-range ballisticmotion of states with higher
group velocities. Indeed, a small fraction at the front of the wave-
packet, which moves even faster than the maximum group velocity of
the LP (indicated by a yellow dashed line in Fig. 4c), is mostly com-
posed of higher-energy UP states. These states not only have the
highest in-plane momenta, but also relax most slowly into the dark
state manifold of the perfect cavity due to the inverse dependence of
the non-adiabatic coupling on the energy gap57. Momentum-resolved
photo-luminenscence spectra at two distances from the initial excita-
tion spot (Fig. S24) confirm that the front of the wavepacket is indeed
composed of UP states: at short distances (z = 10μm) from the exci-
tation spot (z = 5μm), the emission spectrum, accumulated over 100 fs
simulation time, closelymatches the full polaritondispersionof Fig. 1b,
displaying both the LP andUP branches. In contrast, further away from
the excitation spot (z = 20μm), the emission exclusively originates
from the higher energyUP states, suggesting that only these states can
reach the longer distance within 100 fs.

Lossy cavity. Adding a radiative decay channel for the cavity mode
excitations (γcav = 66.7 ps−1) restricts the distance over which polar-
itons propagate (Fig. 4e–g), but does not affect the overall transport
mechanism, as we also observe a linear increase of the Mean Squared

Fig. 4 | Polaritonpropagation after off-resonant excitation into the S1 state of a
single molecule located at z = 5μm. a–c: Total probability density ∣Ψ(z, t)∣2,
probability density of the molecular excitons ∣Ψexc(z, t)∣2 and of the cavity mode
excitations ∣Ψpho(z, t)∣2, respectively, as a function of distance (z, horizontal axis)
and time (vertical axis), in a cavity with perfect mirrors (i.e., γcav = 0 ps−1). The red
and yellowdashed lines indicate propagation at themaximumgroup velocity of the
lower polaritons (68μmps−1) and upper polaritons (212μmps−1), respectively.
dContributionsof themolecular excitons (black) and cavitymode excitations (red)

to ∣Ψ(z, t)∣2 as a function of time in the perfect cavity. Without cavity decay, there is
no build-up of ground state population (blue). e–g ∣Ψ(z, t)∣2, ∣Ψexc(z, t)∣2 and
∣Ψpho(z, t)∣2, respectively, as a function of distance (z, horizontal axis) and time
(vertical axis), in a lossy cavity (i.e., γcav = 66.7 ps−1). h Contributions of the mole-
cular excitons (black), and cavitymode excitations (red) to ∣Ψ(z, t)∣2 as a function of
time in the lossy cavity. The population in the ground state, created by radiative
decay through the imperfectmirrors, is plotted inblue. Source data are provided as
a Source Data file.
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Displacement with time (Fig. 5d). While the propagation in the lossy
cavity initially is very similar to that in the ideal lossless cavity, radiative
decay selectively depletes population from the propagating bright
states and the wavepacket slows down, as evidenced by the expecta-
tion value of the displacement, 〈z〉, levelling off in Fig. 5b. In addition,
since themaximumdistance awavepacket can travel in a lossy cavity is
determined by the cavity lifetime in combination with the group
velocity38, the broadening of thewavepacket is alsomore limitedwhen
cavity losses are included (Fig. 5b). Furthermore, even if dark states do
not have a significant contribution from the cavity mode excitations,
the reversible transfer of population between the dark state manifold
and the decaying bright polaritonic states, also leads to a significant
reduction of dark state population in the lossy cavity as compared to
the ideal lossless cavity (Fig. 4d, h). Nevertheless, dark states still
provide protection from cavity losses as the overall lifetime of the
photo-excited molecule-cavity system (>150 fs) significantly exceeds
that of the cavity modes (15 fs).

Comparison to experiments. In microscopy experiments relying on
off-resonant optical pumping, polariton emission is typically observed
between the excitation spot and a point several microns further
away38,40,42,46,51. While such a broad emission pattern is reminiscent of a
diffusion process, the match between the total distance over which
that emission is detected on the one hand, and the product of the
maximum LP group velocity and cavity lifetime on the other hand,
suggests ballistic propagation. The results of our simulations are thus
in qualitative agreement with such observations as also our results
suggest that, while polariton propagation appears diffusive under off-
resonant excitation conditions, the front of the wave packet propa-
gates close to the maximum group velocity of the LP branch.

Based on the analysis of our MD trajectories we propose that on
the experimentally accessible timescales, polariton propagation
appears diffusive due to reversible population transfers between sta-
tionary dark states and propagating bright states. For lossy cavities,
radiative decay of the cavity modes further slows down polariton
transport such that the excitation reaches a maximum distance before
decaying completely. Because a large fraction of the population
resides in the non-decaying dark states, the lifetime of the molecule-
cavity system is extended60, and polariton propagation can be
observed on timescales far beyond the cavity lifetime, in line with
experiment40.

Note that in our simulationswe only couple excitons to themodes
of the Fabry-Pérot cavity, whereas in experiments with micro-cavities
constitutedbymetallicmirrors, excitons can inprinciple also couple to
surface plasmon polaritons (SPPs) below the light line that are sup-
ported by these metal surfaces. While their role will depend on the
details of the set-up (e.g., the materials used, energy of the relevant
molecular excitations, etc.), we cannot rule out that reversible popu-
lation transfer between dark states and SPP-exciton polaritons also
contributes to the effective diffusion constant observed in those
experiments40,48. However, because SPPs decay exponentially away
from the metal surface, and SPP-exciton polaritons also have group
velocity, the qualitative behavior is not expected to change.

Size dependence
The Rabi splitting depends on the vacuum field strength, Ey, and the
number of molecules, N, via _ΩRabi ≈ 2μTDM � Ey

ffiffiffiffi
N

p
, with μTDM the

molecular transition dipolemoment,which for organicmolecules is on
the order of a fewDebye. Because the vacuum field strength of a cavity
is inversely proportional to the square root of the mode volume (Eq. 3

Fig. 5 | Propagation of the polaritonic wavepacket after off-resonant excita-
tion. Top panels: Expectation value of the position of the total time-dependent
wavefunction, hzi = Ψðz,tÞ� ��ẑ Ψðz,tÞ

�� �
= Ψðz,tÞjΨðz,tÞ� �

, in an ideal cavity (a,
γcav = 0 ps−1) and a lossy cavity (b, γcav = 66.7 ps−1). Theblack lines represent 〈z〉while

the shaded area around the lines represents the root mean squared deviation
(RMSD, i.e.,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hðzðtÞ � hzðtÞiÞ2i

q
). Bottom panels: Mean squared displacement (MSD,

i.e., (hðzðtÞ � zð0ÞÞ2i)) in the ideal lossless cavity (c) and the lossy cavity (d). Cyan
lines are linear fits to the MSD. Source data are provided as a Source Data file.
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in SI), the Rabi splitting scales with the molecular concentration in the
mode volume, Vcav, of the cavity, i.e., _ΩRabi /

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N=V cav

p
. Reaching the

strong coupling regime to form polaritons with organic molecules in
Fabry-Pérot cavities with mode volumes on the order of V cav /
ðλcav=nÞ3 (where λcav is the wavelength of the cavity mode and n the
refractive index), thus requires collective coupling of many molecules
(i.e., 105-108)64–66. Because the number of molecules we can include in
our simulations is much smaller due to limitations on hard- and soft-
ware, we investigated how that number affects the propagation by
repeating simulations for different N. To keep the Rabi splitting con-
stant, and hence the polariton dispersion the same, we scaled the
mode volume with N, i.e., Vcav =NVcav,0, where Vcav,0 is the mode
volume required to achieve a Rabi splitting of 325 meV with a single
Rhodamine molecule in the cavity.

With the exceptionof the smallest ensemble that lacks dark states,
we observe for all other ensemble sizes that the propagation
mechanism involves reversible population exchange between the
stationary dark state manifold and propagating polaritons
(Figs. S5–S13, SI). These additional simulations therefore underscore
the role of dark states in the propagation process and suggest that the
mechanism does not strongly depend on N. In contrast to the
mechanism, however, the rates at which these population exchanges
occur, depend on the number of molecules. Indeed, these rates are
inversely proportional to N23,62,67. Because the number of dark states
scales with N, whereas the number of polaritonic states is constant
(Fig. S4), we observe that for the larger ensembles, the fraction of
population residing within the dark state manifold is higher than for
the smaller ensembles. Such differences affect (i) the propagation
velocity (e.g., Fig. S14); (ii) the lifetime (e.g., right columns in Figs. 4 and
S11) and therefore also (iii) the distance over which the exciton-
polaritons are transferred (e.g., Figs. 5, and S11–S13).

Because the velocity is inversely proportional to N (Fig. S14), the
propagation velocity in experiments, with 105-108 molecules inside the
mode volume64–66, ismuch lower than inour simulations.Nevertheless,
because of the 1/N scaling, the effective polariton propagation velocity
approaches the lower experimental limit of 105 coupled molecules64

already around 1000 molecules. We therefore consider the results of
the simulations with 1024 Rhodamines sufficiently representative for
experiment and for providing qualitative insights into polariton pro-
pagation. Indeed, a propagation speed of 9.6μmps−1 in the cavity
containing 1024 molecules is about an order of magnitude below the
maximum group velocity of the LP (68μmps−1) in line with experi-
ments on organic microcavities40, and cavity-free polaritons43.

Summary and outlook
To conclude, we have investigated exciton transport in cavities filled
with Rhodaminemolecules bymeans of atomisticMD simulations that
not only include the details of the cavity mode structure57,58, but also
the chemical details of the material56. The results of our simulations
suggest that transport is driven by an interplay between propagating
bright polaritonic states and stationary dark states. Reversible popu-
lation exchanges between these states interrupt ballistic motion in
bright states and make the overall propagation process appear diffu-
sive. While for off-resonant excitation of the molecule-cavity system,
these exchanges are essential to transfer population from the initially
excited molecule into the bright polaritonic branches and start the
propagation process, the exchanges limit the duration of the initial
ballistic phase for on-resonant excitation. As radiative decay of the
cavity modes selectively depletes the population in bright states, bal-
listic propagation is restricted even further if the cavity is lossy.
Because dark states lack in-plane momentum, the reversible popula-
tion exchange between dark and bright states causes diffusion in all
directions. Therefore, under off-resonant excitation conditions,
the propagation direction cannot be controlled. In contrast,
because bright states carry momentum, the propagation direction in

the ballistic phase can be controlled precisely by tuning the incidence
angle and excitation wavelength under on-resonant excitation
conditions.

The rate at which population transfers between bright and dark
states depends on the non-adiabatic coupling vector, whose direction
and magnitude are determined by the Huang-Rhys factor in combi-
nation with the frequency of the Franck-Condon active vibrations62,
both of which are related to the molecular Stokes shift68. In addition,
because the non-adiabatic coupling is inversely proportional to the
energy gap62, the Stokes shift in combination with the Rabi splitting,
also determines the region on the LP branch into which population
transfers after off-resonant excitation of a single molecule69–72. We
therefore speculate that the Stokes shift can be an important control
knob for tuning the coherent propagation of polaritons.

Because our Rhodamine model features the key photophysical
characteristics of an organic dye molecule, we speculate that the
propagationmechanism observed in our simulations is generally valid
for exciton transport in strongly-coupled organic micro-cavities, in
which the absorption line width of the material exceeds the Rabi
splitting and there is a significant overlap between bright and dark
states. To confirm this, we have also performed simulations of exciton
transport in cavities containing Tetracene and Methylene Blue and
observed that the propagation mechanism remains the same
(Figs. S25–S30, Supplementary Movies 10–12 and 46–48). Future work
will be aimed at investigating how the propagation can be controlled
by tuningmolecular parameters, temperature, Rabi splitting (Fig. S23),
or cavity Q-factor73. Because we include the structural details of both
cavity and molecules, our simulations, which are in qualitative agree-
ment with experiments, could be used to systematically optimize
molecule-cavity systems for enhancing energy transfer.

Methods
Multiscale Tavis-Cummings simulation model
We used the multi-scale Tavis-Cummings model, introduced by Luk
et al.56, and extended to the multiple modes of a one-dimensional (1D)
Fabry-Pérot micro-cavity58 by Tichauer et al.57, to perform molecular
dynamics (MD) simulations of 1024 solvated Rhodamine molecules
strongly coupled to the confined light modes of a 1D Fabry-Pérot
micro-cavity, shown in Fig. S158. In this model, we apply the Born-
Oppenheimer approximation to separate the nuclear degrees of free-
dom, which we treat classically, from the electronic degrees of free-
dom and the cavity modes. Within the single-excitation subspace,
probed experimentally under weak driving conditions, and employing
the rotating wave approximation (RWA), valid for light-matter cou-
pling strengths below 10% of the material excitation energy74, we
model the electronic plus cavity mode degrees of freedom with the
Tavis-Cummingsmodel of QuantumOptics75,76. In the long-wavelength
approximation, the interaction between the molecular excitons and
the cavity modes are modeled as the inner products between the
transition dipole moments and the vacuum field associated with an
excitation of the Fabry-Pérot cavity modes. The multi-scale Tavis-
Cummings model is described in our previous works56,57,60, and we
provide a concise summary of the details relevant to this work in
Section 1 of the SI.

Rhodamine model
The electronic ground state (S0) of the Rhodamine molecules was
modeled at the hybrid Quantum Mechanics / Molecular Mechanics
(QM/MM) level77,78, using the restricted Hartree-Fock (HF) method in
combination with the 3-21G basis set79 for the QM subsystem, which
contains the fused rings of the molecule. The MM subsystem, con-
sisting of the rest of the molecule and 3,684 TIP3P waters80, was
modeled with the Amber03 force field81. The first electronic excited
state (S1) of the QM region was modeled with Configuration Interac-
tion, truncated at single electron excitations (CIS/3-21G//Amber03). At
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this level of theory, the excitation energy of Rhodamine is 4.18 eV,
which is significantly overestimated with respect to experiments. This
discrepancy is due to the limited size of the basis set and the neglect of
electron-electron correlation in the ab initio methods we used. While
including electron-electron correlation into the description of the QM
region improves the vertical excitation energy, we show in the SI that
this does not significantly change the topology of the relevant
potential energy surfaces (Fig. S3), which determines the molecular
dynamics. Further details of the Rhodamine simulation setup, as well
as the full details of additional simulations of Tetracene in cyclohexane
and of Methylene Blue in water, are provided in the SI.

Molecular dynamics of Rhodamine-cavity systems
Cavitymodel. After a 200ns equilibration at the forcefield level, and a
further 100 ps equilibration at the QM/MM level, the 1024 Rhodamine
molecules were placed with equal inter-molecular distances on the z-
axis of a periodic 1D cavity35,58 of length Lz = 50μm, where z indicates
the in-plane direction (i.e., parallel to the mirrors). With a distance of
Lx = 163 nm between the mirrors (cavity width), where x indicates the
out-of-plane direction (i.e., perpendicular to the mirrors), the funda-
mental mode of the cavity has an energy of ℏω0 = 3.81 eV at normal
incidence (i.e., kz =0) and hence its dispersion is red-detuned with
respect to the molecular excitation energy at 4.18 eV (horizontal

dashed white line in Fig. 1b). The dispersion, ωcavðkz Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2

0 + c
2k2

z=n2
q

(dot-dashed white line in Fig. 1b), was modeled with 160 modes
(0 ≤ p ≤ 159 for kz = 2πp/Lz, with c the speed of light and n the refractive
index)35. With a cavity vacuum field strength of 0.26 MVcm−1, the Rabi
splitting, defined as the energy difference between the bright lower
(LP) and upper polariton (UP) branches at the wave-vector kres

z where
the cavity dispersionmatches themolecular excitation energy (Fig. 1b),
was ~ 325 meV. While the choice for a 1D cavity model with only posi-
tive kz vectors was motivated by the necessity to keep our simulations
computationally tractable, it precludes the observation of elastic
scattering events that would change the direction (i.e., in-plane
momentum, ℏk) of propagation. Furthermore, with only positive kz
vectors, polaritonmotion is restricted to the + zdirection, butwe show
in the SI (Fig. S15) that this assumption does not affect our conclusions
about the transport mechanism. To maximize the collective light-
matter coupling strength, the transition dipole moments of the Rho-
damine molecules were aligned to the vacuum field at the start of the
simulation. The same starting coordinates were used for all Rhoda-
mines, but different initial velocities were selected randomly from a
Maxwell-Boltzmann distribution at 300K. We checked that adding
disorder by randomly selecting configurations from the equilibrium
QM/MM trajectory, or by randomly placing molecules on the z-axis,
does not affect the conclusions of our work (Figs. S21 and 22).

Mean-field molecular dynamics. Ehrenfest MD trajectories were
computed by numerically integrating Newton’s equations of motion
using a leap-frog algorithm with a 0.1 fs timestep82. The multi-mode
Tavis-Cummings Hamiltonian (Eq. 4 in SI) was diagonalized at each
time-step to obtain the (adiabatic) polaritonic eigenstates75,76:

ψm
�� �

=
XN
j

βm
j σ̂

+
j +

Xnmode

p

αm
p â

y
p

 !����S10S20::SN�1
0 SN0

���0� ð1Þ

with eigenenergies Em. Here, jS10S20::SN�1
0 SN0 ij0i represents the wave

function of the molecule-cavity system in the ground state, in which
neither the molecules, nor the cavity modes are excited. The creation
operators σ̂ +

j = jSj1ihSj0j and ây
p = j1pih0pj excite molecule j and cavity

mode pwith in-planemomentum kz = 2pπ/Lz, respectively. The β
m
j and

αm
p expansion coefficients thus reflect the contribution of the

molecular excitons (jSj1i) and of the cavity mode excitations (j1pi) to
polariton jψmi.

The total wavefunction, ΨðtÞ
�� �

, was coherently propagated along
with the classical degrees of freedom of the molecules as a time-
dependent superposition of the polaritonic eigenstates:

ΨðtÞ
�� �

=
X
m

cmðtÞ ψm
�� �

ð2Þ

where cm(t) are the time-dependent expansion coefficients of the time-
independent eigenstates jψmi. A unitary propagator in the local
diabatic basis was used to integrate these coefficients83, while the
nuclear degrees of freedom of the molecules were evolved on the
mean-field potential energy surface.

Results reported in this work were obtained as averages over at
least two trajectories. For all simulations we used Gromacs 4.5.384, in
which the multi-mode Tavis-Cummings QM/MM model was
implemented57, in combination with Gaussian1685. Further details of
the simulations, including other ensemble sizes for the Rhodamine-
cavity systems, and different molecules, i.e., Tetracene and Methylene
Blue (Fig. S2), are provided in the SI.

Excitation conditions. Resonant excitation into the LP branch by a
short broad-band laser pulse, as often used in time-resolved
experiments34,43,47, was modeled by preparing a Gaussian wavepacket
of LP states centered atℏω = 3.94 eVwhere the group velocity of the LP
branch is highest, and with a bandwidth of σ =0.707μm−1 35. Thus, the
expansion coefficients of the wave function, Ψðt =0Þ

�� �
(Eq. 2), were

initiated as

cmðt =0Þ=
ζ

2π3

� �1
4

exp½�ζ ðkm
z � kcÞ

2� ð3Þ

with ζ = 10−12m2 characterizing the width of the wavepacket and km
z the

expectation value of the in-plane momentum of polariton ψm

�� �
(i.e., hkm

z i=
Pnmode

p jαm
p j2kz,p=

Pnmode
p jαm

p j2).
Experimentally, an off-resonant excitation in a molecule-cavity

system is achieved by optically pumping a higher-energy electronic
state of the molecules38,40,42,51, which then rapidly relaxes into the
lowest energy excited state (S1) according to Kasha’s rule63. We
therefore modeled off-resonant photo-excitation by starting the
simulations directly in the S1 state of a single molecule, located at
z = 5μm in the cavity. This was achieved by initiating the expansion
coefficients of the wave function (Eq. 2) as cmðt =0Þ=βm

j . A more
detailed derivation of these initial conditions is provided in the SI.

We assume that the intensity of the excitation pulse in both cases
is sufficiently weak for the system to remain within the single-
excitation subspace in our simulations. We thus exclude multi-photon
absorption and model the interaction with the pump pulse as an
instantaneous absorption of a single photon.

Cavity lifetime. Because the light-confining structures used in pre-
vious experiments (e.g., Fabry-Pérot cavities34,40,47,48, Bloch surface
waves38,42,51, or plasmonic lattices41,46,54) span a wide range of quality
factors (Q-factors), we also investigated the effect of the cavity mode
lifetime on the transport by performing simulations in an ideal
lossless cavity with no photon decay (i.e., γcav = 0 ps−1), and a lossy
cavity with decay rate of 66.7 ps−1. This decay rate corresponds to a
lifetime of 15 fs, which is in the same order of magnitude as the 2–15
fs lifetimes reported for metallic Fabry-Pérot cavities in
experiments40,86–88. Cavity losses were modeled as a first-order decay
of population from eigenstates with contributions from cavity mode
excitations. Assuming that the intrinsic decay rates γcav are the same
for all modes, the total loss rate of an eigenstate, ψm

�� �
, is calculated

as the product of γcav and the total photonic weight,
P

pjαm
p j2, of that

eigenstate.
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In addition to cavity loss, also internal conversion via the conical
intersection seam between the S1 and S0 potential energy
surfaces89 can provide a decay channel for the excitation. However,
because in our Rhodamine model the minimum energy conical inter-
section is 1.3 eV higher in energy than the vertical excitation (Supple-
mentary Table 1 in SI) and is therefore unlikely to be reached on the
timescale of our simulations, we neglect internal conversion processes
altogether.

Wavefunction analysis
To monitor the propagation of the wavepacket, we plotted the prob-
ability density of the total time-dependent wave function ∣Ψ(t)∣2 at the
positions of the molecules, zj, as a function of time (Figs. 2 and 4). We
thus represent the density as a discrete distribution at grid points that
correspond to the molecular positions, rather than a continuous dis-
tribution. In addition to the total probability density, ∣Ψ(t)∣2, we also
plotted the probability densities of the excitonic ∣Ψexc(t)∣2 and photo-
nic ∣Ψpho(t)∣2 contributions separately (b, f and c, g, respectively, of
Figs. 2 and 4).

The amplitude of ΨexcðtÞ
�� �

at position zj in the 1D cavity (with
zj = (j − 1)Lz/N for 1 ≤ j ≤N) is obtained by projecting the excitonic basis
state in whichmolecule j at position zj is excited (jϕji= σ̂ +

j jϕ0i), on the
total wave function (Eq. 2):

Ψexcðzj,tÞ
��� E

= σ̂ +
j ϕ0

�� �
ϕ0

� ��σ̂j ΨðtÞ
�� �

=
XN +nmode

m

cmðtÞβm
j σ̂

+
j ϕ0

�� � ð4Þ

where the βm
j are the expansion coefficients of the excitonic basis

states in polaritonic state ψm
�� �

(Eq. 1) and cm(t) the time-dependent
expansion coefficients of the total wavefunction ΨðtÞ

�� �
(Eq. (2)).

The cavity mode excitations are described as plane waves that are
delocalized in real space. We therefore obtain the amplitude of the
cavity modes in polaritonic eigenstate ψm

�� �
at position zj by Fourier

transforming the projection of the cavity mode excitation basis states,
in which cavity mode p is excited ( ϕp

��� E
= ây

p ϕ0

�� �
):

ψm
phoðzjÞ

��� E
=FT �1

Xnmode

p

ây
p ϕ0

�� �
ϕ0

� ��âp ψm
�� �" #

=
1ffiffiffiffi
N

p
Xnmode

p

αm
p e

i2πzjpây
p ϕ0

�� � ð5Þ

where the αm
p are the expansion coefficients of the cavity mode exci-

tations in polaritonic state ψm
�� �

(Eq. 1) and we normalize by 1=
ffiffiffiffi
N

p

rather than 1=
ffiffiffiffiffi
Lz

p
, aswe represent thedensity on the grid ofmolecular

positions. The total contribution of the cavity mode excitations to the
wavepacket atposition zj at time t is thenobtained as theweighted sum
over the Fourier transforms:

Ψphoðzj,tÞ
��� E

=
XN +nmode

m

cmðtÞ×FT �1
Xnmode

p

ây
p ϕ0

�� �
ϕ0

� ��âp ψm
�� �" #

=
XN +nmode

m

cmðtÞ
1ffiffiffiffi
N

p
Xnmode

p

αm
p e

i2πzjpây
p ϕ0

�� � ð6Þ

with cm(t) the time-dependent expansion coefficients of the adiabatic
polaritonic states ψm

�� �
in the total wavefunction ΨðtÞ

�� �
(Eq. 2).

Data availability
All data, including simulations models, input files, trajectories and
structures, analysis scripts and programs, including raw data, are
available for download from IDA - Research Data Storage90. Source
data are provided with this paper.

Code availability
The GROMACS-4.5.3 fork, in which the multi-scale Tavis-Cummings
model used in this work, was implemented, is available for download
from GitHub91.
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Tuning the Coherent Propagation of Organic
Exciton-Polaritons through the Cavity Q-factor

Ruth H. Tichauer,* Ilia Sokolovskii, and Gerrit Groenhof*

Transport of excitons in organic materials can be enhanced through polariton
formation when the interaction strength between these excitons and the
confined light modes of an optical resonator exceeds their decay rates. While
the polariton lifetime is determined by the Q(uality)-factor of the optical
resonator, the polariton group velocity is not. Instead, the latter is solely
determined by the polariton dispersion. Yet, experiments suggest that the
Q-factor also controls the polariton propagation velocity. To understand this
observation, the authors perform molecular dynamics simulations of
Rhodamine chromophores strongly coupled to Fabry–Pérot cavities with
various Q-factors. The results suggest that propagation in the aforementioned
experiments is initially dominated by ballistic motion of upper polariton states
at their group velocities, which leads to a rapid expansion of the wavepacket.
Cavity decay in combination with non-adiabatic population transfer into dark
states, rapidly depletes these bright states, causing the wavepacket to
contract. However, because population transfer is reversible, propagation
continues, but as a diffusion process, at lower velocity. By controlling the
lifetime of bright states, the Q-factor determines the duration of the ballistic
phase and the diffusion coefficient in the diffusive regime. Thus, polariton
propagation in organic microcavities can be effectively tuned through
the Q-factor.

1. Introduction

Achieving long-range energy transfer in organic media is a
key requirement for enhancing the efficiency of opto-electronic
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devices, such as organic diodes or solar
cells, in which energy transport is lim-
ited by the incoherent diffusion mecha-
nism that governs the motion of Frenkel
excitons through materials. Recent experi-
ments suggest that strongly coupling such
excitons to the confined, but “delocalized”,
modes of an optical resonator (called a cav-
ity in what follows) can enhance transport
through hybridization of the molecular ex-
citons with the confined light modes into
polaritons.[1–15]

Polaritons are coherent superpositions
of molecular and cavity mode excitations
that form when the interaction (g) be-
tween molecular excitons and cavity modes
exceeds their decay rates (𝜅mol and 𝛾cav,
respectively).[16–18] The vast majority of
these light–matter hybrid states have a neg-
ligible contribution from the cavity mode
excitations and are therefore “dark”, form-
ing a manifold of states, distributed around
the molecular absorption maximum as il-
lustrated in Figure 1b. The fewer remain-
ing states are bright and dispersive owing to
their cavity mode contributions. They con-
stitute the upper (UP) and lower polariton

(LP) branches, also depicted in Figure 1b, that behave as quasi-
particles with low effective mass and large group velocity,[19] de-
fined as the derivative of the polariton energy with respect to
kz-vector (vg = ∂𝜔/∂kz, Figure 1c). The low effective mass and
large group velocity of polaritons can be exploited for controlled
and long-ranged in-plane energy transport. Indeed, “in-plane”
polariton propagation has been observed in a variety of exci-
tonic materials coupled to the confined light modes of Fabry-
Pérot cavities,[7,15] Bloch Surface Waves,[5,11,20] Surface Lattice
Resonances,[14] and resonances arising from a dielectric constant
mismatch between the excitonic medium and the surrounding
environment.[12]

While these observations are in line with theoretical
predictions,[19,21–24] the propagation velocity observed in these
experiments, is significantly lower than the group velocities
inferred from the polariton dispersion (vg = ∂𝜔/∂kz). In previous
work,[25] we used multi-scale molecular dynamics (MD) simula-
tions to resolve this discrepancy, and showed that irrespective of
the initial excitation conditions, polariton propagation is a diffu-
sion process on long timescales (> 100 fs). This diffusion is due
to reversible population transfers between the stationary dark
state manifold and the highly mobile bright polariton states,
which render the propagation speed much slower than the

Adv. Sci. 2023, 2302650 © 2023 The Authors. Advanced Science published by Wiley-VCH GmbH2302650 (1 of 8)



www.advancedsciencenews.com www.advancedscience.com

Figure 1. a) Schematic illustration of an optical Fabry-Pérot micro-cavity
filled with Rhodamine chromophores (not to scale). b) Normalised angle-
resolved absorption spectrum of the cavity, showing Rabi splitting be-
tween the lower polariton (LP, red line) and the upper polariton (UP,
blue line) branches. The cavity dispersion and absorption maximum of
the molecules (4.18 eV at the CIS/3-21G//Amber03 level of theory) are
plotted by point-dashed and dashed lines, respectively. The cyan line on
the vertical axis depicts the absorption spectrum of Rhodamine. The pur-
ple frame encloses the range of polaritonic states excited instantaneously
by the broad-band pump pulse. c) Group velocity of the LP (red) and UP
(blue), defined as ∂𝜔(kz)/∂kz.

polariton group velocities.[14,25,26] Nevertheless, even if on longer
timescales, propagation is not ballistic, polariton diffusion can
significantly outperform exciton diffusion, which is typically
limited to a few nanometers in organic materials.[7]

While we observed that cavity loss, caused by photon leakage
through imperfect mirrors, reduces the distance over which po-
laritons propagate, we had not systematically investigated the ef-
fect of the cavity mode lifetime, 𝜏cav = 𝛾−1cav, which is related to the
quality factor (Q-factor) via Q = 𝜔cav𝜏cav. The cavity mode life-

time, in combination with the molecular dephasing rate (𝜅mol),
determines how strong the light-matter interaction (g) needs to
be for the molecule-cavity system to enter the strong coupling
regime (for which various criteria are commonly employed:[18] i)
g ⩾ 𝛾cav, 𝜅mol; ii) g

2 ⩾ (𝛾cav − 𝜅mol)
2/4; iii) g2 ≥ (𝛾2cav + 𝜅2mol)∕2; or

iv) g ⩾ (𝛾cav + 𝜅mol)/2). Indeed, the Rabi splitting between the LP
and UP branches (ΩRabi = 2

√
g2N − (𝛾cav − 𝜅mol)2∕4, with N the

number of molecules collectively coupled to the confined light
modes, Figure 1) depends on both 𝛾cav and 𝜅mol. Therefore, as
shown in Figure S6 (Supporting Information, SI), theQ-factor in-
fluences the Rabi splitting, but only marginally for systems that
are well within the strong coupling regime. For such systems,
the Q-factor only influences the lifetime of organic polaritons,
but not the light-matter coupling strength.[27] Yet, in recent fem-
tosecond transient absorption microscopy (fs-TAM) experiments
on BODIPY-R dyes in Fabry-Pérot cavities with varying Q-factors,
Pandya et al. observed that the polariton propagation velocity can
be enhanced by increasing the cavity Q-factor.[15] As emphasized
by the authors, such “unexpected link between the Q-factor and
polariton velocity, is not captured by current models of exciton-
polaritons”.
To address this controversy and determine how the cavity Q-

factor influences the propagation of organic polaritons, we per-
formed atomistic MD simulations of Rhodamine chromophores
strongly coupled to the confined light modes of one-dimensional
(1D) uni-directional Fabry-Pérot cavities[28,29] with three different
cavity mode lifetimes: 𝜏cav = 15, 30, and 60 fs. As before, the hy-
drated Rhodamines were modeled at the hybrid Quantum Me-
chanics / Molecular Mechanics (QM/MM) level.[30,31] We calcu-
lated mean-field semi-classical MD trajectories of 512 molecules,
including their solvent environment, strongly coupled to the
160 confined light modes of a red-detuned cavity (370 meV be-
low the excitation energy of Rhodamine, which is 4.18 eV at the
CIS/3-21G//Amber03 level of theory employed here, see Compu-
tational Details and Supporting Information for details). Because
in the fs-TAM measurements of Pandya et al.[15] the 10 fs broad-
band pump pulses populate mostly UP states, we modeled the
initial excitation by preparing aGaussian wavepacket of UP states
centered at ℏ𝜔= 4.41 eV with a bandwidth of 𝜎 = 7.07 μm−1.[19]

The energy range of the states excited initially in this superposi-
tion is indicated by the magenta box in Figure 1b.

2. Results and Discussion

In Figure 2, we show the time evolution of the probability density
of the polaritonic wave function (|Ψ(t)|2, Equation 3), after instan-
taneous excitation of a Gaussian wavepacket of UP states in three
Fabry-Pérot microcavities supporting cavity modes with 15, 30,
and 60 fs lifetimes, and containing 512 Rhodamine molecules.
Animations of the propagation of the total, molecular and pho-
tonic wavepackets are provided as Supporting Information.
In all cavities the wavepacket initially broadens due to the

wide range of UP group velocities. Around 30 fs, however, the
wavepacket splits into (i) a faster component with a short life-
time that depends on the Q-factor, and (ii) a slower component
that is long-lived, but almost stationary. While the lifetime of the
slower component is hardly affected by the cavity lifetime, its
broadening isQ-factor dependent (Figure 2a–f). The long lifetime
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Figure 2. Polariton propagation after resonantly exciting a wavepacket of states in the UP branch centered at z=10 μm. a–c) Probability density of the
total wave function, |Ψ(t)|2, as a function of distance (horizontal axis) and time (vertical axis) in cavities with different Q-factors (i.e., 𝜏cav = 60, 30 and
15 fs, respectively). Colored arrows in panel a correspond to the time points of the 1D projection in panels (d–f). The dashed purple and yellow lines
indicate propagation at the maximum group velocity of the LP (68 μm ps−1) and UP (212 μmps−1) branches, respectively. d–f) Probability density of the
total polariton wave function, |Ψ(t)|2, at different time points as a function of distance. g–i) Populations of the UP (blue), LP (red), and dark (DS, black)
states, as well as of the ground state (GS, green dashed line) as functions of time.

of the slower part suggests that it is composed mostly of dark
states that lack group velocity, and into which some population
of the initially excited UP states has relaxed. Nevertheless, due to
thermally driven population transfer from these dark states back
into propagating polaritons,[32] the slower part still propagates.
Because this transfer process is reversible and leads to transient
occupation of polaritonic states over a wide range of kz-vectors
in both LP and UP branches, propagation occurs in a diffusive
manner.[14,25,26]

In contrast, the faster component of the wavepacket is mainly
composed of the higher-energy UP states, which have high group
velocity. Because the rate at which population transfers from
these UP states into the dark state manifold is inversely propor-
tional to the energy gap,[33] the main decay channel for these
states is radiative emission through the imperfect cavity mirrors.
Thus, the lifetime and hence propagation distance of the faster
wavepacket component is Q-factor dependent, which is reflected

by a faster rise of ground-state population when the cavity mode
lifetime decreases (green dashed lines in Figure 2g–i).
After the rapid initial expansion of the total wavepacket due to

the population in the UP states (blue lines in Figure 2g-i), trans-
fer into the dark states (black lines), in combination with irre-
versible radiative decay from states with the highest group veloc-
ity, causes the wavepacket to contract. The extent of this contrac-
tion as well as the moment at which it takes place, depends on
the cavity mode lifetime, as indicated by both the position, <z>,
and Mean Squared Displacement (MSD) of the wavepackets in
Figure 3.
Whereas during the expansion phase propagation is domi-

nated by ballistic motion of fast UP states that reach longer dis-
tances for higher Q-factors (or equivalently, higher cavity mode
lifetimes 𝜏cav), as indicated by the maximum of the MSD (∽68,
23, and 7 μm2), after contraction, propagation continues as diffu-
sion which is indicated by the linearity of the MSD at the end of
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Figure 3. Top panels: Expectation value of the position of the total time-dependent wavefunction ⟨z⟩ = ⟨Ψ(t)|ẑ(t)|Ψ(t)⟩∕⟨Ψ(t)|Ψ(t)⟩ after on-resonant
excitation of UP states in cavities with different Q-factors (i.e., 𝜏cav = 60 (left), 30 (middle) and 15 fs (right). The black lines represent 〈z〉while the shaded
areas indicate the root mean squared deviation (RMSD, i.e.,

√⟨(z(t) − ⟨z(t)⟩)2⟩). Bottom panels: Mean squared displacement (MSD, i.e., ⟨Ψ(t)|(ẑ(t) −
ẑ(0))2|Ψ(t)⟩∕⟨Ψ(t)|Ψ(t)⟩) in the same cavities.

the simulations (Figure 3). Diffusion emerges as a consequence
of reversible population transfers between stationary dark states
and mobile bright states at all kz-vectors in both the UP and LP
branches.[25] The turnover from ballistic propagation into diffu-
sion is Q-factor dependent and occurs later when the cavity mode
lifetime is higher (Figure 3).
While simulations provide detailed mechanistic insights

into polariton propagation, direct observation of such de-
tails is challenging experimentally, in particular because the
multiple contributions to a single transient spectral signal of
a molecule-cavity system cannot always be unambiguously
disentangled.[34] In their fs-TAM experiments, Pandya et al.[15]

monitored the propagation of the wavepacket,Ψ(z, t), by probing
transient changes in cavity transmission at a wavelength that
is sensitive to LP absorption. As explained in the SI, to mimic
such pump-probe conditions in our simulations, we extracted
position-dependent transient changes in the transmission from
our trajectories as follows:

ΔT(z, t)
T0

= exp
(
𝜀ad|Ψ(z, t)|2) − 1 (1)

with ΔT(z, t) = T(z, t) − T0 the difference between T(z, t), the
transmission at position z and time t after excitation, and T0 =
T(z, 0), the transmission before excitation. The variable ɛa is the
absorption coefficient and d the path length. Because the value
of 𝜖a cannot be derived directly fromMD simulations, we treated
it together with d as a single parameter. Here, we used 𝜖ad= 0.5,
but, as we show in SI, varying this parameter does not change
the results qualitatively. As was done in experiments,[7,15,20] we
characterize the propagation of the total wavepacket by the MSD

of the transient signal, in our case of the transient transmission
(ΔT/T0, Equation 1):

MSDT =
N∑
i

(
zi − z0

)2ΔT(z, t)
T0

=
N∑
i

(
zi − z0

)2[
exp

(
𝜀ad|Ψ(zi, t)|2) − 1

]
(2)

with z0 the expectation value of the position of the wavepacket at
the start of the simulation (t = 0) and the sum is over the posi-
tions zi of the N = 512 molecules. Full details of this analysis are
provided in SI.
In Figure 4a, we plot the MSDT of the transient differen-

tial transmission for our cavity systems. As in the experiments
(Figure 2c in Pandya et al.[15]), we observe that after a rapid ini-
tial increase, the MSDT of the signal decreases. Based on our
simulations we attribute this observation to the fast expansion
of the wavepacket followed by the contraction. Because two prop-
agation regimes were observed in our simulations, we analyzed
these regimes separately. In contrast, Pandya et al. assumed a
single ballistic phase, and extracted the velocity and duration of
that phase from a global fit to the full MSDT of the measured
ΔT/T0 signal.
Because in the initial stages of the ballistic regime (t < 𝜏cav)

propagation is dominated by the population in UP states with
well-defined dispersion, the propagation speed is independent
of the Q-factor and determined solely by the UP group velocity
(Figure 1c) in all cavities (Figure S2b in SI). However, the dura-
tion of this ballistic regime, 𝜏bal, extracted from the ΔT/T0 signal
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Figure 4. a) Mean squared displacement of the transmission signal
(MSDT) for different cavity mode lifetimes: 𝜏cav = 60 (red), 30 (green) and
15˜fs (black). Circles represent data points for individual runs, while the
curves show the averages over all trajectories (five for each 𝜏cav). b) The
duration of the ballistic phase as a function of cavity mode lifetime. c) The
diffusion coefficient in the diffusion regime as a function of cavity mode
lifetime.

by fitting the same function as Pandya et al. to the initial rise of
the MSDT (SI), depends on the cavity lifetime, and lasts longer if
the cavity Q-factor is higher, as shown in Figure 4b. Therefore, as
in theMSD plots of the total wavepacket in Figure 3, theMSDT of
the ΔT/T0 signal also reaches the highest value in the cavity with
highest Q-factor (or equivalently, the longest cavity mode lifetime
𝜏cav), in line with the fs-TAM measurements. Because the initial
ballistic propagation is dominated by population in the higher en-
ergy UP states that, isolated from the dark state manifold, decay
through the imperfect cavitymirrors rather than transferring into
the dark state manifold due to the inverse scaling of the transfer
rate with the energy gap,[33] the start of the wavepacket contrac-
tion is related to the duration of the ballistic phase 𝜏bal. Indeed,
by varying the center of the wavepacket (SI), and hence the en-
ergy gap to the dark states, the time at which contraction occurs
can be controlled. According to the function used for fitting the
MSDT data (Equation S28, SI), the maximum of MSDT occurs at
t = 2𝜏bal ≈ 2𝜏cav. Therefore, the moment at which contraction of
the total wavepacket begins is proportional to the cavity lifetime
(Figure 4a).
Whereas in their model Pandya et al. consider only ballistic

propagation on a sub-ps timescale, our simulations suggest that
also diffusion contributes to propagation on those timescales,
when solely the slower part of the wavepacket remains. There-
fore, to characterize also this regime, we calculated the diffusion
coefficient by fitting the linear regime of the MSD (SI). However,
because in the MSDT of the transient transmission (Figure 4a),
the linear regime is difficult to discern, we performed the lin-
ear fit to the MSD associated with the slower component of

the wavepacket at the end of the trajectories (Figure S5, SI). In
Figure 4c, we plot the diffusion coefficients as a function of cav-
ity mode lifetime. Because the overall diffusion process is a se-
quence of ballistic propagation phases, interrupted by stationary
phases, and the duration of the ballistic phases is determined by
non-adiabatic coupling, which sets the rate for reversible popu-
lation transfer into the dark state manifold, in combination with
cavity decay, which sets the rate for irreversible loss via the im-
perfect cavity mirrors, the diffusion coefficient depends on the
Q-factor and increases with cavity lifetime (Figure 4c).
Because in our simulations we cannot couple as many

molecules to the cavity as in experiment (i.e., 105–108

molecules[35–37]), we overestimate the diffusion coefficient.
As we could show previously,[33] the rate of population trans-
fer from dark to bright states is inversely proportional to N,
whereas the rate in the opposite direction is independent of
N. Therefore, the population in the bright propagating states
is overestimated when only 512 molecules are coupled to the
cavity, leading to a faster diffusion. The overestimation of the
diffusion coefficient thus leads to a much more pronounced
increase of the wavepacket MSD than in experiment, where the
total population residing in the propagating states is significantly
lower,[20] and diffusion would be hardly observable on sub-ps
timescales. Nevertheless, despite these quantitative differences,
our simulations provide a qualitative picture that is in line with
experimental observations.[15]

The results of our simulations suggest that the cavity lifetime
controls both the duration and length of the initial ballistic phase
(Figure 4b) as well as the diffusion constant in the diffusive
regime (Figure 4c). Thus, without affecting polariton group ve-
locity, the cavity Q-factor provides an effective means to tune en-
ergy transport in the strong coupling regime. Our results there-
fore provide a rationale for the link between the Q-factor and the
propagation velocity, reported by Pandya et al., that is based on a
current model of exciton-polaritons.[29,38]

Because our model combines established approaches
from Quantum Optics, Quantum Chemistry and Molecular
Dynamics,[29,38] our explanation does not rely on additional
assumptions beyond the approximations underlying those ap-
proaches. Our explanation for the observations of Pandya et al.
is, however, quite different from theirs,[15] who, by making the
additional assumption that the overlap between the molecular
absorption spectrum and the cavity line width, determines
which molecules can couple to the cavity, proposed that in-
creasing the cavity Q-factor reduces the energetic disorder and
thereby increases the delocalization of dark states.[15] Because
the rate of population transfer between the dark state manifold
and the polaritonic states depends on wave function overlap,[33]

increasing the delocalization in the dark states is speculated to
enhance the thermal population exchange with bright states,[32]

thereby regenerating the highly propagating polariton states.
However, the assumption that the cavity line-width determines
which molecules couple seems to contrast previous findings that
“Rabi splitting occurs from a collective contribution of the whole
inhomogeneous band of electronic state and not from a sharp
selection of the state exactly resonant with the photon mode”.[35]

Nevertheless, although our explanation requires fewer assump-
tions, additional fs-TAM experiments, in which temperature
and dye concentration are varied to control the heterogeneous
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absorption line width and non-adiabatic coupling, are urgently
needed to test the validity of both explanations. As the duration
of the ballistic phase depend on cavity lifetime, increasing Q-
factor would reduce the time and spacial resolution required for
observing the contraction and the transition into the diffusion
regime upon resonantly pumping a wavepacket of well-isolated
UP states, and thus facilitate these new experiments. Moreover,
as additional sets of simulations, in which we i) varied the
exciton-photon detuning of the fundamental cavity mode at kz
= 0 by 100 meV, and ii) used narrow-band pulses to instanta-
neously excite wavepackets of UP states centered at different
kz vectors (SI), suggest, the duration of the ballistic phase and
hence the moment at which the transition and contraction occur,
are not very sensitive to such energy detuning of the cavity, but
can be controlled by varying the energy and spectral range of the
excitation pulse.

3. Computational Details

We performed mean-field semi-classical[39] MD simulations of
512 Rhodamine chromophores with their solvent environment,
strongly coupled to 1D Fabry-Pérot cavities with different radia-
tive lifetimes: 𝜏cav = 15 fs, 30 fs, and 60 fs. To model the inter-
actions between the molecules and the confined light modes of
the cavity, we used a Tavis-Cummings Hamiltonian, in which the
molecular degrees of freedom are included.[29,38] A brief descrip-
tion of our multi-scale cavity MD approach is provided as Sup-
porting Information.
In our simulations the Rhodamine molecules were modelled

at the QM/MM level, with the QM region containing the fused
ring system of the molecule (Figure S2, Supporting Informa-
tion). The ground-state electronic structure of the QM subsys-
tem was described at the restricted Hartree-Fock (HF) method in
combination with the 3-21G basis set,[40] while the excited-state
electronic structure wasmodeled with Configuration Interaction,
truncated at single electron excitations (CIS/3-21G). The MM re-
gion, which contains the rest of the chromophore as well as the
solvent (3684 water molecules), was modeled with the Amber03
force field[41] in combination with the TIP3P water model.[42] At
this level of QM/MM theory, the excitation energy of the Rho-
damine molecules is 4.18 eV.[38] In previous work, we showed
that despite the overestimation of the vertical excitation energy,
the topology of the potential energy surfaces is not very sensitive
to the level of theory for Rhodamine.[32]

The uni-directional 1D cavity with a length of Lz = 50 μm, with
z indicating the in-plane direction (Lx = 163 nm is the distance
between the mirrors and x thus indicates the out-of-plane direc-
tion, see Figure S1 in the SI), was red-detuned by 370 meV with
respect to the molecular excitation energy (4.18 eV at the CIS/3-
21G//Amber03 level of theory, dashed line in Figure 1b), such
that at wave vector kz = 0, the cavity resonance is ℏ𝜔0 = 3.81 eV.

The cavity dispersion, 𝜔cav(kz) =
√

𝜔2
0 + c2k2z∕n2, was modelled

with 160 modes (0 ⩽ p ⩽ 159 for kz = 2𝜋p/Lz), with c the speed
of light and n the refractive index. Here, we used n = 1. See Sup-
porting Information for further details on the cavity model.
The Rhodamine molecules were placed with equal inter-

molecular distances on the z-axis of the cavity. To maximize the
collective light-matter coupling strength, the transition dipole

moments of the Rhodamine molecules were aligned to the vac-
uum field at the start of the simulation. The same starting coordi-
nates were used for all Rhodamines, but different initial velocities
were selected randomly from a Maxwell–Boltzmann distribution
at 300 K.
With a cavity vacuum field strength of 0.36 MV cm−1

(0.0000707 au), the Rabi splitting, defined as the energy dif-
ference between the bright lower (LP) and upper polariton
(UP) branches at the wave-vector kresz where the cavity disper-
sion matches the molecular excitation energy (Figure 1b), is
∽325 meV for all cavities (𝜏cav = 15 fs, 30 fs, and 60 fs). While the
choice for a 1D cavity model with only positive kz vectors wasmo-
tivated by the necessity to keep our simulations computationally
tractable, it precludes the observation of elastic scattering events
that would change the direction (i.e., in-planemomentum, ℏk) of
propagation. Furthermore, with only positive kz vectors, polari-
ton motion is restricted to the +z direction, but we could show
previously[25] that this assumption does not affect themechanism
of the propagation process.
Ehrenfest MD trajectories were computed by numerically in-

tegrating Newton’s equations of motion using a leap-frog algo-
rithm with a 0.1 fs timestep. The multi-mode Tavis-Cummings
Hamiltonian (See Supporting Information) was diagonalized at
each timestep to obtain the N + nmode (adiabatic) polaritonic
eigenstates |𝜓m> and energies Em. The total polaritonic wave-
function |Ψ(t)> was coherently propagated along with the clas-
sical degrees of freedom of the Nmolecules as a time-dependent
superposition of the N + nmode time-independent adiabatic po-
laritonic states:

|Ψ(t)⟩ =
N+nmode∑

m

cm(t)|𝜓m⟩ (3)

where cm(t) are the time-dependent expansion coefficients of
the time-independent polaritonic eigenstates |𝜓m> (SI). A uni-
tary propagator in the local diabatic basis was used to integrate
these coefficients,[43] while the nuclear degrees of freedom of
the N molecules evolve on the mean-field potential energy sur-
face. Results reported in this work were obtained as averages
over five trajectories for each cavity lifetime. For all simula-
tions we used Gromacs 4.5.3,[44] in which the multi-mode Tavis-
Cummings QM/MM model was implemented,[29] in combina-
tion with Gaussian16.[45] Further details of the simulations are
provided in the Supporting Information.

4. Conclusion

To summarize, we have investigated the effect of the cavity Q-
factor on polariton propagation by means of atomistic MD sim-
ulations. The results of our simulations suggest that after the
initial ballistic expansion, the wavepacket contracts due to irre-
versible radiative decay of population from states with the high-
est group velocities. In line with experiments, we find that the
Q-factor determines the propagation velocity and distance of or-
ganic polaritons via their lifetimes without affecting group veloc-
ities. Our findings therefore resolve the unexpected correlation
between Q-factor and propagation velocity reported by Pandya
et al.[15] Our results furthermore underscore that to understand
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the mechanism of polariton propagation and interpret experi-
ments, it is necessary to include: i) atomic details for the mate-
rial; ii) multiple modes for cavity dispersion; iii) cavity decay; and
iv) sufficiently many molecules to have dark states providing an
exciton reservoir. In particular, treating the molecular degrees of
freedom ofmanymolecules is essential for observing wavepacket
contraction that is caused by cavity loss in combination with re-
versible non-adiabatic population transfer between propagating
bright states and the stationary long-lived dark state manifold.
Our work suggests that an ab initio description of molecules in
multi-mode cavities could pave the way to systematically design
or optimize polariton-based devices for enhanced energy trans-
port.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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ABSTRACT: Exciton transport in most organic materials is based
on an incoherent hopping process between neighboring molecules.
This process is very slow, setting a limit to the performance of
organic optoelectronic devices. In this Article, we overcome the
incoherent exciton transport by strongly coupling localized singlet
excitations in a tetracene crystal to confined light modes in an array
of plasmonic nanoparticles. We image the transport of the resulting
exciton−polaritons in Fourier space at various distances from the
excitation to directly probe their propagation length as a function
of the exciton to photon fraction. Exciton−polaritons with an exciton fraction of 50% show a propagation length of 4.4 μm, which is
an increase by 2 orders of magnitude compared to the singlet exciton diffusion length. This remarkable increase has been
qualitatively confirmed with both finite-difference time-domain simulations and atomistic multiscale molecular dynamics simulations.
Furthermore, we observe that the propagation length is modified when the dipole moment of the exciton transition is either parallel
or perpendicular to the cavity field, which opens a new avenue for controlling the anisotropy of the exciton flow in organic crystals.
The enhanced exciton−polariton transport reported here may contribute to the development of organic devices with lower
recombination losses and improved performance.

KEYWORDS: strong light−matter coupling, polariton transport, molecular dynamics simulations, tetracene, plasmonics,
nanoparticle array

■ INTRODUCTION

Energy transport is a crucial process in organic optoelectronic
devices, such as organic photovoltaics (OPV) or organic light-
emitting diodes (OLEDs). Because excitons in organic
semiconductors (Frenkel excitons) have large binding energies
and are predominantly localized onto single molecules, exciton
transport proceeds via incoherent hopping. This hopping
process is hampered by thermal and structural disorder, which
limits exciton diffusion lengths to values below 10 nm for most
materials.1

Even in organic crystals with suppressed structural disorder,
such as tetracene (Tc), the singlet exciton diffusion length is
on the order of 50 nm only,2 though it can be increased by an
order of magnitude through dark triplet states.3 The short
diffusion lengths represent a bottleneck for the development of
optoelectronic devices as they require complex morphologies
of active layers in nanometer sized domains, for example, bulk
heterojunctions in OPV, which not only complicate the
fabrication, but also reduce device stability.4,5

To overcome limitations related to short exciton diffusion
lengths in organic materials and increase the distance over
which energy can be transported, it has been proposed to
strongly couple Frenkel excitons to the confined light modes of
an optical cavity.6,7 In this light−matter interaction regime,

excitons and optical modes hybridize into new light−matter
states, called polaritons.8−10 Being coherent superpositions of
material excitations and confined photons, polaritons not only
have a very small effective mass but also possess group velocity,
which can be exploited to transfer polaritonic wavepackets over
long distances. Indeed, in an early study from 2000, inorganic
exciton polaritons displayed ballistic propagation within an
InGaAs quantum well placed inside an optical microcavity.11

Later, long-range exciton polariton propagation was also
experimentally demonstrated for organic media where excitons
were coupled to Bloch surface waves12,13 and for plasmonic
nanoparticle arrays coupled to excitons in carbon nanotubes.14

A much smaller enhancement of the transport length was
achieved for Frenkel excitons strongly coupled to confined
light modes of an optical microcavity15 and for polaritons in
cavity-free systems,16 where the polaritons transport mecha-
nism appeared to be (partially) diffusive. The reason for the
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different behavior of polaritons is not clear as a description of
the underlying processes on the molecular/excitonic level is
missing, leaving the polariton-enhanced transport mechanism
open for interpretation.
In this Article, we demonstrate improved exciton−polariton

transport via strong coupling of excitons in tetracene (Tc) to
surface lattice resonances (SLRs) in open cavities formed by
nanoparticle arrays. We also employ multiscale Molecular
Dynamics (MD) simulations to unravel the properties of the
propagating polaritons.
SLRs are optical modes in nanoparticle arrays that arise from

the interaction of the localized surface plasmon resonances and
the in-plane diffractive orders. SLRs have controllable
dispersion, enabling the engineering of long-range transport
of excitations.17−24 Moreover, owing to the open architecture
of plasmonic lattices, SLRs are easy to integrate with organic
semiconductors.25,26 We selected Tc crystals as the excitonic
material because of its intrinsic long exciton diffusion length
and promising properties in upconversion photovoltaics.27−29

We achieve strong coupling by aligning the transition dipole
moment of Tc excitons, oriented along one of the axes of the
crystal, to the SLR field and investigate the propagation of the
coupled exciton−polaritons. We observe that polariton trans-
port depends strongly on the relative orientation between the
transition dipole moment of Tc and the SLR field,
demonstrating selective transport defined by the nanoparticle
array. Experimental observations are reproduced by atomistic
multiscale MD simulations, providing further support that also
the excitonic component of polaritons propagates over long
distances. We find that the propagation length of Tc singlet
excitons coupled to SLR modes is 2 orders of magnitude larger
than the diffusion length of singlet excitons for exciton−
polaritons with an exciton fraction of 50%. This remarkable
enhancement and the possibility to control it by the relative
orientation between the crystal and the nanoparticle array
opens new opportunities for controlling exciton flows in
organic devices.

■ RESULTS AND DISCUSSION
Cavity Design. We have designed a cavity of silver

nanoparticles with a lattice constant of 240 × 360 nm2 and a
particle size of 42 × 100 nm2 (see Supporting Information (SI)
Figure S1). The individual nanoparticles support localized
surface plasmon resonances (LSPRs) with a fundamental
energy of ≃2.7 eV for a polarization along the short axis (see
SI, Figure S1). These localized resonances couple to the in-
plane diffraction orders, resulting in transverse electric (TE)
and transverse magnetic (TM) surface lattice resonances. In
this manuscript we investigate SLRs corresponding to the first
diffraction order along the y-direction (i.e., the (0,−1) and (0,
+1) orders), corresponding to a period of 360 nm (see Figure
1; see SI, S1 for a description of the terminology). We focus on
the TE mode, as this mode has a larger group velocity than the
TM mode, especially at low k-vectors.
Propagation and Dispersion Characterization. A

saturated solution of tetracene (99.99% Sigma-Aldrich) in
toluene was dropcasted on the nanoparticle array, resulting in
the growth of thin crystals (50−200 nm) with relatively large
lateral dimensions (up to 500 μm), as described in refs 30 and
31. Then, a small region of the Tc crystal, placed on top of the
cavity, was excited by a focused laser beam (λ = 450 nm). We
measured the emitted light from the coupled system with a
confocal microscope (Nikon Ti-Eclipse with 100x 0.9 NA

objective lens). The fwhm of the detected laser spot is
approximately 900 nm, which after deconvolution with the
point spread function of our system ∼400 nm, comes down to
a spot size of ∼800 nm. When the transition dipole moment in
Tc is oriented orthogonal to the cavity field, we observe
negligible propagation, as shown in Figure 1a. However,
propagation over several micrometers is observed when the
crystal is rotated such that the dipole moment is aligned to the
field associated with the SLR defining the cavity (Figure 1b).
The slight asymmetry of the observed propagation is due to a
few degrees misalignment between the cavity field and the
dipoles of Tc excitons.
To investigate the propagation of exciton-polaritons in more

detail, we have measured their dispersion by retrieving the
angle-resolved extinction and emission spectra using Fourier
microscopy. When the SLR field and the dipole moment are
orthogonal, the dispersion of the TE mode is very similar to
that of the nanoparticle array defining the bare cavity (see SI,
Figure S1), that is, for energies much lower than the LSPR
(∼2.7 eV), the dispersion appears as straight lines, as described
by the grating equation (left panel of Figure 1c). This indicates
that there is no strong coupling between the SLR cavity mode

Figure 1. Fluorescence images following a focused laser excitation of a
Tc crystal placed on top of the plasmonic cavity (a and b), with the S0
→ S1 transition dipole moment in Tc oriented perpendicular (weak
coupling regime) (a), and parallel (strong coupling regime) (b) to the
SLR field. Dispersion of the extinction along the propagation
direction (ky) of the weakly (c) and strongly (d) coupled system.
The left panel of each figure displays the experimental data, while the
right panels are results from the FDTD simulations. Emission for the
weakly (e) and strongly (f) coupled system. Strong coupling is
evidenced in (d) and (f) by the bending of the exciton−polariton
band away from the exciton energy at 2.38 eV.
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and the Tc exciton resonance. We compare the experimental
results with a finite-difference time-domain (FDTD) simu-
lation of the nanoparticle array covered with a 140 nm thick Tc
crystal for which we use the dielectric tensor, as measured by
Tavazzi et al.32 (SI, Figure S3). The simulated dispersion,
plotted on the right panel of Figure 1c for positive in-plane
momentum ky, shows an excellent agreement with the
experimental data (note that due to the 180° rotational
symmetry, the system is invariant under reflection over ky = 0).
When the dipole moment of Tc excitons and the cavity field

are oriented parallel, there is a clear bending of the mode away

from the exciton transition energy at 2.38 eV, indicating the
formation of exciton−polariton states and strong light−matter
coupling (left panel of Figure 1d). The experimental results are
verified by FDTD simulations, as plotted in the right panel of
Figure 1d. An interesting feature in these plots is the gap in the
dispersion at ky = 0, where the (0,+1) and (0,−1) TE modes
cross. This splitting corresponds to symmetric (bright) and
antisymmetric (dark) field distributions of the modes.26,33 At
this crossing point, the group velocity of the modes is much
lower, which leads to a reduced propagation length, as we will
show later. The dispersion measurements and simulations

Figure 2. Schematic representation of the experiment (a). The strongly coupled Tc crystal is excited at position y = 0. The fluorescence is detected
by selecting the emission from a small area (d = 6.7 μm) at a certain distance from the excitation spot by changing the position of a pinhole in an
intermediate imaging plane. The back focal plane is mapped on the slit of a spectrometer that measures light with kx = 0 via a grating on a CCD.
Emission measured at different distances (0, 5, 10, and 20 μm) away from the excitation spot (b−e). Emission integrated over ky for the four
previous distances from the excitation spot (f). The gray shaded area corresponds to emission from uncoupled molecules.
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show a very clear lower polariton band (LPB), while the upper
polariton band (UPB) is hardly visible, which could be
explained by the additional coupling to higher vibronic modes.
The UPB is visible with TM polarization only at higher k-
vectors (SI, Figure S2) and shows a splitting of 220 meV,
which confirms that this system is in the strong coupling
regime.31

The effect of strong coupling is also clear in the modified
dispersion of the emission spectra measured upon excitation by
a 450 nm laser. The dispersion of the emission overlaps with
the extinction for both the weakly (Figure 1e) and the strongly
coupled cases (Figure 1f). While the emission is barely
enhanced for the weakly coupled system, there is a very strong
enhancement of the emission from the LPB for the strongly
coupled system. This observation is in agreement with earlier

studies34 and can be understood by the efficient internal
conversion from excited states to the LPB.35

In order to study the properties of the propagating LPB, we
have imaged the Fourier plane of the emission at different
distances from the excitation using a Fourier microscope with
an intermediate imaging plane (40× excitation objective NA
0.6, 60× collection objective NA 0.7). For these measure-
ments, we place a pinhole in the intermediate imaging plane
corresponding to a 6.7 μm diameter spot on the sample (see
setup illustration in Figure 2a). By choosing the position of the
pinhole in the imaging plane, we can select the emission
originating from a well-defined distance from the excitation. In
Figure 2b−e, we image emission at distances of 0 to 20 μm
away from the excitation spot where we normalize each image
to its maximum intensity. The LPB modes are slightly less
“sharp” than in Figure 1f, as the pinhole in the intermediate

Figure 3. Schematic illustration of the simulation setup with the insets showing one of the 512 unit cells modeled in MD simulations (a). The Tc
monomer described at the QM level is shown in ball-and-stick representation, while monomers in the MM subsystem are represented by sticks.
Angle-resolved absorption spectrum when the crystal is strongly coupled to the modes of the (0,+1) SLR (b). Wave-packet motion along the +y-
direction (c). For clarity, a vertical offset is added to wave packets at different time points. Time evolution of the excitonic (black) and photonic
(red) fractions of polaritons in the Tc-SLRs strongly coupled system, as well as population of the ground state occupation (green), in which no
photon is present (d). Angle-resolved photoluminescence spectra observed through pinholes located at various distances along the y-axis (e).
Intensities in these plots are scaled by the same factor for each pinhole.
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imaging plane leads to a lower resolution in the Fourier plane.
At y = 0, the Fourier plane shows emission from both the (0,
+1) and the (0,−1) LPB and emission from uncoupled
excitons (Figure 2b). Moving the pinhole in the imaging plane
away from the excitation spot in the +y-direction, the (0,−1)
exciton-polariton mode, which propagates in the −y-direction,
is not visible anymore and also the emission from uncoupled
excitons is reduced (Figure 2c). Moving further away from the
excitation spot, emission from uncoupled excitons disappears
completely (Figure 2d,e). In addition to the vanishing emission
of uncoupled excitons, the intensity distribution of the LPB
emission changes as a function of the distance from the
excitation spot, indicating an energy-dependent propagation
length. At y = 5 μm from the excitation, the LPB is most
intense at high energies (from 2.1−2.3 eV). Further away, at
10 and 20 μm, the highest intensity shifts to lower energies. In
particular, the exciton−polariton at energies close to the Tc
exciton energy disappears completely since it has a high
exciton fraction and the lowest group velocity. Emission at k =
0 and 2.19 eV disappears as well in Figure 2d,e since the group
velocity of the LPB is zero due to the interaction between the
forward and backward propagating TE modes, forming a
standing exciton−polariton mode. To stress further these
effects, the spectra of the emission integrated over the wave
vector are plotted in Figure 2f and compared to the
fluorescence of the uncoupled Tc (shown by the gray shaded
area in the same figure). The red shift of polariton emission as
the distance from the excitation increases is very clear in this
figure. Despite this red shift, it should be noted that for all
wavelengths the emission intensity decreases as a function of
distance from the excitation spot. We will quantitatively discuss
the propagation length in Figure 4, but first we discuss the
underlying molecular processes of polariton transport by
means of MD simulations.
Molecular Dynamics Simulations. To obtain atomistic

insights into polariton propagation, we performed multiscale
Quantum Mechanics/Molecular Mechanics (QM/MM) MD
simulations of a Tc crystal strongly coupled to the (0,+1) SLR
mode in a periodic one-dimensional lattice of length 36 μm
(Figure 3a). Because we are interested in the propagation
along the +y-direction, the (0,+1) SLR was modeled only.
In line with observations from the imaging experiments, also

the MD simulations suggest a rapid propagation of exciton−
polaritons over several micrometers after nonresonant
excitation into a single Tc monomer of the crystal. Figure 3b
shows the absorption of the Tc crystal interacting with the (0,
+1) SLR as a function of the wave vector. The avoided crossing
between the upper and lower absorption branches suggests
that the system is in the strong coupling regime, with a Rabi
splitting of ∼250 meV. Because the nuclear degrees of freedom
are described classically in our simulations, we can only couple
the vertical S0 → S1 transition without vibronic progression.
Therefore, the UPB is clearly visible in our simulations, in
contrast to the experiment.
As shown in Figure 3c and in animations provided in the SI,

the wave packet Ψ(t) spreads out during the simulations,
covering an increasing area of the Tc crystal with time. This
panel also resolves how much excitons in each Tc unit cell
contribute to the amplitude of |Ψ(t)|2. These contributions are
manifested by the spikes that indicate where excitons are
transiently located during the wave packet propagation. The
finite lifetime of SLR modes which establishes a competing
channel to polariton propagation through radiative decay into

the overall ground state (green curve in Figure 3d), restricts
the maximum propagation length in our simulations to below
20 μm in 100 fs (Figure 3c and Figures S8(c) and S9(c) in the
SI). While this distance is independent of the number of Tc
unit cells in our simulations, we observe that the wave packet
survives longer with increasing number of Tc crystal unit cells
(see animations provided as SI). The latter dependency can be
explained by the density of dark states, which increases with
the number of strongly coupled Tc unit cells. Because these
dark states lack a SLR contribution, the dark state manifold
acts as a reservoir that extends the lifetime of the strongly
coupled system.36,37 While transient population of dark states
increases the lifetime in our system, we note that if the decay of
the confined light modes were much slower than that of the
exciton, the lifetime of dark states would become the limiting
factor in the propagation process, as observed for Bloch
Surface Wave Polaritons.12,13

Closer inspection of the MD trajectories reveals that
relaxation of the photoexcited Tc molecule induces a transfer
of population into polaritonic states, as manifested by the
increase of the SLR mode contribution in Figure 3d. These
polaritonic states then propagate along the + y direction with
their group velocities. Even if propagation is ballistic, it appears
diffusive because (i) the group velocities of polaritonic states
span a wide range (Figure S10 in the SI), with bright states
propagating at their respective group velocity and stationary
dark states not propagating at all, and (ii) reversible population
transfers between these states. Because the group velocities are
higher for polaritonic states at lower energies, but level off at
higher energies where the polaritonic states are dominated by
excitonic contributions, the SLR-dominated lower energy
wave-packets propagate faster, and reach a longer propagation
distance, despite their shorter lifetime. In Figure 3, this is
manifested by (i) a narrow peak in the plot of |ΨSLR(t)|

2 that
travels ahead of the rest of the wave packet (Figure 3c) and by
(ii) a red-shift in the maximum intensity of the photoemission
at further distances (Figure 3e). The latter observation is in
agreement with the dispersion measurements and suggest that
the MD simulations capture the polariton dynamics, at least
qualitatively.

Propagation Length. To quantify experimentally the
propagation length of exciton−polaritons as a function of
energy, we map the emission intensity as a function of the
distance from the laser excitation (Figure 4a). To reduce the
contribution of scattered uncoupled emission of Tc, we follow
the method proposed by Zakharko and co-workers:14 We
excite the crystal 2 μm away from the edge of the array, and
normalize the measurements to the emission intensity at the
edge. We also verify the observed exciton-polariton prop-
agation using FDTD simulations. For these simulations, we
consider a system of 25 × 61 silver particles covered with Tc
and place a radiating point dipole that simulates the focused
laser excitation, at the edge of this finite array. The dipole is
oriented with a moment along the dominant SLR electric field
component in the center of four particles (see SI, Figure S5).
This choice is motivated to increase the coupling of the
emission to the SLR and to reduce the quenching of this
emission by avoiding the near-field coupling to higher order
multipoles in the nanoparticles. The square of the electric field
amplitude |E|2 in the Tc crystal obtained by FDTD simulations,
is plotted in Figure 4b after normalization at a position 1.5 μm
away from the dipole to exclude the near-field contribution of
the point dipole emission. The simulated exciton−polariton
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propagation agrees qualitatively with the experimental
propagation data. This simulation shows an increasing value
of the propagation length for low energies and a similar dip in
this propagation length at approximately 2.2 eV, where the (0,
+1) and (0,−1) polaritons cross. It should be noted, however,
that the decay of |E2| in the FDTD simulation is roughly a
factor of 2 faster compared to the experiment as can be
appreciated from the different color scales used in Figure 4a,b
and from the cross sections plotted in SI, Figure S5. This
quantitative discrepancy between simulations and experiments
could be due to a reduction of the quality factor of the
resonances in the simulations due to the limited dimension of
the array,38 and the fact that a single point dipole can not fully
capture the effects of the laser excitation.
We fit the experimental data of the decaying fluorescence

with an exponential function +−e( background)
y
Lp , where Lp is

the propagation length, and y is the distance from the
excitation source. The emission intensity decay and the fit to
the data are given in Figure 4c for an energy of 2.3 eV, that is,

close to the exciton resonance (orange circles and curve), and
for 2 eV, that is, far away from the exciton resonance (blue
circles and curve), clearly showing the difference in
propagation length. In Figure 4d, we show with a black
dashed curve the results of the fits to the decay of the
fluorescence intensity as a function of the energy. We also
obtain the propagation length from the far-field emission as the
inverse of the imaginary component of the wave vector (1/
Im(ky)) of the LPB, corresponding to 1/Δky39,40 for each
energy (gray curve in Figure 4d). This line width is determined
by fitting a Lorentzian function to the emission spectrum of
Figure 1f. The propagation length for the strongly coupled case
is clearly much larger than for the case when the cavity field
and Tc dipoles are orthogonal, as appreciated when comparing
the propagation lengths obtained from the real space images of
the fluorescence and plotted with the blue dotted curve in
Figure 4d. The origin of the propagation for the weakly
coupled system is the coupling of emission into the SLR,
followed by out-coupling at a different position.
The red curve in Figure 4d indicates the propagation length

of the exciton in the Tc crystal outside of the array (including
internal reflections in the substrate), where the propagation is
either due to the diffusion of triplets that annihilate into
singlets3,41 or to the emission and reabsorption of the
fluorescence.
The exciton−polariton propagation length, as determined

from the dispersion measurements and the real space emission
spectra, are in excellent agreement and show a propagation
length of 9 μm at 1.95 eV. Low-energy polaritons have a high
photonic content, which explains such a long propagation
distance. This length is only a few microns shorter than the
propagation length of the bare SLR, which propagates up to 15
μm at low energies (see SI, Figure S1(e)). The excitonic/
photonic fraction of exciton−polaritons are given by the
mixing coefficients that can be estimated by fitting the
dispersion measurements to the Hamiltonian of the coupled
system,42
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γ
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−

−
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E i g g

g E i

g E i
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SLR

1 2
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exc1

2 exc2
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where ESLR is the angle-dependent energy dispersion of the
SLR, which is obtained through the coupling of the LSPR and
the Rayleigh Anomalies (RAs), as obtained with a similar
coupled model and plotted in Figure 5a with the black curve.
γSLR are the losses of the SLR, which depend on the in-plane
momentum as they increase when the cavity dispersion
approaches the LSPR energy (SI, S7). Eexc1 and Eexc2 are the
two excitonic transitions of Tc, that is, the S0 → S1 transition
and the vibronic progression, centered at 2.38 and 2.57 eV,
respectively, with their losses estimated from the fwhm of the
spectrum, yielding γexc1 = γexc2 = 140 meV. The exciton energy
of 2.38 eV is indicated in Figure 5a with the horizontal black
line. The coupling strengths between the SLR and the exciton
transitions are denoted by g1 and g2, respectively, with g1 = 160
meV and g2 = 60 meV. The fact that g1 is larger than the losses
indicates that the system is in the strong coupling regime.43

The diagonalization of this matrix gives the eigenvalues and

Figure 4. Real space map of the propagation of exciton-polaritons as a
function of energy, normalized by the intensity at a distance of 2 μm
away from the laser excitation (a). FDTD simulation of the
propagated squared electric field intensity |E|2 in an array of 61 ×
25 particles with a dipole at y = 0 (b). Cross section of the emission
intensity as a function of distance from the excitation spot (c) for an
energy of 2 eV (blue circles) and 2.3 eV (orange circles),
corresponding to the horizontal lines in (a). The solid lines are
exponential fits to the data. The propagation length obtained from
fitting the decay at energies between 1.95 and 2.45 eV is plotted in
(d) with the black dashed curve. This curve matches excellently with
the propagation length obtained from the dispersion of Figure 1f as 1/
Δky, given by the gray curve. The red curve corresponds to the
measured propagation length in the Tc crystal in absence of the
particle array.
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eigenvectors of the coupled system. The eigenvalues are
plotted with the red dashed curves in Figure 5a as a function of
the in-plane wave vector.
For propagation in the +y-direction, we are only interested

in the LPB since emission from the middle and upper
polaritons cannot be detected due to fast internal conversion to
dark states and LPB. We only look at the propagation along the
+y-direction and therefore focus on the TE LPB mode. We can
visualize this mode when the Tc crystal is excited at the edge of
the particle array and look at the fluorescence in the Fourier
plane. In Figure 5b, we can see that this mode overlaps with
the fitted TE polariton mode (red-dashed curve). As a
reference, the exciton transition at 2.38 eV and the uncoupled
SLR are plotted with the black line and curve in the same
figure.
The exciton fraction and SLR fraction of the different

polariton modes are given by the mixing coefficients that are
obtained by squaring the amplitude of the eigenvectors.44 The
mixing coefficients for the (0,+1) TE LPB are plotted in Figure
5c as a function of the in-plane wave vector. The exciton
fraction of the (0,+1) mode (blue curve in Figure 5c) increases
as LPB approaches the exciton transition at larger wave
vectors, while the SLR fraction decreases (orange curve). The
small jump in both curves at ky= 0 corresponds to the gap in
the LPB due to the coupling of the (0,+1) and (0,−1) SLRs
that is visible in Figures 1d and 5a. The SLR and exciton
fractions as a function of LPB energy are plotted in Figure 5d,
showing the reduction of the SLR fraction and increase of the
exciton fraction as the LPB approaches the exciton energy.

We are mostly interested in the exciton fraction that gets
transported through the LPB mode. Combining the data of
Figures 5d and 4d, we obtain the propagation length as a
function of exciton fraction, which is plotted with the black
dashed curve in Figure 6a. In general, this curve shows a

decreasing trend for higher exciton fractions, which is to be
expected due to the localized character of excitons. The
reduced polariton propagation at the crossing point of the
forward and backward propagation SLRs at ky = 0, is visible as
a dip in the propagation length at 2.21 eV. From the figure we
can see that at an exciton fraction of 50%, the propagation
length is 4.4 μm. In the same figure, we also plot the
propagation length as measured for the weakly coupled system
(blue dotted curve). The much shorter propagation length
when the dipoles are orthogonal illustrates again the effect of
the relative dipole orientation on the transport properties of
the system. We speculate that the measured propagation length
in the weakly coupled crystal is due to singlet fission resulting
in long-lived triplet states followed by triplet−triplet
annihilation at a distance from the excitation spot or scattering
of the pump laser.
A similar trend is observed when plotting the propagation

length as a function of exciton fraction from MD simulations
(Figure 6b). However, in contrast to experiment, the minimum
propagation length goes to zero with increasing exciton
fraction. This difference arises because the initial excitation
in the simulation is localized on a single QM subsystem and
the purely excitonic states do not display a diffusive behavior

Figure 5. Dispersion measurements and fitted dispersion (red dashed
curves) of the strongly coupled system with a coupled oscillator
model (a). The black curves are the dispersion of the uncoupled SLR
and exciton. Fluorescence map obtained by exciting the system at the
edge of the array in order to only excite the (0,+1) TE SLR (b). The
fluorescence follows the same dispersion as the extinction map. The
SLR fraction (orange curve) and exciton fraction (blue curve) of the
LPB as obtained by the coupled oscillator model is shown in (c) as a
function of the in-plane momentum and in (d) as a function of LPB
energy.

Figure 6. (a) Propagation length as a function of exciton fraction of
the LPB (black dashed curve), obtained by combining the
propagation length for each energy (Figure 4c) and the exciton
fraction of the LPB as a function of energy (Figure 5d). A propagation
length up to 9 μm is reached for low exciton fractions, but even at an
exciton fraction of 0.5, the propagation length is 4.4 μm. The dip in
propagation length at an exciton fraction of 0.4 corresponds to the gap
in the dispersion of the LPB. The blue dashed curve shows the
measured propagation length of excitons in a weakly coupled Tc
crystal, that is, a crystal with the dipoles perpendicular to the cavity
field. (b) Propagation length as a function of exciton fraction of the
LPB obtained from the MD simulations.
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because neither singlet−triplet intersystem crossing, nor
excitonic couplings governing incoherent hopping of excitons
between adjacent Tc monomers are included in the MD
model. While including the excitonic couplings in our
simulation model is straightforward,45 a direct comparison to
the experimental incoherent propagation length would not be
meaningful as the time scales that we can reach in our
simulations are on the order of hundreds of femtoseconds and
hence much shorter than the time scales associated with
incoherent hopping.
We note that the polariton propagation length in our

simulations does not depend on the size of the crystal
(compare wavefronts in panel (c) of Figures 3 and S8 and S9
of the SI). Therefore, the agreement between experiment and
simulations support the interpretation that exciton transport is
significantly enhanced under strong coupling between the
singlet excitons and the SLR modes.

■ CONCLUSIONS

The anisotropic properties of Tc make this organic semi-
conductor an ideal platform for studying polariton propaga-
tion. By choosing the orientation of the strongest excitonic
transition dipole moment with respect to the field in an open
plasmonic cavity formed by an array of Ag nanoparticles, we
were able to switch from the weak to the strong coupling
regime. In the strong coupling regime, we measured an exciton
polariton transport length with a decay constant of 4.4 μm at
50% exciton fraction, that showed a strong dependence on the
photonic fraction of the exciton−polaritons. Because the
propagation enhancement is highest for the lower energy
polaritons, exploiting such enhanced propagation requires an
acceptor with an excitation energy matching the energies of
these LPB states.
A one-to-one comparison of the ballistic transport length in

strongly coupled Tc and the exciton diffusion length of
uncoupled Tc crystals is not straightforward, as the ballistic
transport is directional, while diffusion is a random walk
process. We can however conclude that the exciton polariton
propagation length is 2 orders of magnitude larger than the
diffusion length of singlet excitons in Tc (LD ≈ 50 nm),2 and a
factor 10 larger than triplet mediated exciton diffusion LD ≈
560 nm.3 MD simulations qualitatively confirm the enhanced
exciton-polariton transport and reveal that through relaxation
of the photoexcited Tc molecule, exciton polaritons are
populated and propagate with their respective group velocities
until they decay at the rate determined by the finite lifetime of
the open cavity. The wave-packets cover distances of several
μm in 100 fs, which is orders of magnitude faster than bare
exciton diffusion that proceeds on a ns to μs time scale.

■ METHODS

Molecular Dynamics Simulations. Three sets of
simulations were performed, in which the macroscopic crystal
is modeled as 256, 512, and 1024 unit cells (see Figure 3a).
Each unit cell of these crystals contains 250 Tc monomers, one
of which is described at the QM level, while the other 249 Tc
monomers are modeled with the Gromos96-54a7 molecular
mechanics force field.46 The electronic ground state (S0) of the
QM subsystem was modeled at the restricted Hartree-Fock
level (RHF), while the configuration interaction method
truncated to single excitations (CIS) was used to describe
the first singlet excited state (S1). In both RHF and CIS

calculations, the single-configuration electronic wave functions
were expanded in the 3-21G basis set.47 The large system sizes
in our simulations (up to 30720 QM and 7649280 MM atoms)
necessitated this rather low level of theory, which resulted in an
overestimation of the first singlet excited state by ∼1.4 eV.
Because we are interested in the dynamics of polariton

transfer in the positive y-direction, we only considered the (0,
+1) SLR and modeled this SLR with 101 modes equidistant in
the ky-space (−8.73 rad μm−1 ≤ k ≤ 8.73 rad μm−1) in a
periodic one-dimensional lattice with a length of 36 μm. A
nonlinear fit to the experimentally determined dispersion of
the SLRs was done to obtain an analytical expression for the
SLRs dispersion ESLR(ky) used during the simulations (see
exact procedure in the SI). To account for the systematic blue-
shift of the Tc excitation energy due to the low level of QM
theory employed in our simulations, a 1.44 eV energy offset
was added to the SLR dispersion. The Tc crystal unit cells were
placed directly on top of the plasmonic silver nanoparticles that
were modeled implicitly as an inhomogeneous electric field
with a spatial distribution that reflects the local field strength
(see Figure S6 and details in section S8.1 of the SI). The finite
SLR lifetime was included in the simulations as a ky-vector
dependent first-order decay of the confined light modes (see
Figure S7 and details in section S8.1 of the SI). We used the
Ehrenfest, or mean-field, method to compute trajectories of the
strongly coupled SLR−Tc system with a time step of 0.1 fs.
The temperature was kept constant by coupling the simulation
boxes to a thermal bath at 300 K, modeled by a stochastic
thermostat.48 To model the nonresonant excitation with the
pump laser, we started the simulations with the QM subsystem
of the first unit cell (j = 1) in the first electronic excited singlet
state ( =S j

1
1). A complete description of the simulations is

included in the SI.
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Abstract

Placing a organic material on top of a Bragg mirror can significantly enhance exciton transport.

Such enhancement has been attributed to strong coupling between the evanescent Bloch surface

waves (BSW) on the mirror, and the excitons in the material. In this regime, the BSW and

excitons hybridize into Bloch surface wave polaritons (BSWP), new quasi-particles with both

photonic and excitonic character. While recent experiments unveiled a mixed nature of the

enhanced transport, the role of the material degrees of freedom in this process remains unclear.

To clarify their role, we performed atomistic molecular dynamics simulations of an ensemble of

Methylene blue molecules, a prototype organic emitter, strongly coupled to BSW. In contrast to

the established static models of polaritons, even with disorder included, our dynamic simulations

reveal a correlation between the photonic content of the BSWP and the nature of the transport.

In line with experiment, we find ballistic motion for polaritons with high photonic character,

and enhanced diffusion if the photonic content is low. Our simulations furthermore suggest that

the diffusion is due to thermally activated vibrations that drive population transfer between the

stationary dark states and mobile bright polaritonic states.
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1 Introduction

The propagation of Frenkel excitons in organic materials is a diffusion process in which the

excitons hop between adjacent molecules via dipole-dipole coupling (Förster mechanism)1 or a

wave function overlap (Dexter mechanism)2. Because the efficiency of these mechanisms depends

on intermolecular separation and orientiation, structural molecular disorder has a negative impact on

exciton transfer, resulting in a limited diffusion length of Frenkel excitons, typically below 10 nm3.

The propagation distance can be increased by placing organic molecules into an optical mi-

crocavity4. There, excitons can strongly interact with confined light modes of the cavity. If the

strength of such interaction exceeds the rates associated with losses in the system, excitons and

cavity modes hybridize into polaritons5,6, which inherit the properties of both constituents of the

interaction, including dispersion and hence group velocity. This allows for a long-range propagation

of polaritons beyond the diffusion length of Frenkel excitons, as has been demonstrated in various

types of cavities7–14.

Theory has provided important insights into the mechanisms by which strong coupling can

enhance exciton transport15–25, but the description of the material in these works has been limited

to two-level systems. To go beyond such simplified model systems and consider the vibrational

degrees of freedom, we developed a simulation model based on multi-scale molecular dynamics,26,27

in which the structural details of the material are explicitly included. With such simulations, we

could show that polariton wave packets propagate in a diffusive manner due to reversible population

exchanges between stationary dark states and propagating bright states, which are populated along

the whole lower polariton branch28,29. While experiment30 and theory23,31 suggest that the coherence

of polaritons, and hence the propagation distance, increases with their photonic weight, it remains

unclear whether propagation of individual wave packets constituting the whole polariton wave

packet, is fully ballistic or might also be diffusive depending on the wave vector at which an

individual wave packet is formed.

Recently, this question was addressed in two separate experimental studies. In the first study, con-

ducted by Balasubrahmaniyam et al.14, spatiotemporal ultrafast pump-probe microscopy was used
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to track polariton transport in a system of 5,5’,6,6’-tetrachloro-1,1’-diethyl-3,3’-di(4-sulfobutyl)-

benzimidazolocarbocyanine (TDBC) J-aggregates deposited on top of a distributed Bragg reflector

(DBR) supporting Bloch surface waves (BSWs). By probing the differential reflectivity, ΔR/R, at

different angles and energies after off-resonant excitation into the J-aggregates, a transition from

ballistic propagation with a velocity close to the corresponding polariton group velocity, to diffusive

propagation with a much lower velocity, was observed when the photonic contribution to the

polaritonic states decreased. This transition was attributed to a competition between molecular-scale

disorder and long-range correlation due to strong coupling, with the former prevailing at small

photonic fractions.

In the second study, carried out by Xu et al.13, polariton transport was observed in a variety of

inorganic exciton-cavity structures by means of a momentum-resolved ultrafast polariton imaging

technique. As in Balasubrahmaniyam et al.14, both a deviation of the propagation speed from the

polariton group velocity and a transition from ballistic to diffusive transport was observed as the

photonic contribution to the polaritonic states decreased and was attributed to a more intensive

scattering by lattice phonons.

Thus, the results of the two experiments agree that polariton transport undergoes a crossover

between ballistic and diffusion regimes when the polariton states become more exciton-like. How-

ever, in the case of organic molecules, it remains unclear whether this crossover is due to reversible

non-adiabatic population transfers between bright and dark states, or whether such a transition can

be caused solely by the structural molecular disorder. With the aim of addressing this question,

we mimic the experiment of Balasubrahmaniyam et al. by means of multiscale quantum mechan-

ics/molecular mechanics (QM/MM) molecular dynamics (MD) simulations26,32. The results of

our simulations suggest that the change in the transport regime is, indeed, caused by reversible

population exchanges between polaritonic states, which underlines the importance of molecular

vibrations in the transport of organic exciton-polaritons.
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2 Theoretical background

Before discussing the details of the simulations, we briefly discuss the origin of the formation of

BSWs in a distributed Bragg reflector (DBR). As illustrated in Figure 1, a DBR is a one-dimensional

photonic crystal, a structure in which the dielectric constant varies periodically, i.e., ε(x) = ε(x+A)

with periodA. Just like the periodicity of ions in an atomic crystal leads to the appearance of allowed

bands and band gaps, periodicity of the dielectric constant in the DBR leads to the appearance of

the so-called pass-bands and stop-bands. For a wave with a frequency inside a stop-band, multiple

reflections of the wave from the boundaries between layers with a different dielectric constant

result in the occurrence of destructive interference, which makes it impossible for the light to

travel through the DBR. However, the introduction of a defect, such as a layer with a thickness or

dielectric constant different from that of the other layers, may allow for localised states to appear in

the stop-band33.

Figure 1: Schematic representation of a distributed Bragg reflector (DBR) supporting a Bloch

surface wave (BSW). The DBR consists of alternating layers with different refractive indices, n1

and n2, with period A along the x-axis. Additionally, a surface defect layer with refractive index n2

and a thickness different from the thicknesses of the other layers is introduced. The electric field

strength distribution of the BSW is shown as a black line.

In addition to waves propagating within the volume, photonic crystals support surface waves

propagating in both dielectric and air (states in pass-bands above the light line), propagating in the

dielectric and decaying in air (states in pass-bands below the light line), as well as decaying in the

dielectric and propagating in air (states in stop-bands above the light line)34. The introduction of a

surface defect results in the appearance of a fourth type of surface wave, which is a wave localised

in both dielectric and air35. This is the Bloch surface wave.
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Because BSWs exist in the stop-bands and below the light line34, i.e., at angles larger than

the critical angle for total internal reflection, the radiation cannot be emitted into free space,

which results in an extremely long lifetime that is significantly higher than for typical Fabry-Pérot

microcavities with metallic mirrors, or for plasmonic structures. As a consequence, the lifetime of

polaritons formed due to strong coupling between excitons and BSWs can reach several hundreds

to thousands of femtoseconds7,9,36.

Because the BSW is a surface wave, evanescent in the direction, x, perpendicular to the surface

(Figure 1), there is no restriction on the in-plane propagation over the surface of the Bragg mirror,

i.e., in the y- and z-directions. Therefore, the electric field distribution of the BSW in the air is

defined as

E(x, y, z) = E0e
−|K|xei(kyy+kzz) (1)

with E0 the amplitude of the electric field at the surface of the photonic crystal, i.e., at x = 0, and

K the complex Bloch wave number37. Because in our simulations, we only consider a single layer

of molecules, we neglect the x-dependence in Equation 1. Furthermore, we also restrict ourselves

to model one-dimensional transport along a chain of molecules in the z-direction. With these

simplifications, the field distribution becomes E(z) = E0e
ikzz.

A major advantage of BSW-polaritons over Fabry-Pérot cavities is the much higher group

velocity of the LP branch. In the BSW structures, the dispersion is close to the light line in free

space, and the group velocity of the LP branch can approach the speed of light. This results in a

tremendous propagation of BSW-polaritons reaching tens to hundreds micrometers7,9,14,38.

3 Simulation details

In this work, we perform QM/MM molecular dynamics simulations of N = 1024 Methylene blue

molecules (MeB, Figure 2a) in water coupled to a BSW structure. The S0 and S1 electronic states of

MeB are modelled with density functional theory (DFT)39and time-dependent (TD)DFT40 based on

the Casida equations41, respectively, using the B97 functional42 and the 3-21G basis set. The water
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molecules are described with the TIP3P model43. The BSW is discretized into nmodes = 120 modes.

To obtain a similar polariton dispersion as in the experiment, we fit the experimental dispersion

of the BSW with a linear function (dashed-dotted line in Figure 2b) and tune it to be resonant

with the excitation energy of MeB molecules (i.e., �ωMeB = 2.50 eV at the TDDFT/B97//3-21G

level of theory; dashed line in Figure 2b) at wave vector kz = 11.41 μm−1. With an electric field

strength of 0.071 MV cm−1, the Rabi splitting is 131 meV, which is close to the Rabi splitting

in the experimental study14. We note that in our simulations, MeB molecules were used instead

of J-aggregates due to the latter’s complexity, which makes their simulation in a cavity currently

intractable. We also note that at the level of TDDFT theory employed in this work, the excitation

energies of MeB are overestimated. Similar discrepancies have been reported in previous works44,45,

and were attributed to the large difference in the charge density between the ground and excited

state, which is notoriously difficult to describe accurately with TDDFT46.

In our MD simulations, we apply the Born-Oppenheimer approximation26,47 to separate the

nuclear degrees of freedom, which are treated classically, from the electronic plus photonic degrees

of freedom, which are treated quantum mechanically with the QM/MM extension of the Tavis-

Cummings Hamiltonian48,49:

ĤTC =
∑N

j �ωexc(Rj)σ̂
+
j σ̂

−
j +

∑N
j VS0(Rj) +

∑nmodes

p �ωcav(kz,p)â
†
pâp

−∑N
j

∑nmodes

p

√
�ωcav(kz,p)

2ε0V
μ(Rj) ·

[
eikz,pzj σ̂+

j âp + e−ikz,pzj σ̂−
j â

†
p

]
,

(2)

where σ̂+
j = |Sj

1〉〈Sj
0| is an operator that excites molecule j with nuclear coordinates Rj from the

electronic ground state |Sj
0〉 with energy VS0(Rj) into the first electronic excited state |Sj

1〉 with

energy VS1(Rj). Accordingly, the excitation energy is defined as �ωexc(Rj) = VS1(Rj)− VS0(Rj).

Likewise, σ̂−
j = |Sj

0〉〈Sj
1| de-excites molecule j from electronic excited state |Sj

1〉 into the electronic

ground state |Sj
0〉. Operators â†p and âp create and annihilate a photon of energy �ωcav(kz,p) in BSW

mode p with in-plane momentum kz,p along the surface of the BSW structure. Finally, μ(Rj) is the

transition dipole moment of molecule j, and zj is the position of molecule j on the surface of the
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BSW structure.

The Ehrenfest molecular dynamics approach is used to model the classical degrees of freedom50,

which evolve on a potential energy surface that is the expectation value of the energy of the total

wave function of the quantum degrees of freedom: V (R) = 〈Ψ|Ĥ|Ψ〉. The total wave function,

|Ψ(t)〉, is propagated along the classical trajectory as a linear combination of diabatic product states

between the N molecular excitations and nmodes BSW modes:

|Ψ(t)〉 =
N+nmodes∑

j

dj(t)|φj〉, (3)

where

|φj〉 = σ̂+
j |S1

0S
2
0..S

N−1
0 SN

0 〉 ⊗ |00..0〉 (4)

for 1 ≤ j ≤ N , and

|φj>N〉 = â†j−N |S1
0S

2
0..S

N−1
0 SN

0 〉 ⊗ |00..0〉 (5)

forN < j ≤ N+nmodes. State |φj〉 corresponds to molecule j in its first electronic excited state (S
j
1),

while the other molecules are in the ground state (S
i �=j
0 ) and the photonic states are empty, whereas

state |φj>N〉 corresponds to one of the BSW modes excited, with all molecules in the ground state.

In Equation 3, dj(t) are the time-dependent expansion coefficients of the total wave function, which

reflect the population of each molecule and each photonic mode during the evolution of the system.

These coefficients are propagated with a unitary propagator29. A more detailed description of the

method can be found in previous publications26,27,29.

To mimic the initial conditions of the experiment, in which a single J-aggregate was pumped14,

we prepare the MeB-BSW system in the first excited electronic state (S1) of a single MeB molecule,

i.e., dj(0) = 1 and di �=j(0) = 0 in Equation 3, located at zj = 125 μm, which is the centre of the

DBR surface of width Lz = 250 μm. A total of five Ehrenfest QM/MM trajectories are computed

for 200 fs with an integration timestep of 0.5 fs. Because these MD trajectories are run for much

shorter than the lifetime of the BSW, we neglect decay in our simulations. The temperature was
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kept constant at 300 K with the v-rescale thermostat51. Further details of the simulations performed

in this article are presented in the Supporting Information (SI).

For the analysis of the trajectories, we also expand the total time-dependent wave function in

the basis of the eigenstates of the Tavis-Cummings Hamiltonian, as follows:

|Ψ(t)〉 =
∑
j

cm(t)|ψm〉, (6)

where

|ψm〉 =
⎛
⎝ N∑

j

βm
j σ̂

+
j +

nmodes∑
p

αm
p â

†
p

⎞
⎠ |S1

0S
2
0..S

N−1
0 SN

0 〉 ⊗ |0〉. (7)

The βm
j and αm

p expansion coefficients denote contributions of the molecular excitons (|Sj
1〉) and

of the photonic modes (|1p〉) to adiabatic state |ψm〉. These coefficients are obtained by diago-

nalizing the matrix representation of ĤTC (Equation 2) in the basis of the diabatic product states

(Equation 4-5). The time-dependent expansion coefficients, cj(t), in this adiabatic representation

are thus related to the time-dependent expansion coefficients, dj(t), in the diabatic representa-

tion (Equation 3) via the unitary matrix, U, that diagonalizes the Tavis-Cummings matrix (i.e.,

cm(t) =
∑N+nmodes

j U †
mjdj(t), with Ujm = βm

j if j ≤ N and Ujm = αm
j−N if j > N ).

To explore how the photonic character of the eigenstates affects their contribution to the overall

transport, we decompose the total wave function into partial wave functions, |Ψpart
phot(t)〉, within a

narrow range of wave vectors. These partial wave functions are linear combinations of eigenstates

(Equation 7) in fixed intervals of wave vectors (or energies). Each interval, called a window, wi, is

centered at kz,i and ranges from kmin
z,i to kmax

z,i . The expansion coefficients, cj∈wi
(t), of these partial

wave functions are thus obtained by projecting the adiabatic states within a window onto the total

time-dependent wave function in the adiabatic representation (Equation 6).

In this analysis, we consider only the elements associated with the BSW modes, i.e., the second

term in Equation 7. This choice is justified by the fact that the excitonic part of the total wave

function is more responsive to the excitation energy disorder15, and unambiguous resolution of the

transport regime based on the full partial wave function, which includes both excitonic and cavity
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components (i.e., both terms in Equation 7) would have required averaging over more simulations

than we can currently afford to run (five). Nevertheless, as we show in detail in the SI (Section 3.1),

this choice does not change the conclusions that we draw below as the analysis of the propagation of

a partial wave function with inclusion of both excitonic and photonic elements, yields very similar

results, albeit with higher noise levels.

4 Results and Discussion

In Figure 2c, we show the time evolution of the probability density of the total polaritonic wave

function, |Ψ(t)|2, after excitation of a single MeB molecule, located at 125 μm. The wave packet

rapidly expands, with the front of the wavepacket moving at the group velocity of the lower polartion

(Figure 2S), and the tail remaining at the position where the molecule was excited. Such spreading

of the wave packet suggests that the overall transport mechanism is a combination of ballistic motion

and diffusion. To disentangle these two processes, we analyse how polaritonic states contribute

to the transport as a function of their photonic content. To perform this analysis, we monitor the

propagation of adiabatic states within fixed windows of kz-vectors, two of which are illustrated as

rectangles in Figure 2b.

In Figure 3a and b, we show the propagation of the partial photonic wave functions, |Ψphot|2,
associated with states in the window from kz = 9.25 μm−1 to 9.75 μm−1, and with states in the

window from kz = 10.25 μm−1 to kz = 10.75 μm−1 (purple and orange rectangles in Figure 2b,

respectively). The mean squared displacements (MSD) of these partial photonic wave packets are

plotted in Figure 3c. The MSD plots for the other windows, as well as the probability densities, are

shown in the SI (Section 3.1). By fitting the mean squared displacement to the general expression

for MSD,

MSD(t) = 2Dβt
β, (8)

we determine whether the propagation is ballistic or diffusive from the value of the transport

exponent, β. Purely ballistic transport corresponds to β = 2, whereas pure diffusion corresponds to
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Figure 2: Panel a: Molecular structure of Methylene Blue (MeB) molecule. The electronic ground

(S0) and excited (S1) states are calculated at the QM level with density functional theory (DFT)

and time-dependent (TD)DFT, respectively, using the B97 functional and the 3-21G basis set. The

solvent molecules (water, not shown) are described at the MM level with the TIP3P model. Carbon

atoms are shown in green, nitrogen atoms – in blue, sulfur atom – in yellow, and hydrogen atoms –

in grey. Panel b: Normalised angle-resolved absorption spectrum of the MeB-Bloch surface wave

(BSW) system. The dashed line corresponds to the excitation energy of MeB at 2.50 meV at the

TDDFT/B97//3-21G level of theory, and the dashed-dotted line shows the BSW dispersion. The

purple and orange rectangles indicate two specific windows of the wave vector, through which the

partial photonic wave function, |Ψpart
phot〉, was extracted and plotted in Figure 3. Panel c: Space-time

map of the probability amplitude of the total wave function, |Ψ(z, t)|2.

the transport exponent equal to unity with Dβ becoming the diffusion coefficient.

In Figure 3e we plot the value of the transport exponent for the partial photonic wave functions

extracted from the windows of width Δkz = 0.5 μm−1 and with the central wave vector in the

range between kcz = 9.25 μm−1 and kcz = 10.75 μm−1 with a step of 0.25 μm−1, as a function

of the Hopfield coefficient (|αph|2, Equation 7) at the center of the windows (Table S2). The plot

suggests that shifting the window upwards along the lower polariton branch towards states with

a lower photonic content is accompanied by a change in the transport exponent, β from two to

one, indicating a transition between ballistic propagation and diffusion, in line with the experiment

(Figure 3d)14.

Such transition from ballistic to diffusive transport cannot be reproduced in simulations of two-

level systems with a quasi-dynamic excitation energy disorder. In these simulations (Section 3.2 in

the SI), the disorder was modelled by randomly drawing the excitation energies of the two-level
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Figure 3: Panels a-b: Probability density, |Ψpart
phot|2, of the partial photonic wave function extracted

through the windows depicted as purple (a) and orange (b) rectangles in Figure 2b. Panel c:

MSD of the photonic wave function in panels a-b. The dashed lines correspond to the fit to

MSD = 2Dβt
β with β the transport exponent. Panels d and e: The transport exponent as a function

of the cavity modes contribution |αph|2 to polaritonic states, extracted from the experiment (d) and

MD simulations (e). Panel d is reproduced with permission from Balasubrahmaniyam et.al., Nat.
Mater., 22, 338–344 (2023). Copyright 2023 Springer Nature Ltd. Panel f: Values extracted from

simulations of two-level molecules with quasi-dynamic excitation energy disorder of σ = 22 meV

(green squares) and σ = 74 meV (black circles). In panels e and f, the transport exponents

were extracted from windows of width Δkz = 0.5 μm−1 centred between kz = 9.25 μm−1 and

kz = 10.75 μm−1 with a step of 0.25 μm−1 (Table S2). The errors in panel e and f are standard

deviations of, respectively, five and a hundred individual simulations.

systems from a Gaussian distribution

p(E) =
1√
2πσ

exp

[
−(E − E0)

2

2σ2

]
, (9)

and resampling these energies every femtosecond of simulation.52 In Expression 9, E0 is the mean

value, and σ is the "disorder strength" that determines the absorption line-width of the disordered

two-level system. As shown in Figure 3f, the transport exponent remains close to β = 2 in the

full range of LP states with well-defined wave vectors53,54. For σ = 74 meV, which matches the
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line-width of MeB QM/MM model used in our atomistic MD simulations, LP states are well defined

for states with |αph|2 > 0.64, whereas for σ = 22 meV, which is typical of J-aggregates55,56, the LP

is well-defined for states with |αph|2 > 0.45.

Comparing the data for MD and quasi-dynamic simulations in Figure 3e and f, thus suggests a

decisive role of molecular vibrations in modifying the mechanism of polariton transport along the

lower polariton branch. Because the strength of non-adiabatic coupling is inversely proportional

to the energy gap between polariton states57, population transfer between dark states, which are

distributed around the molecular absorption maximum on the one hand, and the low-energy, highly-

photonic LP states on the other hand, is unlikely, resulting in a scattering-free ballistic propagation

of population in these states. Moving up in energy along the LP branch towards higher kz-vectors,

reduces the energy gap and can lead to overlap with the dark states manifold. Therefore, the transfer

rate, and hence the likelihood of population getting transiently trapped in the dark states reservoir

increases significantly. Eventually, a continuous population exchange between stationary dark states

and propagating bright states, replenished from the reservoir, renders propagation less ballistic-like

and more diffusive-like as polaritonic states become closer in energy to the dark states.

To further demonstrate the importance of molecular vibrations for the observed crossover

between regimes of polariton transport, we performed MD simulations ofN = 1024 MeB molecules

in vacuum with restraints imposed on the length of all bonds and constraints on the out-of-plane

motion of carbon and nitrogen atoms (Section 3.3 in the SI). Because the nonadiabatic coupling is

dependent on the overlap between the nonadiabatic coupling vector between polariton states, |ψm〉
and |ψl〉,

dm,l =
〈ψl|∇RĤ

TC|ψm〉
Em − El

, (10)

with R the vector containing coordinates of all atoms in a molecule, and the vector of atomic

velocities, Ṙ57, the imposed restrictions lead to the reduction of the nonadiabatic coupling via

suppression of molecular motions, i.e., Ṙ. As a result, all polariton states with a well-defined wave

vector display ballistic transport with a propagation velocity close to the central group velocity of

each window (Figure S9), and no crossover occurs.
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Finally, because the rate of the population exchange between dark and bright polariton states

depends on the density of the latter states58–64, we performed simulations in a system of N =

120 MeB molecules and nmodes = 120 BSW modes, which contains purely polaritonic states

in the absence of excitation energy disorder, and no dark states (Section 3.4 in the SI). The

simulation shows a nearly equal population of the molecular excitons and of the BSW modes

(Figure S11), which indicates a less intensive population transfer into the manifold of dark states. As

a consequence, the transition from ballistic motion to diffusion along the LP branch is not complete

within the range of states with well-defined wave vectors, and the effect can only be fully captured

when the ratio between the number of dark and bright states Ndark/Nbright 	 1, as is the case in

most experiments.

5 Conclusion

To summarize, we have performed molecular dynamics simulations of polariton transport in a

system of Methylene blue molecules strongly coupled to the Bloch surface wave. In accordance with

experiment,14 our simulations demonstrate a transition between ballistic and diffusive propagation

as the photonic contribution to polaritonic states decreases. Importantly, such a transition was not

observed in a simulation of molecules with frozen nuclear degrees of freedom, which indicates the

decisive role of non-adiabatic coupling in changing the transport regime along the LP branch.
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Abstract: Placing a material inside an optical cavity can

enhance transport of excitation energy by hybridizing exci-

tonswith confined lightmodes into polaritons, which have a

dispersion that provides these light–matter quasi-particles

with low effective masses and very high group velocities.

While in experiments, polariton propagation is typically

initiated with laser pulses, tuned to be resonant either with

the polaritonic branches that are delocalized over many

molecules, or with an uncoupled higher-energy electronic

excited state that is localized on a single molecule, practical

implementations of polariton-mediated exciton transport

into devices would require operation under low-intensity

incoherent light conditions. Here, we propose to initiate

polaritonic exciton transport with a photo-acid, which upon

absorption of a photon in a spectral range not strongly

reflected by the cavitymirrors, undergoes ultra-fast excited-

state proton transfer into a red-shifted excited-state photo-

product that can couple collectively with a large number of

suitable dye molecules to the modes of the cavity. By means

of atomistic molecular dynamics simulations we demon-

strate that cascading energy from a photo-excited donor

into the strongly coupled acceptor-cavity states via a photo-

chemical reaction can indeed induce long-range polariton-

mediated exciton transport.
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1 Introduction

Organic opto-electronic materials offer many advantages

over their silicon counterparts, such as lower production

cost, smaller weight, higher flexibility and easier dispos-

ability, but are hampered by low exciton mobility [1].

Enhancing that mobility therefore has become amajor opti-

mization target and several solutions have been proposed,

which include increasing the lifetime via triplet formation

[2], [3], ordering molecules to increase exciton delocaliza-

tion [4]–[7], or coupling the excitons to the confined light

modes of an optical resonator [8]–[16]. Because the latter

solution does not require chemical modifications of the

molecules, which may compromise other properties, uti-

lizing strong light–matter coupling could be a promising

route towards improving the performance of organic opto-

electronic devices.

Because the confinement of light into smaller vol-

umes by an optical resonator increases the interaction with

molecular transitions [17], the enhanced exciton mobil-

ity in the strong coupling regime has been attributed to

hybridization of excitons and confined light modes into

polaritons [18]–[23], which can form when the interaction

strength exceeds the decay rates of both excitons and cav-

ity modes [24], [25]. The hybrid states with contributions

from cavity modes are bright and can hence be accessed

optically [26]–[28]. Because the cavitymode energy depends

on the in-plane momentum, or wave-vector, kz, these states

have dispersion and form the upper and lower polaritonic

branches, as shown in Figure 1f. These branches are sepa-

rated by the Rabi splitting, which is defined as the energy

gap at the wave-vector for which the energy of the exci-

ton and cavity dispersion is resonant. Most of the hybrid

states, however, have negligible contribution from the cav-

ity modes, and are hence dark [29]. These dark states there-

fore also lack dispersion and form a quasi-degeneratemani-

fold instead that is situated in between the two bright polari-

tonic branches.

Owing to their dispersion, the bright polaritonic

states support ballistic propagation of population at

their group velocity (i.e., 𝑣g = 𝜕𝜔(kz)∕𝜕kz, with ℏ𝜔(kz)

the energy of a polariton with in-plane momentum kz,

Open Access. © 2024 the author(s), published by De Gruyter. This work is licensed under the Creative Commons Attribution 4.0 International License.
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Figure 1: Illustration of a Fabry–Pérot microcavity (panel (a), not to scale) containing a 10-hydroxybenzo[h]quinoline donor molecule (HBQ, panel (b))

and 1023 methylene blue acceptor molecules (MeB, panel (c)). The first singlet excited states (S1) of the MeB molecules are coupled to the 239 modes

of the cavity. Upon absorbing a photon at a frequency where the mirrors have become more transparent (∼3.96 eV at the TDA-CAMB3LYP/3-21G level
of theory, Figure S4 in SM), the uncoupled HBQ undergoes ultra-fast intra-molecular proton transfer on the S1 excited-state potential energy surface

(panel (d)) into an excited-state photo-product that is resonant with both the absorption maximum of MeB and the cavity. Panel (e) shows the normal-

ised QM/MM absorption (magenta) and emission (cyan) spectra of HBQ and the absorption spectrum of MeB (red). The normalised angle-resolved

absorption spectrum of the molecule-cavity system (panel (f)) shows the Rabi splitting of 282 meV between the lower polariton (LP) and upper

polariton (UP) branches. The cavity dispersion is plotted as a white dashed line, while the excitation maxima of the MeB molecules (∼2.5 eV at
the TD-B97/3-21G level of theory) and HBQ are plotted as straight red and magenta lines, respectively.

Figure S3 in Supplementary Material, SM) [15], [18], [19],

[22], [23], [30], [31]. However, while in inorganic micro-

cavities, such ballistic propagation was indeed observed

[32], [33], transport in organic micro-cavities is a diffusion

process because of rapid dephasing in disordered organic

materials [19]. Results from molecular dynamics (MD)

simulations suggest that such dephasing is due to reversible

exchange of population between the stationary dark states

and propagating polaritonic states [13], [34], [35]. Although

polariton-mediated exciton transport is not ballistic in

organic systems, polaritonic diffusion can still dramatically

outperform the intrinsic exciton diffusivity of the mate-

rial [9], [16]. However, despite several experimental reali-

zations [8], [9], [13]–[15], and an emerging theoretical

understanding of polariton propagation in organic

microcavities [18]–[23], [30], [31], [36], [37], strong light–

matter coupling has so far not been leveraged systematically

for practical applications.

One of the obstacles on the path to polaritonic devices

for enhanced exciton transfer is that polariton propagation

requires laser excitation of either wavepackets of polari-

tonic states [11], [14], or higher-energy electronic states of

the molecules [8]–[10], [16]. Yet, for practical applications,

such as light-harvesting, it will be essential that transport

can also be initiated with low-intensity incoherent light

sources. To address this specific challenge for a Fabry–Pérot

optical resonator, we propose to initiate polariton propa-

gation in a strongly coupled molecule-cavity system with

a suitable donor that, upon excitation at wavelengths for

which the cavity mirrors are transparent [38], undergoes a

rapid photo-chemical reaction into an excited-state photo-

product with an emission maximum that is resonant with

both the cavity and acceptor dyemolecules. As illustrated in

Figures 1 and 2, such system could potentially be realized if

we combine 10-hydroxybenzo[h]quinoline (HBQ) that upon

excitation at 375 nm or 360 nm undergoes ultra-fast excited-

state intra-molecular proton transfer (ESIPT) on a femtosec-

ond timescale into a photo-product with a broad emission

centered at 620 nm [39], [40], with methylene blue (MeB)

in an optical micro-cavity made of silver mirrors and res-

onant with the broad absorption peaks of MeB at 668 nm or

609 nm (Figure S4, in the Supplementary Material). Here,

we demonstrate the feasibility of this concept by means of

hybrid quantummechanics/molecularmechanics (QM/MM)

molecular dynamics simulations [41], [42].
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Figure 2: Simplified Jablonski diagram of states involved in

photo-chemically induced polariton propagation. The cavity modes and

polaritons are schematically shown as continuous dispersions. After

photo-excitation of HBQ at h𝜈HBQ, excited-state intra-molecular proton

transfer (ESIPT) brings the excited state population that was initially

localized on HBQ, into the dark state manifold. Reversible population

exchanges between the stationary dark states and the propagating lower

polaritonic (LP) bright states cause the population to move away from

the HBQ molecule and diffuse into the cavity [34]. The path along which

the population arrives in the LP states is illustrated by a blue arrow.

2 Materials and methods

2.1 Multiscale Tavis–Cummings model

We performed QM/MMMD simulations [43], [44] of one HBQ molecule

solvated in cyclohexane and 1023 hydrated MeB molecules strongly

coupled to the confined light modes of a one dimensional Fabry–Pérot

micro-cavity (Figure S1) [45]. Within the Born–Oppenheimer approx-

imation, we separate the nuclear degrees of freedom, which we treat

classically, from the electronic plus cavity degrees of freedom, which

we treat quantum mechanically with the QM/MM extension of the

traditional Tavis–Cummings model of quantum optics [46], [47]. In

the Supplementary Material (SM), we provide a concise description of

our multi-scale simulation approach, which was presented in detail in

previous publications [41], [42], [48].

2.2 HBQmodel

In the QM/MM Tavis–Cummings Hamiltonian, the electronic ground

(S0) and excited (S1) states of HBQ were modeled with density func-

tional theory (DFT) [49] and time-dependent density functional the-

ory (TDDFT) [50] within the Tamm–Dancoff approximation (TDA) [51],

respectively, using the CAM-B3LYP functional [52], [53] in combination

with the 3-21G basis set [54]. The cyclohexane solvent molecules were

modelled with the GROMOS 2016H66 force field [55]. At this level of

theory, the vertical excitation energy of HBQ is h𝜈HBQ = 3.96 eV (312 nm)

with a fullwidth at halfmaximum (FWHM)of 270 meV,while the energy

gap to the ground state is 2.58 eV (480 nm, 500 meV FWHM) in the S1
minimum (Figure 1e). Despite the overestimation of the S1–S0 energy

gap with respect to experiment (3.3 eV for absorption and 2.0 eV for

emission), our model provides potential energy surfaces (Figure 1d)

that are in qualitative agreement with the more accurate description

at the TPSSh/cc-pVDZ level of theory for this system (Figure S5 in SM)

[56], [57].

2.3 MeB model

The S0 and S1 electronic states of MeB were modelled with DFT and

TDDFT based on the Casida equations [58], respectively, using the B97

functional [59] and the 3-21G basis set. The water molecules were

describedwith the TIP3Pmodel [60]. Although at this level of theory, the

vertical excitation energy of MeB is h𝜈MeB = 2.5 eV (210 meV FWHM),

and thus significantly overestimated with respect to experiment, there

is a fortuitous overlap with the emission of HBQ that we exploit in this

work (Figure 1e). Thus, while MeB may not be the optimal choice for

a practical realization, this dye should be suitable for demonstrating

the feasibility of inducing polariton-mediated exciton transport with a

photo-chemical reaction in our simulations. Further details of the HBQ

and MEB simulation setups are provided in the SM.

2.4 HBQ/MeB cavity model

From a QM/MM trajectory of HBQ in the S0 state, single HBQ snap-

shots were selected and combined with 1023 frames from a QM/MM

trajectory of MeB in S0. These 1024 molecules, including their solvent

environments, were placed at equal inter-molecular separations on

the z-axis of a 1D [45], 50 μm long, symmetric optical Fabry–Pérot

micro-cavity (Figure S1), with HBQ at the center of the cavity (i.e.,

zHBQ = 25 μm). In our setup, z indicates the in-plane direction (i.e.,

parallel to the mirrors). With a distance of Lx = 284 nm between the

mirrors (cavity width), where x indicates the out-of-plane direction

(i.e., perpendicular to the mirrors), the fundamental mode of the cavity

has an energy of ℏ𝜔0 = 2.18 eV at normal incidence (i.e., kz = 0) and

hence its dispersion is red-detuned by 320 meV with respect to the

Methylene Blue absorption maximum at 2.5 eV (vertical red line in

Figure 1f). The dispersion of the cavity was modelled with 239 discrete

modes (i.e., kz,p = 2𝜋p∕Lz with −119 ≤ p ≤ 119 and Lz = 50 μm). To
maximize the collective light–matter coupling strength, the transition

dipole moments of all molecules were aligned to the vacuum field,

which is parallel to the y-axis of the cavity, at the start of the simulation.

With a vacuum field strength of Ey = 0.00004 (0.21 MVcm−1) the Rabi

splitting, defined as the energy gap between the UP and LP at the wave

vector where themolecular excitation energymatches the cavity mode

energy, is 282 meV. Simulations were performed for a lossy cavity with

a decay rate of ℏ𝛾 cav = 0.04 eV or 𝛾cav = 66.7 ps−1. At such rate, the

lifetime, 𝜏cav, of the lossy cavity is comparable to the 2–14 fs lifetimes of

metallic Fabry–Pérot cavities used in experiments on strong coupling

with organic molecules [9], [61], [62]. With a lifetime of 15 fs and a

resonance at 2.18 eV, the quality-factor, defined as Q = 𝜔cav𝜏cav, would

be 50 for our cavity. In addition, we also performed simulations in a

better cavitywith a decay rate of 𝛾 cav = 10 ps−1, aswell as an ideal cavity

with an infinite lifetime (i.e., 𝛾 cav = 0 ps−1).

Because the molecules do not interact directly, but rather via the

cavity modes, there are no issues in using different QM/MM descrip-

tions for HBQ andMeB. Although the solvents, as well as the force fields

and QMmethods, were chosen because of convenience, we emphasize

that for the purpose of this work it is not essential to have the most
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accurate description of the bare excitation energies of the molecules,

but rather to have a realistic model of the molecular degrees of free-

dom, including the solvent environment.We speculate that for practical

realizations HBQ could be embedded via small micro-droplets of a

suitable solvent within the polymer matrix containing MeB, or vice

versa.

2.5 Molecular dynamics simulations

Ehrenfest MD trajectories were computed by numerically integrating

Newton’s equations of motion using a leap-frog algorithm with a 0.5 fs

time step [63]. At each time step, the multi-mode Tavis–Cummings

Hamiltonian (Equation (1) in SM) is constructed in the basis of product

states between the N molecular excitations, obtained from QM/MM

calculations [64], and the nmode cavity mode excitations:

|𝜙 j⟩ = 𝜎̂+
j
|S1

0
S2
0 ..
SN−1
0

SN
0
⟩⊗ |00..0⟩ (1)

for 1 ≤ j ≤ N , and

|𝜙 j>N⟩ = â†
j−N |S10S20 ..SN−10

SN
0
⟩⊗ |00..0⟩ (2)

for N < j ≤ N + nmode. In these expressions, |Si
0
⟩ indicates that

molecule i is in the electronic ground state, while |00..0⟩ indicates that
the Fock states for all nmode cavity modes are empty. The operators 𝜎̂

+
j

and â†p excite molecule j and cavity mode p, respectively. Owing to the

orthogonality of the electronic states and of the cavity modes, this basis

is strictly diabatic within the single excitation subspace [48].

The total wave function, |Ψ(t)⟩, was coherently propagated along
with the classical degrees of freedom of the molecules as a time-

dependent superposition of these diabatic product states (Equations (1)

and (2)):

|Ψ(t)⟩ = ∑
j

c j(t)|𝜙 j⟩ (3)

with c j(t) the time-dependent expansion coefficients of the time-

independent basis states |𝜙 j⟩. To account for the finite lifetime of the
cavity modes, the wave function was propagated along the classical

trajectory under the influence of an effective non-Hermitian Hamil-

tonian (SM), in which losses were added to the cavity mode energies

(i.e., ℏ𝜔(kz)− i∕2ℏ𝛾 cav, with ℏ𝜔(kz) the dispersion of the empty cavity,
shown as a dashed white line in Figure 1f) [65]–[68].

To obtain also the adiabatic polaritonic eigenstates [46], [47],

defined as

|𝜓m⟩ =
(

N∑
j

𝛽m
j
𝜎̂+

j
+

nmode∑
p

𝛼m
p
â†
p

)
|S1

0
S2
0 ..
SN−1
0

SN
0
⟩|0⟩ (4)

and required for analysis and the determination of the initial con-

ditions for the simulations, we diagonalized the QM/MM Tavis–

CummingsHamiltonian (Equation (1) in SM). The 𝛽m
j
and 𝛼m

p
expansion

coefficients reflect the contribution of the molecular excitons
(|S j

1
⟩)

and of the cavity mode excitations (|1p⟩) to the adiabatic state |𝜓m⟩.
All simulations were initiated in the highest-energy adiabatic state,

m = 1263, for which |𝛽1263
HBQ

|2 ≈ 1.

The simulations were performed with GROMACS version 4.5.3

[69], in which the multi-mode Tavis–Cummings QM/MM model was

implemented [42], in combination with Gaussian16 [70]. The GROMACS

source code is available for download from https://github.com/upper-

polariton/GMXTC. The results presented in the main manuscript are

averages over four trajectories, startedwith different initial conditions.

3 Results and discussion

In Figure 3, we plot the progress of the excited-state intra-

molecular proton transfer (ESIPT) reaction in HBQ, defined

as the distance between the hydroxyl oxygen and the proton

(a), the excitonic part of the total wavepacket |Ψexc(z, t)|2
(b), the contributions of the molecular excitations to the

total wave function, |Ψ(z, t)|2 (c, d), and the mean squared
displacement of the excitonic wavepacket (MSDexc, e). After

photo-excitation into the highest-energy eigenstate of the

molecule-cavity system (i.e., |𝜓 1263⟩, which is dominated by
the S1 electronic state ofHBQ (i.e., |𝛽1263HBQ

|2 > 0.999, Figure 3c),

the proton transfers from the hydroxyl oxygen to the nitro-

gen atom (Figure 3a). Because this enol to keto transfor-

mation is accompanied by a 1.4 eV red-shift of the S1–S0
energy gap (Figure 1d), HBQ becomes resonant with the

MeB molecules as well as with the cavity modes (Figure 2),

and enters the dark state manifold around 10 fs after

excitation.

Because after the reaction, HBQ couples collectively

with the MeB molecules to the cavity modes, population

transfers from HBQ into the cavity modes (Figure S7), and

starts propagating at the central group velocity of these

modes. Although the propagation is ballistic, this motion

is interrupted by population transfer from the propagat-

ing cavity modes into the strongly coupled MeB excitons

(Figure 3d), which are stationary. Because this exchange is

reversible (Figure S6), wavepacket propagation is diffusive

rather than ballistic, as indicated by a linear dependence

of the mean squared displacement on time (Figure 3e; for

ballistic propagation, the MSDexc would be quadratic).

Because the excitation propagates along the molecules

via the lossy cavity modes (Figure 3b), radiative decay com-

petes with population transfer into the molecular states,

which reduces the transport efficiency. To understand the

influence of such losses, we repeated the simulations in a

higher-Q cavity with a lifetime of 100 fs, as well as in an

ideal cavity with an infinite lifetime. The results of these

additional simulations, summarized in Figures S10 and S11,

suggest that increasing the cavity Q-factor can significantly

enhance the transport, in line with previous experiments

[14] and simulations [35]. While themechanism remains the

same, the increase in the duration of the ballistic phases

between the transfers from and into the molecular states,

enhances the diffusion constant.

The initial structures for our simulations were sam-

pled from equilibrium QM/MM trajectories at 300 K (SM)

and therefore can capture the heterogeneity as indicated

by the absorption line-widths of the molecules in Figure 1e.

Because of such structural disorder, the ESIPT reaction rates
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Figure 3: Panel (a) shows the distance between the oxygen and proton, which we use as the reaction coordinate for the excited-state proton transfer

reaction (inset and see also Figure 1b) as a function of time after instantaneous excitation into the highest energy eigenstate of the molecule-cavity

system, which is dominated by the S1 state of HBQ (i.e., |𝛽HBQ|2 ≈ 0.99, panel (c)). Panel (b) depicts the probability density of the excitonic part of the

wave function |Ψexc|2 as a function of the z-coordinate (horizontal axis) and time (vertical axis). Panels (c) and (d) show the contribution of the HBQ

molecule (red) and the Methylene Blue molecules (grey) to the total wave function, as well as the population of the ground state (blue). Panel (e)

shows the mean squared displacement (i.e., MSDexc = ⟨z(t)− z(0)⟩2) of the excitonic wavepacket.

span a distribution. To confirm that the proton transfer in

HBQ is required to initiate the polariton-mediated exciton

transport process, we show in Figure S8 (SM) that for a sys-

tem in which the ESIPT is delayed, also the transport starts

at a later point in time, and that this time point coincides

with the formation of the HBQ photo-product.

To provide further evidence that the photo-chemical

reaction is essential for initiating transport, we also per-

formed a simulation in which the bond distance between

the oxygen and proton in HBQ is constrained [71]. Because

with such constraint the proton cannot transfer, no photo-

product that is resonantwith the cavity can form. Therefore,

population transfer is suppressed and exciton transport is

not observed (Figure S9).

Because in our simulations, there are no restrictions

on where the molecules are positioned, we could build a

system in which HBQ was dissolved in cyclohexane but

MeB in water. A practical realization, however, would likely

require that both molecules are miscible within the same

solvent or polymer material. While a wide variety of water-

soluble photoacids [72], or other candidates for the photo-

chemical initiation step are available, such compounds

would not only require a sufficiently high absorptivity in the

transparency windows of the cavity, but also a highly

fluorescent photo-product,which itselfmust be formedwith

high quantum-yield.

Alternatively, if in addition to a bright S1 electronic

state, the strongly-coupled dye also has higher-energy elec-

tronic states that absorb within the transparency window

of the cavity mirrors, polariton transport could be initiated

via internal conversion from such higher-energy excited

state into the S1 state [73]. Indeed, laser excitation into a

higher-energy electronic state has been used in previous

experiments on polariton transport [8], [9], [13], [16]. How-

ever, for this mechanism to operate also under incoherent

excitation conditions, the higher-energy transition has to be

sufficiently strong, which could limit the selection of suit-

able molecules. Furthermore, if the transparency window

is provided by a higher-order cavity mode, as in Figure S4

in SM, the higher-energy electronic transition of a single

species can also strongly couple to the cavity and form delo-

calized polaritons with a rapid radiative decay channel that

competes with the internal conversion process into a local-

ized S1 state. As initiating transport with a photo-chemical

reaction does not require that the photo-reactive molecules

are strongly coupled to the cavity, these molecules can be

introduced at low concentration, potentially even at specific

locations inside the cavity system,whichmight offer further
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advantages for practical applications of polariton-enhanced

exciton transport.

Although at the level of theory employed in our simu-

lations, the emission maximum of the HBQ photo-product

matches the absorption maximum of the strongly coupled

MeB acceptors, such matching is not a strict requirement.

Instead, overlap with the lower polaritonic branch is suf-

ficient, which can be controlled further by tuning the cav-

ity resonance via the distance between the mirrors, or by

tuning the coupling strength via the concentration of the

acceptor dye. Indeed, as we show in the SM, adding a (arti-

ficial) blue-shift of 250 meV to the acceptor and the fun-

damental cavity mode, such that the emission maximum

of HBQ overlaps with the LP branch rather than with the

MeB absorption (Figure S12), does not affect the transport

(Figure S13). The latter observation is consistent with exper-

iments of Akselrod and co-workers who used emission from

an uncoupled dye that is resonant with the lower polariton

of a strongly coupled dye, to pump that lower polariton

branch and trigger condensation [74].

The current limitations on computer hard- and soft-

ware restrict the number of molecules we can model in our

atomistic MD simulations to a few thousand, which is a few

orders of magnitude smaller than the number of molecules

in a real Fabry–Pérot cavity (i.e., 106–108) [29], [75]. To

reach the strong coupling regime under these conditions,

and achieve a Rabi splitting of 282 meV, we therefore used

a vacuum field strength that is significantly larger than in

experiments. Because the light–matter coupling that drives

the population transfer between dark and bright states,

is inversely proportional to the number of molecules, N

[29], [76], [77], the rate of population transfer also scales

as 1∕N , and is thus much faster in our simulation than in

experiment. In previous work [34], we had therefore inves-

tigated how the transport depends on N , and found that

the propagation velocity scales as 1∕N as well. Thus, even

in the limit of realistic N , we would still expect polariton-

mediated exciton transport to exceed the intrinsic exciton

diffusion process in organic materials, in line with experi-

mental observations [9].

4 Conclusions

To summarize, the results of our MD simulations suggest

that long-range polariton-mediated exciton transport can

be induced with an excited-state proton transfer reaction.

While the excitation scheme proposed here resembles the

off-resonant laser excitation conditions employed in previ-

ous experiments on polariton transport [8], [9], [13], [16],

the absorption cross-section of HBQ should be high enough

to initiate the propagation with incoherent light, in par-

ticular for a cavity with a thin silver top mirror, which is

more than 50 % transparent at the required wave length

(Figure S4, SM).
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