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GraphBNC: Machine Learning-Aided Prediction of
Interactions Between Metal Nanoclusters and Blood
Proteins

Antti Pihlajamäki, María Francisca Matus, Sami Malola, and Hannu Häkkinen*

Hybrid nanostructures between biomolecules and inorganic nanomaterials
constitute a largely unexplored field of research, with the potential for novel
applications in bioimaging, biosensing, and nanomedicine. Developing such
applications relies critically on understanding the dynamical properties of the
nano–bio interface. This work introduces and validates a strategy to predict
atom-scale interactions between water-soluble gold nanoclusters (AuNCs)
and a set of blood proteins (albumin, apolipoprotein, immunoglobulin, and
fibrinogen). Graph theory and neural networks are utilized to predict the
strengths of interactions in AuNC–protein complexes on a coarse-grained
level, which are then optimized in Monte Carlo-based structure search and
refined to atomic-scale structures. The training data is based on extensive
molecular dynamics (MD) simulations of AuNC–protein complexes, and the
validating MD simulations show the robustness of the predictions. This
strategy can be generalized to any complexes of inorganic nanostructures and
biomolecules provided that one generates enough data about the interactions,
and the bioactive parts of the nanostructure can be coarse-grained rationally.

1. Introduction

Ligand-stabilized metal nanoclusters (MNCs) are atomically pre-
cise metal nanoparticles with definite mass, structure, and chem-
ical composition.[1] Their metal core of 1–3 nm in diameter
exhibits quantized electronic structure, and they are chemi-
cally stabilized by a molecular surface layer which is modifiable
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for functionalization and optimized bio-
compatibility, making them promising
materials for novel applications in bioimag-
ing, biosensing and nanomedicine as
fluorescent markers, sensors and tar-
geting drug carriers.[2] Their ultrasmall
size makes them amenable to atom-scale
modeling which may greatly help exper-
imental efforts to design their properties
for applications. However, modeling the
dynamic interactions between MNCs
and biomolecules is technically chal-
lenging due to the lack of suitable force
fields and the wide range of time scales
needed for discovering ensemble proper-
ties of MNC–biomolecule complexes.[3]

There is an increasing interest in us-
ing small, atomically precise, water-soluble
gold nanoclusters (AuNCs) for applica-
tions such as targeted drug delivery,[4]

biosensing,[5] bioimaging,[6,7] and photody-
namic therapy (PDT).[8,9] A common chal-
lenge for all-atom simulations for these

and other potential applications is to understand the atom-scale
interactions at the nano–bio interface, and their direct and indi-
rect effects on the structure–function relations of the nano–bio
complex. For instance, binding of an AuNC to a protein can en-
hance the fluorescence of the cluster[10,11] which is a desired effect
in case one designs fluorescent protein markers. In some other
cases, a wanted functionality of the nano–bio complex may be di-
minished or destroyed. One such example may be the still poorly
known effects of a protein corona around a MNC, potentially af-
fecting its targeting ability as a nano-sized drug delivery vehicle,
as observed in other nanomaterials.[12,13]

Modeling how small molecules, molecular complexes, or
nanoparticles interact with proteins is traditionally treated by
docking algorithms. There are numerous published meth-
ods to model protein–protein,[14–19] ligand–protein,[20–22] and
nanomaterial–protein[17,23,24] interactions. Docking algorithms
commonly use experimentally determined crystal structures of
the complexes to adjust docking parameters or to train underly-
ing machine learning (ML) methods. Having crystal structures
for fitting is naturally preferred as it guarantees that the model
agrees with experimental observations. However, for some ap-
plications where experimental crystallographic data is limited or
nonexistent, it is not an option. In this case, one has to rely
on computationally generated model data. There has been a
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significant development work on methods able to utilize or even
produce dynamic interaction data[17,24] but there is still an in-
creasing demand for these tools. Being able to explore new pro-
tein binding sites and screen nano–bio interactions speeds up
the discovery of new nanomaterials for biological applications in
drug delivery, biosensing, and bioimaging, to name a few. In the
case of nonconventional nanomaterials such as MNCs, it is desir-
able to have a method that could address its characteristics. The
method presented in this study seeks to find an optimal balance
between specificity and generality, an ability to address special
characteristics of MNCs, and applicability to a range of interact-
ing systems.

Here we introduce and validate a method named GraphBNC,
designed to reliably predict the most optimal interaction sites
between MNCs and proteins. As a case study, we selected
AuNCs protected by para-mercaptobenzoic acid (p-MBA) or para-
mercaptobenzenesulfonic acid (p-MBSA) with chemical formu-
lae Au25(p − MBA)18, Au25(p − MBA)18, and Au102(p − MBA)44 in
combination with some of the most abundant proteins in blood
plasma, such as albumin, apolipoprotein E, immunoglobulins G
and E, and fibrinogen. The method does not require any pre-
existing experimental information on the target complex struc-
ture since the interactions are learned from training data pro-
duced by molecular dynamics (MD) simulations of the separate
components of the complex. The validation is done by long MD
simulations (up to 500 ns) of 13 complexes, where we demon-
strate the success of the predictions for the optimal AuNC–
protein interaction sites.

Although the method is constructed for a limited set of sys-
tems (gold nanoclusters and a set of blood proteins), it can be
generalized to any nano–bio interface since it just requires the
atomic coordinates of the system. If experimental data is avail-
able, it could be used in the model, but it is not required, which
makes GraphBNC a particularly useful tool when empirical ev-
idence is scarce. We envision that the method could be used to
understand different molecular mechanisms at the nano–bio in-
terface, such as the specific shape-dependent inhibition behavior
of nanoparticles,[25] or the reversible control of protein corona for-
mation using zwitterionic nanoparticle ligands,[26] to name a few.

2. Results and Discussion

In this section, the GraphBNC method is introduced at a gen-
eral level, showing how graphs, Feedforward Neural Network
(FNN), and Monte Carlo (MC)-based simulated annealing were
combined to predict interactions between AuNCs and proteins.
The method was used to generate a number of AuNC–protein
complexes, which were validated by large-scale MD simulations.
The validation showed that predicted interaction sites were sta-
ble and the analysis showed the predicted interacting residues
agreed well with the MD simulations.

2.1. GraphBNC Framework Design

The GraphBNC method consists of four stages: Protein and
AuNC featurization, FNN estimation of the interaction strength,
coarse-grained simulated annealing prediction, and refinement

of all-atom positions. The general schematic of the method is il-
lustrated in Figure 1. The protein is presented as a graph, where
alpha (𝛼) carbons of the protein residues work as the nodes. If
𝛼-carbons are adequately close to each other, they are connected
via an edge. Every node contains a certain set of attributes, repre-
senting the chemical characteristics of the amino acid residues,
their geometric environment, and their connectivity to other
residues. A continuous Weissfeiler-Lehman (WL) scheme was
used to propagate information through the protein graph.[27,28]

The functional groups of the protecting ligands of the AuNC are
described with similar features accompanied with information
about the shape and size of the AuNC as a whole entity (see de-
tails in Graph-Based Representation Section). In order to predict
contributions to the interaction energy, the ligand–residue pairs
are formed, and their combined features are inputted into the
FNN. fivefold cross-validation (CV) was used with a small sepa-
rate validation set, hence the final predictions are averaged over
five models trained with slightly different portions of data. The
FNN is designed to predict Coulomb and van der Waals contribu-
tions of the AuNC–protein interaction energy. These energy esti-
mates are scaled so that the strongest interaction gets the value
of 1.0, the median is 0, and the rest are linearly scaled. The scaled
interactions are introduced to the MC-based simulated annealing
scheme, which aims to maximize the interaction strength (min-
imize the energy) and minimize the geometric loss dictated by
the loss function. Initially, annealing is done for a coarse-grained
system, where only 𝛼-carbons of the protein residues and func-
tional groups of the AuNC ligands are present. This generates
statistics from which n most likely sites (n = 3 in this study) are
chosen based on agglomerative clustering.[29] The assumption is
that the largest cluster of points is the statistically likeliest inter-
action site. For each of these sites, one AuNC configuration with
the strongest predicted interactions is fine-tuned to ensure that
there are no overlapping atoms. This outputs n suggestions for
the suitable placement of the AuNC on the given protein.

2.2. Training, Testing and Validation Using Small
Nanocluster–Protein Complexes

To train and test the FNN part of the method, we used a dataset
consisting of all-atom MD simulation trajectories of bovine
serum albumin (BSA, PDB ID: 4F5S),[30] human serum albu-
min (HSA, PDB ID: 1N5U),[31] the amino-terminal domain of
human apolipoprotein E (ApoE, PDB ID: 1LE2),[32] and the frag-
ment antigen-binding (Fab) region of human immunoglobulin
E (IgE, PDB ID: 7MLH[33] in complex with two different water-
soluble thiolate-protected Au25 nanoclusters: Au25(p − MBA)18
and Au25(p − MBA)18.[34–36] During the training and testing
phase, two hyperparameters were determined: the number of WL
updates and the ligand–residue pair formation distance within
the training data. The more WL updates are made, the more infor-
mation the nodes contain about neighbors further away. The pair
formation distance determines how far away pairs of 𝛼-carbons
and ligand heads are used as a training input. The averaged root
mean squared errors (RMSEs) for the validation set are shown
in Tables S1– S3 (Supporting Information). The corresponding
averaged standard deviations (STDs) of the predicted interaction
energies tell about how well the five CV models agree with each
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Figure 1. The GraphBNC framework consists of four steps: featurization, interaction energy predictions, coarse-grained annealing placement, and
refinement to all-atom positions. In the coarse-grained annealing, gray spheres represent the 𝛼-carbons of the protein residues, while small orange
spheres are the centers of the coarse-grained nanocluster (AuNC). The centers were grouped with agglomerative clustering, and, in this case, the three
largest ones were selected (Top 1–3). Three suggestions show corresponding coarse-grained ligand head representations for single AuNCs that can be
refined to the final all-atom complexes.

other. These STD evaluations are listed in Tables S4– S6 (Support-
ing Information). In order to prevent overfitting, the training of
FNNs was stopped after 150 epochs. The progression of the train-
ing is shown in the learning curves visualized in Figure S1 (Sup-
porting Information). Based on RMSE and STD analysis, two WL
updates and pair formation distance of 10 Å were chosen as op-
timal hyperparameters. The final FNN validation results for dif-
ferent interaction energy terms are visualized in Figure S2 (Sup-
porting Information).

After training the FNN part of the GraphBNC, the overall
performance of the method was validated. First top three sites
were predicted for both Au25(p − MBA)18 and Au25(p − MBA)18
on HSA, ApoE, and IgE proteins (Figure S3, Supporting Infor-
mation) and the top 1 interaction site was chosen to be the repre-
sentative case. The stability of the representative prediction was
determined by running MD simulations of 500 ns for each com-
plex (Figure 2; see details in Molecular Dynamics Simulations of
Nanocluster–Protein Complexes Section). The residues close to
the AuNCs (cutoff distance= 4.0 Å) were followed throughout the

MD trajectory (Tables 1 and 2), and they were compared to the
ones of the initial predicted site (Tables S7 and S8, Supporting
Information). We determined how stable the predicted site was
by analyzing how long the AuNCs stayed close to certain residues
and how far the center of mass of the nanocluster fluctuated from
the initial position on average.

GraphBNC succeeded in predicting the interaction sites for
Au25(p − MBA)18 with satisfying stability, as shown in Table 1 and
Figure 2. In all (Au25(p − MBA)18)–protein complexes, the p-MBA
ligands of the nanocluster interacted closely with the residues
surrounding the GraphBNC-predicted binding site and many of
the initial interacting residues were maintained for about 90%
of the simulation time. The number of residues naturally varies
because GraphBNC handles the proteins and the AuNCs as rigid
body objects, while in MD simulations, they are dynamic. This
is why, for instance, only two predicted interacting residues are
maintained during the MD simulation of (Au25(p − MBA)18)–
ApoE (Tables 1; Table S7, Supporting Information). Complexes
with Au25(p − MBA)18 were proven to be very dynamic, leading
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Figure 2. Validation of Au25NC-protein complexes predicted by GraphBNC. On the left side: First and last snapshots from the molecular dynamics (MD)
trajectory of the Top 1 binding sites of a) Au25(p − MBA)18 to c) human serum albumin (HSA), e) apolipoprotein E (ApoE), and g) immunoglobulin
E (IgE). On the right side: First and last snapshots from the MD trajectory of the Top 1 binding sites of b) Au25(p − MBA)18 to d) HSA, f) ApoE, and
h) IgE. In each complex, the trajectory path of the AuNC is shown in yellow lines together with the averaged root mean square displacement (RMSD)
with respect to its initial center of mass. Proteins are shown in different-colored surface representation, while the metal core and ligand layer of AuNCs
are shown as yellow spheres and sticks colored by atom type, respectively.

to varied residue lists in Table 2. ApoE and IgE predictions still
reached a good agreement with MD simulations. When in com-
plex with ApoE, the AuNC explored a small region (root mean
square displacement (RMSD)= 5.7 Å) beyond the initial position.
Two positively charged predicted residues (ARG142 and LYS146)
were conserved during the whole MD trajectory, which were the
main contributors to retaining the AuNC close to the initial posi-
tion. Similarly, Au25(p − MBA)18 started moving around the pre-
dicted interaction site on IgE, but during 165 ns (between 10–175
ns), it also explored an additional region –facilitated by the flex-
ibility of elbow angle–, and then came back to the original site
until the end of the simulation. This is seen as lower interaction
times in the interacting residue lists (Table 2). These kinds of dy-

namic sites are challenging to any method. Originally, the site
was a suitable-sized pocket for the AuNC, but the deformation
forced the AuNC to move. GraphBNC does not take this kind
of dynamic behavior into account. However, the return of the
Au25(p − MBA)18 and the fact that it stayed in contact with the
protein, proves the predicted interaction site to be favorable.

In addition, this observation is the first sign of the role that
specific ligand chemistry might have on the antigen-antibody re-
action since higher flexibility of elbow angle is induced only by
p-MBSA ligands, which could interfere with the binding affinity
of the Fab region to antigens.[37]

(Au25(p − MBA)18)–HSA,on the other hand, showed that the
initial position obtained with GraphBNC was not accurate
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Table 1. List of protein residues interacting with the nanocluster dur-
ing the molecular dynamics simulation of the (Au25(p − MBA)18)–protein
complexes.

Complex Interacting residues Interaction time

(Au25(p − MBA)18)–HSA LYS439 A 97.9%

PRO441 A 93.3%

HID440 A 92.2%

LYS444 A 84.1%

LYS181 A 75.6%

ARG160 A 60.7%

ARG445 A 58.3%

PHE156 A 52.8%

CYS438 A 40.6%

(Au25(p − MBA)18)–ApoE LYS146 A 99.4%

ARG142 A 99.3%

LYS143 A 95.5%

ARG145 A 78.1%

ARG150 A 77.2%

SER139 A 61.5%

LEU149 A 51.7%

ARG147 A 49.3%

(Au25(p − MBA)18)–IgE LYS212 C 88.7%

LYS42 A 82.0%

ASN161 C 74.7%

SER159 C 71.8%

THR157 C 71.5%

LYS207 C 69.8%

ASN205 C 65.6%

GLN111 C 63.4%

TYR108 C 48.3%

TRP160 C 46.7%

THR166 C 46.3%

VAL158 C 45.2%

VAL5 C 44.5%

GLN3 C 44.1%

ASN203 C 42.3%

(Au25(p − MBA)18)–IgG LEU408 K 99.0%

THR235 H 97.9%

TYR306 H 97.9%

ARG311 H 95.0%

CYS236 H 94.0%

PHE414 K 91.4%

HID234 H 89.6%

SER385 K 89.5%

LYS256 H 87.2%

LYS350 K 71.7%

THR233 H 63.1%

LYS143 H 60.5%

PHE253 H 59.8%

PHE251 H 52.6%

VAL274 H 51.3%

GLU303 H 47.1%

VAL272 H 43.8%

The results correspond to the analysis of 1,000 snapshots from each 500-ns MD
trajectory, and only protein residues interacting with the AuNC for more than 40% of
the simulation time are listed. Protein residues at the GraphBNC-predicted binding
site are marked in bold. All interacting residues are specified by their residue ID and
chain ID.

Table 2. List of protein residues interacting with the nanocluster dur-
ing the molecular dynamics simulation of the (Au25(p − MBA)18)–protein
complexes.

Complex Interacting residues Interaction time

(Au25(p − MBA)18)–HSA ARG114 A 74.3%

PRO113 A 74.1%

LYS519 A 73.9%

SER517 A 73.8%

GLU518 A 72.3%

VAL116 A 63.5%

LEU179 A 56.0%

(Au25(p − MBA)18)–ApoE ARG142 A 100.0%

LYS146 A 100.0%

ARG150 A 95.4%

ARG145 A 78.1%

LEU149 A 67.9%

LYS143 A 65.6%

ARG38 A 55.7%

ARG147 A 50.7%

ASP153 A 41.6%

(Au25(p − MBA)18)–IgE LYS212 C 61.8%

ASN205 C 61.7%

LYS42 A 59.5%

ASN161 C 57.3%

GLN111 C 57.1%

LYS207 C 55.2%

SER159 C 48.1%

GLN3 C 45.2%

VAL5 C 41.7%

TRP160 C 41.7%

(Au25(p − MBA)18)–IgG ARG265 H 99.9%

SER146 H 94.5%

SER144 H 93.5%

LYS300 H 86.8%

GLY147 H 83.3%

LYS298 H 77.3%

LYS258 H 72.8%

LYS256 H 70.9%

GLY148 H 66.9%

SER264 H 61.2%

THR266 H 57.3%

THR145 H 48.1%

LYS143 H 42.6%

The results correspond to the analysis of 1,000 snapshots from each 500-ns MD
trajectory, and only protein residues interacting with the AuNC for more than 40% of
the simulation time are listed. Protein residues at the GraphBNC-predicted binding
site are marked in bold. All interacting residues are specified by their residue ID and
chain ID.

enough. The AuNC moved away from the protein as soon as the
MD simulation started, and it remained in the solvent for 129
ns. For the rest of the simulation (371 ns), the AuNC was inter-
acting with the protein, but in a region different from the pre-
dicted one. In order to analyze this complex in detail, we simu-
lated another replicate of the system, and we observed a similar

Adv. Mater. 2024, 2407046 2407046 (5 of 13) © 2024 The Author(s). Advanced Materials published by Wiley-VCH GmbH
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Figure 3. Validation of Au25NC–immunoglobulin G complexes predicted by GraphBNC. First and last snapshots from the molecular dynamics (MD)
trajectory of the Top 1 binding sites of a) Au25(p − MBA)18 or b) Au25(p − MBA)18 to immunoglobulin G (IgG). In each complex, the trajectory path of
the AuNC is shown in yellow lines together with the averaged root mean square displacement (RMSD) with respect to its initial center of mass. Proteins
are shown in green surface representation, while the metal core and ligand layer of AuNCs are shown as yellow spheres and sticks colored by atom type,
respectively.

behavior (Figure S4, Supporting Information). The second repli-
cate showed that the AuNC quickly detached from the protein,
and it remained in the solvent for 48 ns. The stable interaction
site was observed for 452 ns and was in agreement with the re-
gion detected in the first replicate. Thus, although the predic-
tion was not as accurate as for the other systems, these findings
demonstrate that GraphBNC also serves as a starting point for
the detection of stable interaction sites between AuNCs and blood
proteins under dynamic conditions.

We note that LYS and ARG are strongly present in all the
predicted interaction sites. As positively charged residues, they
establish strong electrostatic interactions with the negatively
charged p-MBA and p-MBSA ligands (COO− and SO−

3 head
groups, respectively). This strongly suggests that the FNN is
able to estimate the ligand–residue interactions reliably, and
they are reflected correctly in the annealing process, leading the
GraphBNC to converge into these interaction sites.

2.3. Extending Validation to Large Nanocluster–Protein
Complexes

In order to validate the performance of the method beyond sys-
tems that were used for training, GraphBNC was applied to larger
plasma proteins with Au25(p − MBA)18 and Au25(p − MBA)18
nanoclusters. The chosen protein for this purpose was human
immunoglobulin G (IgG, PDB ID: 1HZH).[38] The method has
not encountered IgG during the training/testing. Furthermore,
IgG is a significantly larger protein than the ones used in train-

ing, with a molecular weight of ≈ 150 kDa versus 17, 66, and 47
kDa for ApoE, HSA, and IgE (Fab region), respectively.

The IgG residues interacting with Au25(p − MBA)18 or
Au25(p − MBA)18 are listed at the end of the Tables 1 and 2,
respectively. Tables S7 and S8 (Supporting Information) pro-
vide the full residue lists for the predicted interaction sites.
GraphBNC fitted Au25(p − MBA)18 inside the fragment crystal-
lizable (Fc) region of IgG, creating a highly stable complex, as
illustrated in Figure 3a. It is evident from Table 1 that the in-
teracting residues fluctuate very little due to the strong interac-
tions established in that confined space detected by GraphBNC.
The initial position of Au25(p − MBA)18 was also at the Fc re-
gion of IgG but slightly shifted toward the periphery due, in
part, to the nature of its ligands (p-MBSA ligands are a bit
longer than p-MBA). Thus, (Au25(p − MBA)18)–IgG complex was
observed to be more dynamic than the aforementioned one
(Figure 3b), but GraphBNC managed to predict strongly inter-
acting LYS residues at the very close vicinity of the site, where
Au25(p − MBA)18 finally settled. These results also show how the
ligand layer can promote the interaction of AuNCs with crucial
sites of immunoglobulins for the regulation of innate and adap-
tive immunity, such as the Fc fragment,[39] potentially inducing
structural changes that can have a high impact on the immune
response.[40]

The final stage of the validation was to use a larger AuNC
than those used for training. We selected the well-known
Au102(p − MBA)44 nanocluster[41] with all aforementioned pro-
teins (HSA, ApoE, IgE, and IgG) and also human fibrino-
gen (Fib, PDB ID: 3GHG)[42] (Figure 4; Figure S5, Supporting

Adv. Mater. 2024, 2407046 2407046 (6 of 13) © 2024 The Author(s). Advanced Materials published by Wiley-VCH GmbH
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Figure 4. Validation of Au102NC–protein complexes predicted by GraphBNC. First and last snapshots from the molecular dynamics (MD) trajectory
of the Top 1 binding sites of a) Au102(p − MBA)44 to b) human serum albumin (HSA), c) apolipoprotein E (ApoE), d) immunoglobulin E (IgE),
e) immunoglobulin G (IgG), and f) Fibrinogen (Fib). In each complex, the trajectory path of the AuNC is shown in yellow lines together with the averaged
root mean square displacement (RMSD) with respect to its initial center of mass. Proteins are shown in different-colored surface representation, while
the metal core and ligand layer of AuNCs are shown as yellow spheres and sticks colored by atom type, respectively.

Information). Complexes of Au102(p − MBA)44 with IgG and
Fib are large and totally new for the method, and neither
the AuNC nor the proteins were used to train the method.
Thus, this enables the testing of the performance limits to its
fullest.

Table 3 shows the analysis of the interaction site stability for
Au102(p − MBA)44 in complex with HSA, ApoE, IgE, IgG, and Fib.
Corresponding full residue lists for predicted interaction sites are
presented in Table S9 (Supporting Information). With small pro-
teins (i.e., HSA, ApoE, and IgE), GraphBNC predicts even more
stable interaction sites than it did with Au25(p − MBA)18 and
Au25(p − MBA)18. The predicted interacting residues are main-
tained commonly over 90% of the simulation times, suggesting
that the smaller curvature and larger ligand surface of Au102NC

than its Au25 counterparts help create more interactions and then
contribute to the more restricted movement of the proteins.

One of the major AuNC displacements with respect to its ini-
tial position was observed in the (Au102(p − MBA)44)–IgG com-
plex. GraphBNC located the AuNC near the hinge region of
IgG, a flexible tether that links the Fab and Fc portions of the
protein. During the MD simulation, Au102(p − MBA)44 rolled
on this site of the protein via interactions with LYS and ARG
residues, mainly. From the predicted interaction sites, LYS and
SER residues interacted the longest times: 66.7% and 40.9%, re-
spectively. Even if the prediction was not perfect on this one, the
method managed to bring the AuNC very close to its final site.
Likewise, the interaction site detected between Au102(p − MBA)44
and Fib slightly differs from the predicted position. However,
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Table 3. List of protein residues interacting with the nanocluster during
the molecular dynamics simulation of the (Au102(p − MBA)44)–protein
complexes.

Complex Interacting residues Interaction time

(Au102(p − MBA)44)–HSA LYS439 A 95.3%

PRO441 A 93.7%

LYS444 A 93.4%

HID440 A 89.1%

GLU442 A 74.9%

GLU294 A 62.9%

LYS436 A 58.0%

LYS274 A 56.9%

LYS181 A 54.2%

(Au102(p − MBA)44)–ApoE ARG147 A 100.0%

ARG150 A 99.4%

LYS143 A 99.2%

HIE140 A 98.0%

SER139 A 90.8%

ARG114 A 89.4%

ARG142 A 88.9%

LYS146 A 83.1%

ARG136 A 81.2%

ARG103 A 59.8%

ASP110 A 44.4%

VAL135 A 41.8%

(Au102(p − MBA)44)–IgE GLN1 C 98.7%

GLY57 A 98.3%

GLN3 A 97.3%

PRO59 A 96.5%

THR56 A 95.8%

ARG61 A 94.6%

SER60 A 92.5%

TYR108 C 81.8%

ASP81 A 68.2%

GLN79 A 64.8%

VAL58 A 42.8%

(Au102(p − MBA)44)–IgG ARG203 M 90.4%

LYS284 H 69.5%

LYS336 H 66.7%

LYS332 H 42.8%

PRO341 H 41.1%

SER334 H 40.9%

(Au102(p − MBA)44)–Fib LYS3 A 97.0%

ALA1 A 96.9%

LYS1 E 94.9%

CYS2 A 92.8%

ALA1 D 89.3%

ASP4 A 71.8%

CYS2 D 56.0%

LYS3 D 50.3%

The results correspond to the analysis of 1,000 snapshots from each 500-ns MD
trajectory, and only protein residues interacting with the AuNC for more than 40% of
the simulation time are listed. Protein residues at the GraphBNC-predicted binding
site are marked in bold. All interacting residues are specified by their residue ID and
chain ID.

some LYS residues included in the predicted binding site, such
as LYS3 (chain A) and LYS1 (chain E) remained interacting with
the AuNC for more than 94% of the simulated time (Table 3). The
AuNC was located at the so-called central domain of Fib during
the whole MD trajectory, and it was able to explore a wide region
thanks to the flexibility of the LYS side chains.

The most drastic protein’s structural changes were observed
in this complex. Au102(p − MBA)44 interacting in the central do-
main of Fib can enhance the flexibility of A𝛼 B𝛽 and 𝛾 chains
(Figure 4f). These changes might alter the normal interaction of
the central domain with the 𝛼C domains of Fib, which could lead
to coagulation disorders.[43,44] This is a clear example of the neces-
sity to build robust computational models for a preliminary nano-
material risk assessment, especially now that the use of MNCs as
diagnostic and therapeutic platforms is increasingly expanding.

3. Conclusion

In this work, the GraphBNC framework was introduced, and it
was applied to predicting interaction sites for AuNCs on a set
of blood proteins. It uses dynamic data from MD simulations to
learn interaction energy contributions, making it especially use-
ful for systems that have limited access to the crystal structures
of the complexes. The predicted sites were confirmed by 0.5 mi-
crosecond MD simulations demonstrating that the method is ca-
pable of finding highly stable interaction sites. The movement
of the AuNCs was traced from the MD simulations, showing that
the AuNCs stayed in the imminent vicinity of the initial predicted
sites. This was also evident from the lists of interacting residues.
In conclusion, GraphBNC offers a new reliable tool for studying
nanocluster–protein interactions, and it can initialize complexes
for computations when experimental data about the structures
is scarce.

4. Experimental Section
Graph-Based Representation: The proteins were represented as graph

data structures, where 𝛼-carbons were set as the nodes of the graphs.
The nodes were connected via an edge if the corresponding 𝛼-carbons
were within 4.5 Å of each other. Every node contains a set of attributes,
which can be divided into geometric, graph theoretical, and tabulated at-
tributes in a similar way as in references.[17,45] These attributes are listed
in Table 4. Amino acids were divided into five types based on the nature
of their side chains: hydrophobic (ALA, VAL, LEU, ILE, MET, PHE, TYR,
TRP), polar uncharged (SER, THR, ASN, GLN), charged positive (ARG,
HIS, LYS), charged negative (ASP, GLU), and “special” (CYS, SEC, GLY,
PRO). These were represented as unit-class vectors. Hydrophobicity val-
ues were taken from the study by Zviling et al., where amino acid hydropho-
bicities are optimized using various genetic algorithm approaches.[46] The
Define Secondary Structure of Proteins (DSSP) algorithm was used to clas-
sify residues based on the secondary structure they belong to.[47,48] Like
amino acid typing, this was also presented as unit-class vectors.

Relative accessible surface area (Rel. ASA)[49] and solvent accessible
surface area (SASA) with 1.4 Å probe, accessible shell volume, and mini-
mum inaccessible radius (Rinacc.)

[50] were used to measure how exposed
residues are. There are six different Ghecom pocketness values in total.
The first one is the main pocketness, and the remaining five were cal-
culated using different clustering setups of the grid points within Ghe-
com software.[50] Chirality is a key concept in biological interactions as,
in many cases, systems are selective to the handedness. Hence, the local
chirality was measured with the Osipov-Pickup-Dunmur (OPD) chirality
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Table 4. Graph node attributes of the proteins. Nx are the counts of the
element x atoms.

Attribute Dimension

NC 1

NN 1

NO 1

NS 1

Molecular mass 1

Type of the amino acid 5

Hydrophobicity Ref. [46] 5

DSSP Refs. [47, 48] 8

Rel. ASA Ref. [49] 1

SASA (1.4 Å probe) 1

Acc. shell Ref. [50] 1

Pocketness Ref. [50] 1

Pocketness clust. Ref. [50] 5

Rinacc.
[50] 1

OPD Chirality (5 & 7 n.n.) Ref. [51] 2

Ollivier–Ricci Refs. [52–54] 1

Forman–Ricci Refs. [53–55] 1

MFD Refs. [56, 57] 1

GNM Refs. [58, 59] 1

Features in total 39

index using the 5 and 7 nearest neighbors. Ollivier–Ricci and Forman–Ricci
curvatures,[52–55] multifractal dimensionality (MFD, also called the “box-
counting dimension”),[57] and Gaussian network modes (GNM)[58,59]

were calculated from the graph architecture.
The protein graph is not only for calculating a few features but was also

used to update node attributes using a continuous form of the Weisfeiler–
Lehman (WL) scheme[27,28] with a similar idea as in reference.[45] In this
scheme, the node attributes are updated iteratively as:

ai+1(v) = 1
2

⎛⎜⎜⎝ai(v) + 1
deg(v)

∑
u∈ (v)

w(v, u)ai(u)
⎞⎟⎟⎠ (1)

The superscript in Equation (1) refers to the iteration round and ai(v) is
the attribute of the node v from the ith iteration. The degree of the node is
deg(v).  (v) is the set of neighbors of the node v and w(v, u) is the weight
of the edge between nodes v and u. In this case, the edges are not weighted,
thus all weights are one. This scheme increases the dimensionality of the
final representation of a node with NWL ×Nfeat, where NWL is the number
of WL updates and Nfeat is the number of initial features of the node.

Since biomolecular interactions of AuNCs are mainly dictated by the
chemical nature of their ligands instead of their metallic core,[60] the de-
scription focused on the protecting ligands. In this study, AuNCs con-
tained two types of thiolate ligands: p-MBA and p-MBSA, which were fea-
turized with six different descriptors. Three represent them with respect to
other ligands, and three represent them on their own. The first descriptor
is the minimum distance between the average position of the ligand head
(p-MBA: COO−; p-MBSA: SO−

3 ) and neighboring heads (Figure 5a,b). The
second descriptor is a similar minimum distance but between the centers
of the phenyl rings. In addition to these two distances, a categorical feature
tells whether the ligand in question is a part of a 𝜋 − 𝜋 stacking. There are
two minimum inaccessible radius measures: one averaged over all ligand
atoms and one averaged over oxygen atoms. A categorical property also
represents where the ligands are located on a protecting unit. The ligand
can lie in the middle of the protecting unit, at the end, or at a bridge site

Figure 5. The dashed boxes highlight the head group of the a) p-MBA
and b) p-MBSA ligands. The long protecting unit in panel c) demonstrates
two types of locations for thiolate ligands based on the neighboring gold
atoms. The ligand can be bound to a gold atom of the metallic core (on
top of the curved line) and a gold atom part of the unit oligomer or both
neighboring gold atoms could be a part of the unit as for the middle ligand.
Panel d) shows the thiolate ligand on a bridge site.

(Figure 5c,d). However, Au25(SR)18 structures do not have any bridge site;
thus, this value would be just a constant throughout the training dataset,
and it is not contained as its own feature.

There are also a few global features representing the AuNC as a whole
entity. There is a relative number of non-hydrogen and gold atoms and a
relative number of sulfur atoms with respect to the number of ligands.
The size of the AuNC is measured with three relative properties. First,
the spheres were formed into which the AuNC fits when only gold was
included or when carbon atoms were also included. Then, the volume,
surface area, and radii of the sphere were calculated after which the gold
atom calculated values were divided by the carbon atom calculated ones.
The last three values describe the shape of the AuNC. The moments of in-
ertia of the AuNC were calculated and normalized them to sum up to one.
As an example, if all inertia values are alike, then the AuNC is spherical. If
one is significantly larger than two other ones, then the AuNC is oblate. If
one value is significantly smaller than others, the shape is then cylindrical.
All localized ligand features and global AuNC features are listed in Table 5.

Using the philosophy of the DeepRank-GNN,[16] the method uses two
types of connectivity. First, there are the connections within the protein
graphs as mentioned earlier. Second, pairs between the ligands of the
AuNCs and the residues of the proteins are formed to serve as inputs for
the machine-learning engine. This can be considered as a bipartite graph
having two distinct sets of nodes with connections formed between the
sets. The pairwise representations consist of a global representation of
the AuNC, a representation of a single ligand, and the WL updated repre-
sentation of a protein graph node corresponding to the residue of interest,
as shown in Figure 1. In this study, two WL updates were used.

Neural Network Setup: Three hidden-layer FNNs were used as the re-
gression model. The number of neurons in the following hidden layer is
half of the previous hidden layer (128, 64, and 32). A few different FNN
sizes were tested with the next layer having half of the neurons of the pre-
viously layer. Accuracies did not differ significantly, hence relatively small
network proved to be sufficient. Smaller NNs, contain less weight mak-
ing them less prone to overfitting. The method is required to work on
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Table 5. Features of the nanocluster and its ligands.

Attribute Dimensionality

Nanocluster (global) Nnon − H /N 1

NAu /N 1

NS /Nligands 1

rAu /rC 1

AAu /AC 1

VAu /VC 1

Ji / ∑j Jj 3

Total 9

Ligands (local) min(Dheads) 1

min(Dcenters) 1

𝜋 − 𝜋 1

Rinacc. (ligand) 1

Rinacc. (oxygen) 1

position in Au-SR unit 2 (3)

Total 7 (8)

a range of different systems, hence smaller more robust models are de-
sirable. As the activation functions, the Rectified Linear Unit (ReLU) was
used. The learning rate was 0.001. The training was executed with Adam
algorithm[61] minimizing the Mean Absolute Error (MAE) of the sum of
Coulombic and van der Waals parts of the AuNC–protein interaction en-
ergy, which were predicted separately. The batch size was 32. Input features
were min-max scaled into [0,1] interval, and output values were scaled into
[− 1, 1]. The training was performed so that the method sums over all given
ligand–residue pairs and tries to fit this to correspond the energy terms for
the corresponding configuration.

Annealing Procedure to Create Nanocluster–Protein Complexes: The
AuNC was placed onto the protein in three phases. The first task is to run a
Metropolis MC-style simulated annealing algorithm to generate statistics.
This was run for the coarse-grained model, where only 𝛼-carbons of the
protein and the heads of the AuNC-protecting ligands were considered.
The loss function design was needed to address both the geometry of the
interaction site and the estimated strength of the interaction. There can
be a significant variation in pairwise interaction estimates. Thus, the total
pairwise interaction energies were scaled linearly so that the median of the
estimates is zero and the strongest interaction (the most negative energy)
is one. This makes it easier to control how much the geometry and in-
teraction strength contribute to the loss function. The annealing runs are
initialized by rotating AuNCs randomly around their center of mass and
bringing them from evenly distributed directions close to the protein.

The loss function used in simulated annealing is written as:

L =
Nligands∑

j

⎡⎢⎢⎣
(

𝜃

dj

)4

−

(
𝜃

dj

)
− 1

2
exp

(
−(dj − d0)2

𝜎

)⎤⎥⎥⎦
−

Nclose∑
j

[
1

(tj − c)4

]
− k

Npairs∑
j

𝜙j (2)

𝜃 = d0 4−1∕3 (3)

where Nligands is the number of ligands, Nclose is the number of 𝛼-carbons
within a certain distance from the center of the coarse-grained AuNC, and
Npairs is the number of formed residue–ligand pairs. In the first summa-
tion, d0 is a parameter, which is the aimed distance between residue–
ligand pairs. As the sum goes through the ligands, dj is the minimum

distance between the jth ligand and 𝛼-carbons. The second summation
prevents the algorithm from placing the AuNC inside the protein. Here, c
is the minimum distance between the center of the AuNC and the ligand
heads. The variable tj is the distance between selected 𝛼-carbons and the
AuNC center. 𝛼-carbons, for which (tj − c) < 5.5 Å, are selected into the
summation. In the third sum, ϕi are the scaled interaction strength esti-
mates from the NN models. Pairs, which are within 5.5 Å from each other,
are included in the sum. Parameter k is used to control the weight of the
interaction. Here, it was set as one.

Random steps moving the AuNC representation were proposed by
moving the AuNC toward a random direction and rotated around its cen-
ter of mass according to some maximum rotation angle. The step sizes
(both translation and rotation) are adjusted during the simulation so that
the acceptances would stay between 40% and 60%. The probability of a
step being accepted is based on the Metropolis question, which is written
as

P = min
(

1, exp
(
−ΔL
kBT

))
(4)

Here, kB is the Boltzmann constant, and T is the simulation temperature.
After obtaining an adequate amount of statistics, one has to select

a few of the most favorable positions. This is done by agglomerative
clustering.[29] The center of mass points of the AuNCs are clustered, and n
largest clusters are chosen for further selection. This relies on the assump-
tion that the regions with the most points are statistically the likeliest and
the most favorable for the interactions. From these sets of points, a single
AuNC position was selected, which has the lowest interaction energy i.e.,
the interaction is the strongest. The selected position is still in the coarse-
grained form, and there might be overlapping atoms, therefore fine-tuning
with all atoms present is required. This could be done by hand or by run-
ning restricted simulated annealing. The restricted annealing is done the
same way as the coarse-grained one, but all atoms are present and the
center of mass is required to stay within a certain distance from the ini-
tially determined site. The ligand-residue pair contributes the interaction
class sum in Equation (2) if at least one of their atoms is within 5.5 Å from
each other. The parameter d0 in Equation (2) was set to 5.0 Å in the coarse-
grained annealing and then adjusted for the fine-tuning annealing with all
atoms present.

Molecular Dynamics Simulations of Nanocluster–Protein Complexes:
The predicted AuNC–protein complexes were subjected to all-atom classi-
cal MD simulations using GROMACS 2023.3[62,63] with previously pub-
lished AMBER-compatible force field parameters for thiolate-protected
AuNCs.[64] Each complex was placed in a periodic cubical box of TIP3P
water,[65] and 0.15 M NaCl was added to mimic the physiological condi-
tions, including enough sodium ions to neutralize the system. Energy min-
imization was carried out with the steepest descent algorithm, followed by
a two-step equilibration procedure, which consisted of 10 ns in the NVT
ensemble at 300 K and 10 ns in the NPT ensemble at 300 K and 1 bar pres-
sure using the V-rescale thermostat[66] and the stochastic cell rescaling (C-
rescale) barostat.[67] During equilibration, position restraints were applied
to all nonhydrogen protein and AuNC atoms. Afterward, the restraints
were removed and 500 ns of production MD was performed by keeping
the temperature at 300 K and pressure at 1 bar using a timestep of 2.0 fs.
The electrostatic interactions were modeled with the particle-mesh Ewald
(PME) method[68] with a real-space cutoff of 1.0 nm and a grid spacing of
0.12 nm, while the van der Waals interactions were modeled with Lennard–
Jones potentials truncated at 1.0 nm. The SETTLE algorithm[69] was used
to constrain the internal degrees of freedom of the water molecules, and
the bond lengths to hydrogens in the AuNC and protein were constrained
with the linear constraint solver (LINCS) algorithm[70] for improved
performance.

Prior to the MD simulations of the AuNC–protein complexes, the crys-
tal structure of each protein (HSA, chain A; ApoE, chain A; IgE, chains
A and C; IgG, chains H, K, L, and M; Fib, chains A, B, C, D, E, and F)
was prepared by adjusting the protonation states at pH 7.4 using the
ProteinPrepare tool.[71] For HSA, IgE, IgG, and Fib, the missing residues
were added using PyMoL,[72] and the missing loops in IgE and IgG were
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modeled with ModLoop.[73] After that, each protein was fully relaxed by
using the same procedure described above for energy minimization and
equilibration phase, but extending the production MD until 1 μs.

Similarly, the production MD for each AuNC in water was run for 500
ns. The model structures of p-MBA-protected AuNCs were taken from
previous studies,[34,35] while the model of Au25(p − MBA)18 was built us-
ing GPAW software.[74] The geometry was based on crystal structures of
thiolate-protected Au25 NCs[75–77] and optimized with the Perdew–Burke–
Erzerhof (PBE) exchange-correlation functional[78] using a 0.20 Å grid
spacing and a force convergence criterion below 0.05 eV Å−1 per atom.
The GROMACS topologies for the p-MBSA ligands were obtained with
ACPYPE code[79] using a model system consisting of two gold atoms
connected to two deprotonated ligands via a sulfur atom, as previously
described.[4,64] This model was optimized at a B3LYP/LANL2DZ/W06 level
of theory,[80] and the electron density was used to calculate the electro-
static potential according to the Merz–Singh–Kollman scheme,[81,82] us-
ing Gaussian09.[83] The atomic charges were fitted to the obtained poten-
tial in a two-stage restrained electrostatic potential (RESP) fit procedure[84]

with AmberTools16,[85] constraining the charges of Au atoms to zero.
Data Collection: MD data was generated in three phases. The

dataset was initialized with a sample of MD simulations of BSA with
Au25(p − MBA)18 and Au25(p − MBA)18. GraphBNC was then trained for
the first time, and it was used to generate HSA–Au25 complexes. These
structures were used to run MD simulations and then increase the train-
ing set. For the third phase, ApoE and IgE were added to the dataset used
for the final training, testing, and validation. Complexes containing IgG,
Fib, or Au102(p − MBA)44 were not used in training, but they were left for
the final validation.

Code Availability: GraphBNC is programmed using Python3 with
Numpy,[86] Scipy,[87] Scikit-Learn,[88] Networkx,[89] Atomic Simulation
Environment (ASE),[90] MDAnalysis,[91,92] Biopython,[93] Prody[94] and
Tensorflow.[95] Parallelization was implemented with MPI4Py.[96–99]
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Supporting Information is available from the Wiley Online Library or from
the author.
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