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SOFTWARE ENGINEERING RE-
SEARCHERS have picked quantum 
software as their next target. Tech-
niques that have been applied in clas-
sical software engineering on a large 
scale, such as architectural support or 
software engineering in general, have 
been applied in a quantum context, 
with a series of articles on related 
topics being published. Moreover, 
many established software engineering 

conferences, such as the International 
Conference on Software Engineer-
ing, International Conference on Soft-
ware Architecture, Foundations of 
Software Engineering, and Product- 
Focused Software Process Improve-
ment, are collocated with quantum 
software workshops, with a separate 
IEEE event focusing on quantum soft-
ware (IEEE QSW). The avalanche of 
venues to report research, as well as 
the increasing number of articles re-
porting quantum software engineer-
ing research in various forums, seems 

to indicate that quantum software is 
becoming a popular research topic, 
with more and more software engi-
neering researchers contributing to 
its evolution.

To complement the above research-
oriented view, this article approaches 
quantum software engineering from 
the viewpoint of industry and its state 
of practice. The goal is to discuss the 
level of maturity of quantum soft-
ware engineering in light of industry 
expectations from a financial sector 
use case. As a result, it seems that like 
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in many fields earlier, the increased 
research has pushed the theoretical 
limits further but the practical ap-
plications seem to be lagging behind. 
Therefore, understanding the limits 
and possibilities from the industry 
point of view is very important.

The Promise of Quantum 
Computing
Quantum computing is an emerg-
ing computation paradigm that re-
lies on the use of qubits (quantum 
bits), the basic unit of information in 
these computers. The power of quan-
tum computers relies on the concepts 
of superposition and entanglement of 
quantum mechanics that may allow 
us to solve several problems more ef-
ficiently than with classical computers. 
For example, in weather forecasting, 
classical nonlinear continuum systems 
need to be calculated, which is hard 
for classical computers.1 A full-scale 
quantum computer could, at least in 
theory, solve some computationally 
demanding problems by using a poly-
nomial number of steps where a nor-
mal computer needs an exponentially 
growing number of steps. The first 
applications with industrial relevance 
will most likely be related to optimiza-
tion problems.

We still are at early phases of the 
quantum revolution in computations. 
The present-day gate-based quantum 
computers consist of fewer than 1,000 
qubits, whereas specific purpose quan-
tum annealing2 computers contain 
more than 5,000 qubits. Overall, the 
current generation of quantum com-
puters are known as noisy interme-
diate-scale quantum (NISQ) because 
of the challenges that these devices 
have.3,4 NISQ devices are larger than 
smallest-scale quantum processors 
with few qubits but are not yet at the 
scale where error correction methods, 
like quantum error correction, can be 

effectively applied. Indeed, the pri-
mary challenge on the hardware side 
is excessively high error rates in re-
sults, which requires complex opera-
tions simply to decide which result is 
reliable and which is not.

On the software side, major hin-
drances are low level of abstraction 
and the lack of tools for quantum soft-
ware development.5 While program-
ming languages have been introduced 
for quantum computations, compos-
ing concrete programs means that the 
developer is thinking in terms of quan-
tum circuits, which are less abstract 
than actual quantum algorithms, to a 
degree that circuits are comparable to 
circuits in classical computing. Then, 
the deployment of quantum programs 
involves several steps where the circuit 
is first transpiled into a form that can 
be executed by the particular quan-
tum computer in question, then input 
to the quantum processor using, e.g., 
laser pulses as the mechanisms, and fi-
nally the result is read and processed 
to assess its validity. To accomplish 
the above, classical software is needed 
to coordinate and refine the quantum 
executions and to interpret the results, 
with various interfacing mechanisms 
that typically are computer-specific.

On the methodological side, the 
nature of quantum computations is 
effectively blocking some of the ag-
ile principles. In particular, since 
quantum computations are run in 
batch mode—where each computa-
tion is run from the beginning to 
the end without any interaction with 
the user—it is difficult to apply agile 
methods, even if simulators and other 
tools can be used to add agility to de-
velopment and conceptualization.5 
However, since computations may re-
quire a long time to complete, as well 
as consume considerable amounts of 
energy, there is a limit with respect to 
how agile the development can be.

From the software development 
lifecycle perspective,6 there are cer-
tain places in the development pro-
cess where special considerations for 
the quantum advantage must be made 
(Figure 1). To realize the advantage 
over classical computing alternatives, 
the following three specific concerns 
must be met. First, there must be a 
way to partition the problem, such 
that a computationally intensive part 
can benefit from quantum technol-
ogy. Second, once the partition has 
been identified, a quantum algorithm 
is needed that supports the necessary 
computations. Finally, a quantum 
processor is needed that is available 
at the requested time and capable of 
executing the algorithm in a fashion 
that provides additional value in the 
computation. (See the “Quantum 
Computing Glossary” for a list of 
terms related to quantum computing.) 

Putting Quantum to Practice: 
Experiences From the 
Financial Sector
Financial institutions operate within 
a nexus of complex optimization and 
stochastic modeling problems, such 
as portfolio optimization, pricing 
financial assets, and credit scoring 
(see “Some Complex Optimization 
and Stochastic Modeling Problems 
Such as Portfolio Optimization, De-
rivative Pricing, and Credit Scor-
ing”). Conventional computational 
methodologies often struggle to han-
dle these problems accurately in a 
timely manner, especially when deal-
ing with vast financial datasets and 
dynamic market conditions.

Quantum computing promises  
an unprecedented paradigm shift for 
such financial computations. Already, 
some quantum algorithms operating 
on NISQ devices,7 like quantum am-
plitude estimation (QAE) and varia-
tional quantum eigensolver (VQE), 
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FIGURE 1. Quantum software development lifecycle and areas that contribute to gaining quantum advantage: 1) identify if use of 

quantum technology is feasible, 2) design and implement a quantum algorithm, and 3) find a quantum computer capable and available 

to execute the computation (adapted from Yue et al.6)
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QUANTUM COMPUTING GLOSSARY

 • Quantum annealing: In quantum annealing the 
quantum system starts from an initial state and then 
evolves over time, gradually moving toward a state 
that represents the optimal solution to a given prob-
lem. Quantum annealing does not enable universal 
quantum computing, i.e., programming in any desired 
way, but it is suitable for many optimization tasks. 
While classical annealing is inherently probabilistic 
and relies on randomness to explore the solution 
space, quantum annealing exploits quantum effects, 
such as tunneling and entanglement, to traverse the 
solution space more efficiently.

 • The Ising model is a mathematical model used in 
statistical mechanics to describe ferromagnetism in 
statistical physics.9 The model consists of discrete 
variables that represent magnetic dipole moments of 
atomic spins that can be in one of two states (+1 or 
−1). The Hamiltonian for an Ising model describes the 
energy of the system in terms of the spins and their 
interactions.

 • Quadratic unconstrained binary optimization (QUBO) is 
an Ising model with two possible states for spin can 
be directly mapped onto a QUBO problem. A QUBO 
problem is characterized by a goal of minimizing (or 
maximizing) a quadratic polynomial function of binary 
variables (0 or 1). The conversion from an Ising model 

to a QUBO model involves representing the Ising spins 
(+1, –1) as binary variables (0, 1) and then encoding 
the interactions and fields of the Ising model into a ma-
trix of coefficients that define the QUBO problem. The 
diagonal entries of this matrix represent linear terms, 
while the off-diagonal entries represent quadratic 
interactions between variables.

 • Quantum approximate optimization algorithm is a hybrid 
iterative method for solving combinatorial optimization 
problems. The method has been widely-studied method 
in the context of NISQ devices in particular.

 • Weight of evidence (WoE )10,11 is a statistical method 
used in credit scoring to evaluate variables’ predic-
tive power in distinguishing outcomes like defaulting. 
This process involves categorizing data into bins while 
ensuring no bins lack positive or negative cases. The 
calculation of WoE is based on computing the loga-
rithm of the ratio of the distribution of good outcomes 
(nondefaults) to bad outcomes (defaults) within each 
bin. A higher WoE value indicates a stronger evidence 
that the variable is a good predictor of the outcome. 
However, despite its convenient property of handling 
missing values and outliers, it can result in information 
loss and may overlook variable correlations, underlin-
ing the importance of comprehensive data review 
before use.
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show promise on decreases in com-
putation durations for some financial 
optimization tasks. QAE is used to 
estimate the probability of an out-
come from a quantum measurement. 
In practical terms, it could be used 
to solve complex financial model-
ing problems, such as pricing deriv-
atives. VQE, on the other hand, is  
an algorithm designed to find the 
lowest energy state, or the ground 
state of a quantum system and can be 
used to solve optimization problems 
in finance.

Quantum annealing has also 
demonstrated potential in a range 
of optimization scenarios. However, 
this paradigm does not constitute 
universal quantum computing, i.e., 

programming in any desired way, 
but it is suitable for many optimiza-
tion tasks.

Our goal was to assess how close 
we are to achieving quantum ad-
vantage, where quantum computing 
outperforms traditional methods. 
We chose quantum annealing for its 
ability to tackle various optimization 
problems that could be useful for a 
financial institution. Inspired by a 
white paper on optimal feature se-
lection,8 we saw a potential applica-
tion within the domain of credit risk 
management, who needed to refine 
financial models by identifying key 
features from a large set of data. The 
task was to select the top 10 features 
from 164 variables found in a credit 

information dataset with millions 
of rows, using quantum annealing 
techniques.

Quantum annealing can solve 
combinatorial binary optimization 
problems corresponding to an Ising 
model Hamiltonian, which has two 
possible states for spins.9 This type 
of system can be represented as a 
QUBO problem by creating a ma-
trix of coefficients that encodes 
the problem. In addition to the op-
timal feature selection problem, 
portfolio optimization is another 
problem from finance that can be 
formulated into a QUBO problem 
straightforwardly. 

With the use of classical computer 
clusters, we calculated the needed 

SOME COMPLEX OPTIMIZATION AND STOCHASTIC  
MODELING PROBLEMS, SUCH AS PORTFOLIO  

OPTIMIZATION, DERIVATIVE PRICING, AND CREDIT SCORING

 • Portfolio optimization is a problem where the goal is 
to choose the optimal combination of assets and their 
quantities from a given selection, based on a set of ob-
jectives that align with an investor’s risk tolerance and 
expected return preferences. Modern portfolio theory 
explores the balance between risk and return, aim-
ing at an efficient portfolio that maximizes expected 
returns for a specified level of risk.

 • The framework for pricing financial assets is grounded 
in measure-theoretic probability theory. It models the 
market as a filtered probability space, incorporating 
potential market states, the flow of information over 
time, and a real-world market probability measure. 
In this framework, financial variables, like stock 
prices and interest rates, are modeled as stochastic 
processes. The market is assumed to be arbitrage-
free, meaning it’s impossible to make a riskless 
profit without investment. This assumption leads to 
the concept of an equivalent martingale measure (or 
risk-neutral measure), which ensures that a portfolio’s 
current value matches its expected value at maturity, 

indicating no arbitrage opportunities and reflecting the 
fair value under this measure.

 • Credit scoring is a task in finance, where the goal is 
to discern the independent features that significantly 
affect an applicant’s creditworthiness. This selection 
of features, which must be both independent of each 
other and influential on the credit decision, can be 
formulated as a QUBO problem. The process involves 
starting with a dataset (matrix U) containing various 
features (columns) for past credit recipients (rows), 
and a vector representing past credit decisions. The 
objective is to select a subset of features that correlate 
highly with the creditworthiness decisions but have 
low intercorrelation. A quadratic objective function that 
balances these aspects is constructed, and quantum 
annealing can be applied to solve the QUBO, consider-
ing a penalty term to enforce the selection of a specific 
number of features. The selected features can be 
employed by machine learning algorithms, classical 
or quantum, to classify the creditworthiness of new 
applicants.
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correlation coefficient between fea-
tures and creditworthiness after which 
these coefficients were then placed 
into a QUBO matrix, which corre-
sponds to the optimization problem 
we wanted to solve. Formulating 
QUBO matrices is rather straight-
forward; however, depending on the 
data used to form the matrix, numeri-
cal problems might arise. To mitigate 
the complications arising from miss-
ing values in the data when perform-
ing correlation calculations, we chose 
to apply WoE transformation10,11 
into the original data. WoE is a sta-
tistical measure with a convenient 
property of handling missing val-
ues and outliers. It is used in vari-
ous domains including finance, risk 
management, and machine learning, 
particularly in the development of 
credit scoring models.

Solving NP-hard problems using 
quantum annealing hardware typi-
cally involves a compilation (embed-
ding) step, which is equivalent to the 
graph minor embedding problem,12 
which is itself an NP-hard problem. 
One step forward has been the de-
velopment of heuristic algorithms,13 
which can find valid graph minor em-
beddings for a given problem instance 
in a reasonable amount of time.

In our case, the hardware topol-
ogy was the limiting factor for fit-
ting the problem into the machine in 
its entirety. Due to limited connec-
tivity between qubits, a +5,000 qubit 
machine (D-Wave Advantage Sys-
tem 5.314) was able to process only 
a QUBO with 66 variables for our 
specific problem. For the problem 
sizes we tried to solve with quantum 
annealing, the computational cost 
of finding graph minor embedding 
overshadows any performance gain 
that could potentially be achieved 
with the use of QA hardware when 
compared to simulated annealing.

Heuristic algorithms can find 
good enough solutions for some NP-
hard problems (such as finding the 
minor embedding), and this has been 
our experience with using simulated 
annealing to solve QUBO problems.

The situation might be different 
in the case of sparse QUBO prob-
lems with more variables for which 
limited connectivity is not a concern, 
but in our case hardware topology 
does not allow us to perform op-
timization for QUBO with such a 
variable count that we could demon-
strate any increase in solution qual-
ity over simulated annealing.

To summarize, in terms of the 
three quantum advantage factors 
described previously, the experiment 
provided the following new infor-
mation, which correspond to the 
three areas of interest highlighted in  
Figure 1:

• Partitioning the problem: The 
task involved selecting the top 
10 features from a large dataset 
for credit risk model. It is essen-
tial to discern the independent 
features that significantly affect 
an applicant’s creditworthiness. 
Finding the ideal combination of 
features is an ideal candidate for 
quantum annealing because it 
is a combinatorial optimization 
problem. Classical computing 
was used to produce a QUBO 
matrix that corresponds to the 
optimization problem, which 
can be solved efficiently with 
quantum annealing.

• Quantum algorithm: When 
selecting a quantum algorithm 
for a quantum annealing, the 
decision is heavily influenced 
by the choice of hardware since 
commercial quantum anneal-
ing providers lock in specific, 
optimized algorithms tailored 

to their unique hardware design 
and control limitations, lead-
ing to a scenario where the 
hardware selection dictates the 
available annealing algorithms. 
We chose to use DWaveSam-
pler as the quantum annealing 
algorithm and SimulatedAn-
nealingSampler for simulated 
annealing, both from DWave’s 
Ocean library.14 In our case, 
we only have a high abstraction 
level access to the quantum an-
nealer through readily avail-
able application programming 
interface calls (https://docs.
ocean.dwavesys.com/projects/
system/en/stable/). The only way 
we can influence the annealing 
process is to search for the best 
annealing parameters that can 
be tweaked by the user.

• Quantum processor limita-
tions: Despite using the D-Wave 
Advantage System 5.3 with more 
than 5,000 qubits, hardware 
limitations, specifically qu-
bit connectivity, restricted the 
problem to a QUBO with 66 
variables at most. This limita-
tion prevented a full demonstra-
tion of quantum advantage over 
classical methods like simulated 
annealing, due to the advantage 
becoming more apparent as 
the number of variables in the 
problem increase. To give some 
context regarding runtimes, 
we compare execution times 
between the chosen simulated 
annealing and quantum anneal-
ing algorithms in a modest ex-
ecution environment (Apple M2 
laptop for simulated annealing). 
If we consider only the anneal-
ing times, quantum annealing is 
faster by a factor of 106, but the 
wall time of quantum anneal-
ing is about 500 times slower 

https://docs.ocean.dwavesys.com/projects/system/en/stable/).<AU:
https://docs.ocean.dwavesys.com/projects/system/en/stable/).<AU:
https://docs.ocean.dwavesys.com/projects/system/en/stable/).<AU:
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compared to simulated anneal-
ing when pre- and postprocess-
ing steps are considered. This 
slowdown is mostly due to the 
requirement of first finding a 
minor embedding to map the 
QUBO into the quantum proces-
sor (QPU) topology, which is an 
expensive operation, although it 
needs to be done only once for a 
single QUBO matrix. If execu-
tion time for finding the minor 
embedding is not considered, 
quantum annealing was about 
10 times faster compared to 

simulated annealing with mod-
est hardware. When comparing 
solution quality between quan-
tum annealing and simulated an-
nealing, we saw 21% difference 
in minimum energies in favor 
of simulated annealing when 
the number of selected variables 
was controlled to be the top two 
variables and 6% difference in 
favor of simulated annealing 
when selecting top three vari-
ables. From four variables up to 
eight variables, the solutions and 
minimum energies were identical 
between the two methods.

In the context of quantum software 
development, observability and debug-
ging tools like the dwave-inspector14 

are crucial for understanding physical 
qubit chains representing logical vari-
ables in a particular form of quantum 
annealing. To ensure accurate solu-
tions, all qubits representing a single 
logical qubit, called a qubit chain, 
should ideally exhibit uniform values 
postannealing. The qubit chains are 
constrained to have the same value, 
0 or 1, by a single parameter, called 
chain strength, which is an essen-
tial characteristic for the accuracy of 
quantum computations. If the chain 
breaks, a discrepancy between the 
qubit chain values arises; algorithms 

such as majority vote to are used to 
deduce correct variable assignments. 
However, the chain strength should 
be set to such a value that chain 
breaks don’t happen in the first place 
to ensure that the solution is valid 
for the original problem.14 Identify-
ing and rectifying chain strength is-
sues with the help of proper tooling is 
crucial for getting reliable results with 
quantum annealing.

Formal verification methods can 
be applied to quantum comput-
ing,15 and in our case specifically in 
the construction of a correct QUBO 
matrix for optimal variable selec-
tion problem. These methods involve 
mathematical proofs or algorithmic 
checks that systematically verify the 
correctness of the QUBO matrix 

against the expected properties it 
should have (given a certain prob-
lem’s specification). In our case. the 
verification of QUBO matrix con-
struction with mathematical proof 
involves a simple evaluation of the 
objective function to show that the 
matrices we generate produce all of 
the correct terms of the known cor-
rect objective function for an arbi-
trary number of variables. Hence, 
formal verification methods can help 
developers to ensure that the prob-
lems solved by quantum computers 
are correctly formulated.

To effectively adapt algorithms 
for quantum computing, organiza-
tions need to focus research and de-
velopment on converting classical 
algorithms to quantum versions. Un-
like the straightforward lift-and-shift 
approach of cloud migration, not all 
problems are suitable for quantum 
computing. Thus, selecting workloads 
for quantum transition should con-
centrate on domains where quantum 
computing has distinct benefits, like 
optimization challenges in finance.

Q uantum computing has re-
cently been gaining a lot of 
interest in the field of soft-
ware engineering research. 

Topics—such as programming lan-
guages and, more generally, tools for 
composing quantum programs and 
deployment infrastructure to run 
quantum code—have been addressed. 
At the same time, practitioners have 
to work with NISQ era computers, 
maybe for decades. With them, the 
prime interest is to fully use these ca-
pabilities, such as easy to use opti-
mized circuit routing based on qubit 
quality information, and they have, 
instead of chasing architectural ab-
stractions that make sense in the fault 
tolerant quantum computing era. 

To effectively adapt algorithms for 
quantum computing, organizations 

need to focus research and 
development on converting classical 

algorithms to quantum versions.
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Moreover, available quantum infra-
structure and hardware leaves many 
industrial organizations unsatisfied, 
as the facilities presently available fail 
to meet the expectations and the scale 
of practical problems. Rather, in the 
advent of more capable quantum com-
puters, the question is how to partition 
these problems so that quantum ad-
vantage can be gained with particular, 
specialized subproblems that are small 
enough. Even with such, simulators 
might be a better solution because of 
their better computational capacity.

Hence, a key challenge of software 
engineering research is to predict 
timely investments in the quantum 
technology, related software, appli-
cable development methods, as well 
as industry-scale applications. This 
calls for open-minded real-world 
prototypes, where the limits of the 

technology are probed in practice. 
Hence, we should experiment more to 
learn about the engineering principles 
of quantum software, instead of recir-
culating classical software engineer-
ing results in the quantum context 
without exploratory goals or connec-
tion to practical industry needs. 
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