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Finland.

(*Electronic mail: gerrit.x.groenhof@jyu.fi)

(*Electronic mail: ilia.i.sokolovskii@jyu.fi)

(Dated: 12 September 2024)

Collective strong coupling of many molecules to the confined light modes of an optical resonator can influence the
photochemistry of these molecules, but the origin of this effect is not yet fully understood. To provide atomistic insights,
several approaches have been developed based on quantum chemistry or molecular dynamics methods. However, most
of these methods rely on coupling a few molecules (or sometimes only one) to a single cavity mode. To reach the
strong coupling regime with such small number of molecules, much larger vacuum field strengths are employed than
in experiments. To keep the vacuum field realistic and avoid potential artefacts, the number of coupled molecules
should be significantly increased instead, but that is not always possible due to restrictions on computational hard- and
software. To overcome this barrier and model the dynamics of an arbitrarily large ensemble of molecules coupled to
realistic cavity fields in atomistic molecular dynamics simulations, we propose to coarse-grain subsets of molecules
into one or more effective supermolecules with an enhanced dipole moment and concerted dynamics. To verify the
validity of the proposed multiscale model, we performed simulations in which we investigated how the number of
molecules that are coupled to the cavity, affects excited-state intra-molecular proton transfer, polariton relaxation and
exciton transport.

I. INTRODUCTION

For over a decade, experiments on molecules in Fabry-Pérot
cavities have suggested changes to their reactivity in ground
or excited states.1–7 While these changes have been attributed
to hybridization of the confined light modes of the cavity and
the excitations of the molecules into polaritons due to strong
light-matter coupling,8–10 there is no consensus on why such
hybridization would change the chemistry. In particular, be-
cause the large majority of states that form are dark, mean-
ing that they lack cavity mode contributions and hence should
remain largely unaffected and thus similar to the uncoupled
molecular states.11–13 Furthermore, attempts at reproducing
seminal experiments have either met with failure,14,15 or re-
vealed that the previous observations may have more trivial
explanations that do not require polaritonic effects.16,17 Be-
cause of these controversies, in combination with a lack of
a theoretical model that can consistently account for all rele-
vant aspects of strong light-matter coupling, the field of po-
laritonic chemistry, which aims at using optical resonators as
catalysts for controlling chemistry,18 has arrived at a pivotal
stage. To push the field beyond that point, predictive models
are required that consistently account for both the chemical
details of the material and the mode structure of the electro-
magnetic fields inside the cavity.

Traditional quantum optics models, such as the Jaynes-
Cummings model,19,20 provide important conceptual insights
into the effect of strong coupling on absorption spectra,21 but
without the atomistic details of the molecules, or the mode
structure of the cavity, these models cannot predict how the
cavity affects the physico-chemical properties of a material.
To overcome this limitation, quantum optics models have
been merged with quantum chemistry,22–31 but because of the

huge computational costs required for solving the electronic
Schrödinger equation, these attempts have been mostly re-
stricted to modeling a single molecule interacting with a single
confined light mode. To compensate for the lack of the col-
lective coupling strength provided by 105-108 molecules,32–34

the cavity vacuum field strengths in such calculations were
made significantly larger than in real Fabry-Pérot cavities,
which could introduce artefacts.

To go beyond the single molecule / single cavity mode
limitation and account for the interaction of many molecules
with multiple modes of a Fabry-Pérot micro-cavity in atom-
istic computer simulations of polaritons, we had combined the
multi-mode Tavis-Cummings model35 with our own hybrid
Quantum Mechanics / Molecular Mechanics (QM/MM) non-
adiabatic molecular dynamics (MD) methodology for excited-
state dynamics in proteins.36,37 Through extensive paralleliza-
tion of this model in GROMACS,38 we could demonstrate
that the molecular details matter, and that in particular molec-
ular vibrations are essential for understanding how exciton
transport,39,40 excited-state relaxation,41 or photo-chemistry13

change under collective strong light-matter coupling. How-
ever, in spite of the efficient parallelism, the number of
molecules that were included in our simulations, are still two
to three orders of magnitude smaller than in experiments on
microcavities, and the agreement with experiment were thus
qualitative at best. To also achieve quantitative agreement
with experiments, and make accurate predictions, polariton
simulations should include as many molecules as in experi-
ment, which currently is not possible.

To break this barrier and simulate an experimentally mean-
ingful number of molecules coupled to realistic cavity vacuum
fields, we propose a coarse-graining approach, in which we
maintain an atomistic description for a sufficiently large num-
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ber of molecules, while combining all other molecules into
"supermolecules". The dynamics of the M molecules com-
prising such supermolecule, are thus assumed to be synchro-
nized (ensemble coherence), which in the limit of very many
molecules (Ntot) becomes a reasonable approximation.42 With
their enhanced dipole moments, each of these supermolecules
provides the collective coupling strength of M molecules
and hence interacts

√
M times more strongly with the cav-

ity vacuum field, which can therefore be reduced to real-
istic strengths in the simulations. Furthermore, these su-
permolecules effectively increase the density of dark states,
which is essential for a correct description of the popula-
tion dynamics between the bright and dark state manifolds
in the larger ensembles we aim to model.41 While previous
works had introduced different effective-molecule approaches
for avoiding the steep rise of the computational effort in mod-
eling polaritons,12,42–47 these approaches were based either on
a simplified description of the molecules, or on a mean-field
description of collective effects. In contrast, our approach re-
tains an atomistic description for all molecules including their
chemical environments, which we deem necessary for a con-
sistent description of the molecular dynamics under strong
light matter coupling.

The article is organised in the following way: In Sec. II, we
explain the theory underlying the coarse-graining approach.
In Sec. III, we provide the details and parameters of atomistic
simulations of the molecular-cavity systems used in the arti-
cle, and we then present and discuss the results of these sim-
ulations in Sec. IV. In Sec. V, we conclude the article with a
short summary and an outlook.

II. THEORETICAL BACKGROUND

Within the Born-Oppenheimer approximation for elec-
tronic strong coupling,48,49 we separate the nuclear motion,
which we describe classically, from the electronic plus cav-
ity mode degrees of freedom, which we model with quantum
mechanics. For a single molecule, the interaction between the
electronic degrees of freedom, here the electronic ground (S0)
and excited states (S1) of the molecule, on the one hand, and
a single cavity mode on the other hand, is described within
the long-wavelength approximation by the established Rabi
Hamiltonian:

ĤRabi = hν(R)σ̂+σ̂−+ h̄ωcavâ†â+

µ(R) [σ̂++ σ̂−] ·
[
E∗(Rc)â† +E(Rc)â

]
+VS0(R).

(1)
Here, operator σ̂+ = |S1⟩⟨S0| excites the molecule from the
singlet electronic ground state (S0) with energy VS0(R), to the
first singlet electronic excited state (S1) with energy VS1(R);
operator σ̂− = |S0⟩⟨S1| de-excites the molecule from S1 to
S0; hν(R) = VS1(R)−VS0(R) is the excitation energy of
the molecule; R is the vector of nuclear coordinates of the
molecule; operators â† and â create and annihilate a cavity
photon of energy h̄ωcav, respectively; µ(R) is the transition
dipole moment of the molecule; and E(Rc) is the electric com-

ponent of the vacuum field associated with the cavity mode at
the geometric center of the molecule, Rc.

Within the rotating wave approximation (RWA), valid
below the ultra-strong coupling limit (i.e., when µ(R) ·
E(Rc)< 0.1 hν(R)),50 this equation simplifies to the Jaynes-
Cummings Hamiltonian of quantum optics:19

ĤJC
RWA = hν(R)σ̂+σ̂−+ h̄ωcavâ†â+

µ(R) ·
[
E(Rc)σ̂

+â+E∗(Rc)σ̂
−â†

]
+VS0(R).

(2)
Solving the eigenvalue problem for the Hamiltonian in equa-
tion 2 yields two eigenstates, which are conventionally called
the lower (LP) and upper (UP) polaritonic states:

|ψLP/UP⟩= β
LP/UP

σ̂
+|φ0⟩+α

LP/UPâ†|φ0⟩, (3)

where |φ0⟩ is the ground state of the molecule-cavity system
with no excitation in neither the molecule nor the cavity mode.
The β LP/UP and αLP/UP expansion coefficients give the con-
tributions of the molecular and the cavity mode excitations,
respectively, to polaritonic state |ψLP/UP⟩.21,51 Unless stated
otherwise, we will assume resonance between the molecular
excitation and the caviy mode, i.e., hν(R) = h̄ωcav. Under
such conditions, the magnitudes of the expansion coefficients
are equal, |β LP/UP|2 = |αLP/UP|2 = 0.5, and the Rabi splitting
between the LP and UP is

h̄Ω
1
R = 2h̄µ(R) ·ucav

√
ℏωcav

2ε0Vcav
(4)

where ucav is the unit vector of the electric component of the
cavity vacuum field; ε0 the dielectric constant; and Vcav the
cavity mode volume. The superscript 1 in h̄Ω1

R implies that
the strong coupling is for a single molecule. In further deriva-
tions, we will omit the LP and UP labels. The adiabatic poten-
tial energy surfaces associated with the polaritonic states are
obtained as the expectation value of ĤJC

RWA:

V (R) = ⟨ψ|ĤJC
RWA|ψ⟩=

|β |2VS1(R)+ |α|2
[
VS0(R)+ h̄ωcav

]
+

β ∗αµ(R) ·E(Rc)+α∗βµ(R) ·E∗(Rc).

(5)

The Hamiltonian in equation 2 can be extended to an en-
semble of Ntot molecules interacting with the same confined
light mode, resulting in the Tavis-Cummings Hamiltonian:20

ĤTC =
Ntot

∑
j

hν j(R j)σ̂
+
j σ̂

−
j + h̄ωcavâ†â+

Ntot

∑
j
µ j(R j) ·

[
E(R j

c)σ̂
+
j â+E∗(R j

c)σ̂
−
j â†

]
+

Ntot

∑
j

VS0(R j)

(6)
where the indices j in the transition dipole moment and ex-
citation energy indicate that these quantities are evaluated for
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molecule j with atomic coordinates R j and centered at R j
c.

The eigenstates of the Tavis-Cummings Hamiltonian are

|ψm⟩=
Ntot

∑
j

β
m
j σ̂

+
j |φ0⟩+α

mâ†|φ0⟩ (7)

with m = 0,1, ...,Ntot + 1. Without disorder and when all
molecules are identical, two of these Ntot + 1 states have a
50 % contribution from the cavity mode and are therefore
bright, while the remaining Ntot −1 states are dark, with their
name reflecting a negligible contribution of the cavity mode.
The polaritonic potential energy surfaces for the Ntot molecule
system contain contributions from each molecule:

V m({R}) = ⟨ψm|ĤTC|ψm⟩=

∑
Ntot
j |β m

j |2
[
VS1(R j)+∑

Ntot
i̸= j VS0(Ri)

]
+

|αm|2
[
∑

Ntot
j VS0(R j)+ h̄ωcav(kz)

]
+

∑
Ntot
j (β m

j )
∗αmµ j(R j) ·E(R j

c)+

(αm)∗ ∑
Ntot
j β m

j µ j(R j) ·E∗(R j
c)

(8)

with {R} a radius-vector containing the coordinates of all Ntot
molecules.

The collective Rabi splitting is proportional to the square
root of the number of molecules in the mode volume, i.e.,
h̄ΩR = h̄Ω1

R
√

Ntot ∝
√

Ntot/Vcav. With typical transition
dipole moments on the order of a few Debye, reaching
the strong coupling regime to form polaritons with organic
molecules in Fabry-Pérot cavities that have mode volumes
on the order of Vcav ∝ (λcav/nr)

3 (where λcav is the wave-
length of the cavity mode and nr is the refractive index), re-
quires collective coupling of many molecules, 105-108 (e.g.,
see ref.34,52,53). Modeling that many molecules is intractable
with today’s computational resources. However, as we show
below, if the molecules are all identical, the computational ef-
fort required for the evaluation of the potential energy surfaces
can be reduced to that required when only a single molecule
is strongly coupled.42

For M identical molecules without disorder, Equa-
tions 7 and 8 can be simplified to

|ψm
(M)⟩ = β m

(M) ∑
M
j σ̂

+
j |φ0⟩+αmâ†|φ0⟩=

1√
M

β m
(1) ∑

M
j σ̂

+
j |φ0⟩+αmâ†|φ0⟩

(9)

and

V m
(M)({R}) = |β m

(1)|
2
[
VS1(R)+(M−1)VS0(R)

]
+

|αm|2
[
MVS0(R)+ h̄ωcav

]
+

√
M(β m

(1))
∗αmµ(R) ·E(Rc)+

√
M(αm)∗β m

(1)µ(R) ·E∗(Rc).

(10)

Here, we introduced subscript "(M)" to indicate that we de-
scribe a system of M identical molecules. Likewise, we used
the relation between the expansion coefficient β m

(1) of a single
molecule coupled to a cavity mode, and the expansion coef-
ficient β m

(M) of one of the M identical molecules that are cou-

pled to the same cavity mode: β m
(M) = β m

(1)/
√

M. Therefore,

∑
M
j (β

m
(M)) j = ∑

M
j β m

(1)/
√

M =
√

Mβ m
(1). The full derivation of

equations 8 and 10 is provided in the Supporting Information
(SI, Section S1.1).

Keeping all molecules identical is, however, an oversim-
plification of reality, in which all molecules are different,
in particular under ambient conditions. To nevertheless ex-
ploit the huge computational savings associated with keep-
ing molecules identical,42 we take inspiration from so-called
coarse-graining approaches in biomolecular modeling, in par-
ticular the Martini force field,54 in which several atoms, or
even molecules are grouped together and treated as single en-
tities to reduce the overall number of particles in the simu-
lation. Such approaches have been successfully applied to
perform MD simulations of biomolecular systems that are
too large for a fully atomistic treatment, such as biological
cells.55 Here, to keep simulations with very large numbers
of molecules, Ntot, coupled to a cavity, tractable, we intro-
duce a multi-scale approach, illustrated in Figure 1, in which
we employ a coarse-grained description for NS subsets of M
molecules each, while maintaining a single molecule descrip-
tion for a sufficiently large number, N, of "normal" molecules.

The link between one and many identical molecules
in Equations 9 and 10 can be generalized to the multi-
scale situation with N "normal" molecules, which can be
chemically identical, but have different geometries, and NS
coarse-grained "supermolecules", each of which representing
M = Ntot−N

NS
fully identical (for a particular supermolecule)

molecules with the same structure and dynamics. First, we
consider the situation when N normal molecules and a sin-
gle supermolecule (i.e., NS = 1) that combines M = Ntot −N
identical molecules, are coupled to a single cavity mode. The
polaritonic eigenstates are

|ψm
(N+1S)

⟩=
N

∑
i

β
m
i σ̂

+
i |φ0⟩+β

m
S σ̂

+
N+1|φ0⟩+α

mâ†|φ0⟩, (11)

where we used subscript S in the molecular expansion coef-
ficient β m

S to emphasize that this coefficient belongs to the
supermolecule. This coefficient is related to the expansion
coefficient β m

norm of the identical molecules that were coarse-
grained into the supermolecules, via β m

S =
√

Mβ m
norm. The po-

tential energy surfaces associated with these eigenstates are
evaluated as
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4

FIG. 1. Coarse-graining subsets of M molecules into NS supermolecules. In (a), Ntot =N = 20 "normal" molecules (black carbons) are coupled
to the cavity. In the coarse-grained representation, illustrated in (b), N = 4 molecules are kept normal, while M = 8 molecules are combined
into NS = 2 "supermolecules" (green carbons) with increased interaction strength of gS =

√
Mg1, with g1 = µ1 ·E the coupling strength of a

single molecule within the subset. Because of the scaled interaction strength of the supermolecules (illustrated by their larger sizes in b), the
Rabi splitting still reflects the situation with Ntot = 20 molecules, whereas the number of molecules that needs to be described explicitly, is
reduced to N +NS = 6, significantly saving computer resources.

V m
(N+1S)

(R) = ∑
N
i |β m

i |2
[
VS1(Ri)+∑

N
j ̸=i VS0(R j)+MVS0(RN+1)

]
+ |β m

S |2
[
∑

N
i VS0(Ri)+VS1(RN+1)+(M−1)VS0(RN+1)

]
+

|αm|2
[
∑

N
i VS0(Ri)+MVS0(RN+1)+ h̄ωcav

]
+∑

N
i µi(Ri) ·

[
(β m

i )∗αmE(Ri
c)+(αm)∗β m

i E∗(Ri
c)
]
+

√
MµN+1(RN+1)

[
(β m

S )∗αmE(RN+1
c )+(αm)∗β m

S E∗(RN+1
c )

]
(12)

For the more general situation with N normal molecules and NS supermolecules (N +NS), each composed of M identical
molecules, the eigenstates of the Tavis Cummings Hamiltonian are

|ψm
(N+NS)

⟩=
N

∑
i

β
m
i σ̂

+
i |φ0⟩+

NS

∑
l

β
m
S,lσ̂

+
N+l |φ0⟩+α

mâ†|φ0⟩, (13)

and potential energy surfaces associated with these states are

V m
(N+NS)

(R) = ∑
N
i |β m

i |2
[
VS1(Ri)+∑

N
j ̸=i VS0(R j)+M ∑

NS
l VS0(RN+l)

]
+

∑
NS
l |β m

S,l |2
[
∑

N
i VS0(Ri)+VS1(RN+l)+(M−1)VS0(RN+l)+M ∑

NS
q̸=l VS0(RN+q)

]
+

|αm|2
[
∑

N
i VS0(Ri)+M ∑

NS
l VS0(RN+l)+ h̄ωcav

]
+

∑
N
i µi(Ri) ·

[
(β m

i )∗αmE(Ri
c)+(αm)∗β m

i E∗(Ri
c)
]
+

√
M ∑

NS
l µN+l(RN+l)

[
(β m

S,l)
∗αmE(RN+l

c )+(αm)∗β m
S,lE

∗(RN+l
c )

]
(14)

These results can be further extended to describe strong
coupling between N normal molecules and NS supermolecules
on the one hand, and multiple cavity modes on the other hand,

yielding the following expression for the eigenstates:

|ψm
(N+NS)

⟩ = ∑
N
i β m

i σ̂
+
i |φ0⟩+∑

NS
l β m

S,lσ̂
+
N+l |φ0⟩+

∑
nmodes
p αm

p â†
p|φ0⟩,

(15)
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5

where the number of the cavity modes nmodes is in princi-
ple infinite. To make the computations feasible, we apply
periodic boundary conditions in the in-plane direction (i.e.,
E(z) = E(z+Lz), with Lz the length of the one-dimensional
cavity), which quantizes the wave vector kz to discrete values,

kz,p = 2π p/Lz, and employ a cut-off on the cavity dispersion,
h̄ω(kz,pmax), such that pmax = nmodes.35

With this approximation, the potential energy surface of po-
laritonic state ψm for a system of N normal and NS super-
molecules coupled to nmodes cavity modes is evaluated as:38

V m
(N+NS)

(R) = ∑
N
i |β m

i |2
[
VS1(Ri)+∑

N
j ̸=i VS0(R j)+M ∑

NS
l VS0(RN+l)

]
+

∑
NS
l |β m

S,l |2
[
∑

N
i VS0(Ri)+VS1(RN+l)+(M−1)VS0(RN+l)+M ∑

NS
q̸=l VS0(RN+q)

]
+

∑
nmodes
p |αm

p |2
[
∑

N
i VS0(Ri)+M ∑

NS
l VS0(RN+l)+ h̄ωcav(kz,p)

]
+

∑
N
i ∑

nmodes
p µi(Ri) ·

[
(β m

i )∗αm
p Ep(Ri

c)+(αm
p )

∗β m
i E∗

p(Ri
c)
]
+

√
M ∑

NS
l ∑

nmodes
p µN+l(RN+l)

[
(β m

S,l)
∗αm

p Ep(RN+l
c )+(αm

p )
∗β m

S,lE
∗
p(RN+l

c )
]

(16)

Here, we replaced the cavity mode energy by the cavity dispersion, which for a Fabry-Pérot cavity is

h̄ωcav(kz) = h̄
√

ω2
0 + c2k2

z/n2
r (17)

with c is the speed of light; kz the in-plane momentum of the confined light mode and h̄ω0 the energy of the fundamental cavity
mode with zero in-plane momentum. In addition, we introduced subscripts in Ep to indicate that each mode has its own cavity
vacuum field.

To compute semi-classical MD trajectories of the N normal molecules plus M supermolecules, the Hellman-Feynman gradi-
ents (⟨ψk|∇aĤTC|ψm⟩) between eigenstates |ψk⟩= |ψk

(N+NS)
⟩ and |ψm⟩= |ψm

(N+NS)
⟩ are required. For an atom a that is a part of

molecule l, these gradients are computed as

⟨ψk|∇a∈lĤTC|ψm⟩ = (β k
l )

∗β m
l ∇a∈lVS1(Rl)+

[
δkm − (β k

l )
∗β m

l

]
∇a∈lVS0(Rl)−

(β k
l )

∗
∑

nmodes
p αm

p ∇a∈lµl(Rl) ·Ep(Rl
c)−∑

nmodes
p (αm

p )
∗β k

l ∇a∈lµl(Rl) ·E∗
p(Rl

c),
(18)

if molecule l is a normal molecule, and as

⟨ψk|∇a∈lĤTC|ψm⟩ = (β k
S,l)

∗
β

m
S,l

[
∇a∈lVS1(RN+l)+(M−1)∇a∈lVS0(RN+l)

]
+

M
[
δkm − (β k

S,l)
∗
β

m
S,l

]
∇a∈lVS0(RN+l)−

√
M(β k

S,l)
∗

∑
nmodes
p αm

p ∇a∈lµN+l(RN+l) ·Ep(RN+l
c )−

√
M

nmodes

∑
p

(αm
p )

∗
β

m
S,l∇a∈lµN+l(RN+l) ·E∗

p(R
N+l
c ),

(19)

if molecule l is a supermolecule. In the latter case, the forces are evenly distributed over the M molecules that comprise the
supermolecule, such that their dynamics are identical (SI, section 3.1). In addition to the derivatives in the adiabatic basis of
the eigenstates of the Tavis-Cummings Hamiltonian (equations 18 and 19), we also provide a derivation for the gradients in the
diabatic basis of product states between molecular and cavity mode excitations in the SI (section S1.2).

III. SIMULATION DETAILS

To verify if the dynamics remain consistent when we
coarse-grain subsets of molecules into supermolecules, we
have repeated MD simulations that were previously done with

fewer molecules and artificially strong vacuum fields, for a
larger effective number of molecules (Ntot) and a smaller, and
hence more realistic, vacuum field. We specifically focused
on the following processes:

1. Excited-state intra-molecular proton transfer (ESIPT)
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6

reaction of 10-hydroxybenzo[h]quinoline (HBQ, Fig-
ure 2a) molecules coupled to a single-mode cavity;13

2. Population dynamics in a system of Rhodamine
molecules (Figure 2b) coupled to a single-mode
cavity;56 and

3. Polariton transport in a multi-mode Fabry-Pérot cavity
containing Rhodamine molecules.39

All simulations were carried out with GROMACS 4.5.3,57

which for processes 1 and 2 was interfaced to TeraChem,58,59

and to Gaussian16 for process 3.60 In these simulations, the
total polaritonic wave function was expanded as a linear com-
bination of diabatic light-matter states,

|Ψ(t)⟩=
N+NS+nmodes

∑
j

|φ j⟩d j(t), (20)

where basis function |φ j⟩ represents a state with either one
of the molecules ( j) in the S1 electronic excited state whilst
all other molecules are in the S0 electronic ground state, and
no photons in the cavity, i.e., |φ j⟩= σ̂

+
j |ΠN

i Si
0⟩⊗ |Πnmodes

p 0p⟩,
or all molecules in the ground state with one cavity mode
(with index j) excited, i.e., |φ j>N+NS⟩ = â†

j−(N+NS)
|ΠN

i Si
0⟩⊗

|Πnmodes
p 0p⟩. The diabatic expansion coefficients d j(t) were

propagated with a unitary propagator, while the nuclear de-
grees of freedom were evolved on adiabatic polaritonic po-
tential energy surfaces associated with the eigenstates of the
Tavis Cummings Hamiltonian.61 To model the non-adiabatic
population transfer between the adiabatic eigenstates, we used
the fewest-switches surface hopping algorithm for processes
1 and 2, and the Ehrenfest mean-field approach for process
3. Cavity decay was treated by adding the losses explicitly
to the Hamiltonian, whereas molecular decay was neglected.
The justification for the latter assumption is the much longer
radiative lifetime of the molecules (nanoseconds) compared
to the metallic Fabry-Pérot cavities typically used in experi-
ments (femtoseconds).32 The details of the implementation of
the method in GROMACS can be found elsewhere.23,38,61 Be-
low, we elaborate on the setup of the molecule-cavity systems
and share the details of the molecular models employed in the
simulations.

FIG. 2. Molecules modelled in this work: (a) 10-
hydroxybenzo[h]quinoline (HBQ) chromophore, which upon
excitation into the first singlet excited electronic state (S1) undergoes
ultra-fast proton transfer from the O to N atom (double-headed
arrow); (b) Rhodamine (Rho) fluorophore, described at the QM/MM
level with the QM subsystem in black and the MM subsystem in red.
For clarity, aromatic hydrogens and solvent molecules are omitted.

A. Molecular dynamics model systems

1. HBQ molecule in cyclohexane

A single HBQ molecule (Figure 2a), with a geometry op-
timized at the CAM-B3LYP/6-31G(d) level of theory, was
placed at the center of a rectangular periodic box, to which
402 cyclohexane molecules were added, yielding 2435 atoms
in total. The interactions in this system were modeled with
the Gromos-2016H66 force field.62 For computing the Van
der Waals interactions between HBQ and the cyclohexane
molecules, the following Gromos96 atom-types were used:
HC for all aromatic hydrogen atoms, C for all carbon atoms,
NR for the aromatic nitrogen atom, OA for the hydroxyl oxy-
gen atom and H for the hydroxyl proton. These interactions
were described with a Lennard-Jones potential that was trun-
cated at 1.4 nm. The cyclohexane solvent was equilibrated
for 100 ns with the coordinates of the HBQ atoms fixed. The
bond lengths in cyclohexane were constrained with the LINCS
algorithm,63 which enabled a time step of 2 fs. Constant
temperature (300 K) and pressure (1 atmosphere) were main-
tained by weakly coupling to an external bath (τT = 0.1 ps,
τP = 1 ps).64

We extracted snapshots from the equilibration trajectory
and further equilibrated the simulation box for 50 ps at the
QM/MM level with a time step of 1 fs and without constraints
on the positions of the HBQ atoms. In these simulations, HBQ
was modeled at the QM level, using density functional the-
ory (DFT) in combination with the CAM-B3LYP exchange-
correlation functional65–67 and the 6-31G(d) basis set.68. This
QM subsystem was mechanically embedded within the MM
subsystem, consisting of the cyclohexane molecules. The cy-
clohexane molecules and their interactions with HBQ were
again described with the Gromos2016H66 force field.62 To
model the first singlet electronic excited (S1) state of HBQ,
we employed time-dependent DFT (TD-DFT)69 within the
Tamm-Dancoff approximation70 (TDA) in combination with
the CAM-B3LYP functional and the 6-31G(d) basis set.

2. Rhodamine molecule in water

An equilibrated simulation box of Rhodamine in water
was taken from Luk et al.23 In this system, the Rhodamine
molecule was described at the QM/MM level with the fused
rings system (black, Figure 2b) in the QM region, and the rest
of the molecule plus the water in the MM region (red, Fig-
ure 2b). The QM subsystem was modelled at the Restricted
Hartree-Fock (RHF)/3-21G level of theory in the ground state
(S0) and at the Configuration Interaction method, truncated at
single electron excitations (CIS) in the electronic excited state
(S1). The rest of the molecule as well as the water solvent
were modelled with the Amber03 force field71 and TIP3P wa-
ter model,72 respectively. The bond between the QM and MM
subsystems was replaced by a constraint. The QM part was
capped with a hydrogen atom, and the force on this atom was
distributed over the QM and MM atoms of the bond. The QM
system interacted with the Coulomb field of all MM atoms
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within a 1.6 nm cut-off sphere. Lennard-Jones interactions be-
tween the QM and all MM atoms within a 1.0 nm were added.
Prior to the simulations of the Rhodamine cavity systems, we
equilibrated the Rhodamine molecules by running QM/MM
trajectories for 10 ps at constant temperature (300 K) and vol-
ume in both the S0 and S1 electronic states. These trajectories
were computed using a 1 fs time step, in combination with the
v-rescale thermostat (τT = 0.1 ps).73

B. Molecular dynamics of cavity-molecule systems

1. Excited-state intramolecular proton transfer in HBQ

After the equilibration at the QM/MM level, HBQ
molecules were coupled to a single-mode cavity and two sets
of simulations were performed: (i) test simulations of two
molecular ensembles with Ntot = 6 and Ntot = 16 molecules,
respectively, and (ii) simulations of multiple molecules in a
system with variable Rabi splitting. In all simulations, the ES-
IPT reaction was tracked by measuring the distance between
the hydroxyl oxygen and the proton (Figure 2a), and the re-
action was considered to have happened if the O-H distance
exceeded 0.125 nm.

In the simulations of set (i), the cavity resonance was neg-
atively detuned by 50 meV with respect to the first excited
state of HBQ, which is 4.08 eV at the TDA-DFT/CAM-
B3LYP//6-31G(d) level of theory. With a cavity field strength
of 0.00132791 a.u. (6.80 MV/cm) in the simulation of six
molecules and of 0.000813175 a.u. (4.16 MV/cm) in the sim-
ulation of 16 molecules, the Rabi splitting was ∼240 meV
in both simulations. To estimate the validity of the super-
molecule approach, we first performed simulations with all
molecules in the two ensembles treated as normal molecules
(i.e., N = Ntot), and then replaced four molecules by a single
supermolecule in the ensemble of six molecules (i.e., Ntot = 6,
N = 2, NS = 1, and M = 4), and eight molecules by two su-
permolecules, each representing four normal molecules, in the
ensemble of 16 molecules (i.e., Ntot = 16, N = 8, NS = 2,
and M = 4). In both cases, the starting configurations of all
molecules were identical, and the system was instantly excited
into the lower polariton. The initial velocities were selected
randomly from a Maxwell-Boltzmann distribution at 300 K
and were the same in the simulations with and without super-
molecules.

In the simulations of set (ii), the cavity mode was tuned
to be resonant with the first excited electronic state of HBQ
(4.08 eV), and had a decay rate of 100 ps−1. With a cavity
vacuum field strength of 0.00013859 a.u. (0.71 MV/cm), the
Rabi splitting was 100 meV for a system with 100 normal
HBQ molecules. We then replaced five normal molecules by
five supermolecules (i.e., N = 95 and NS = 5) and varied the
total number of molecules, Ntot, by changing the number of
molecules, M, each of these supermolecules represents (Ta-
ble I). The values for M were chosen to gradually increase the
Rabi splitting at the start of the simulation, when all molecules
have the same geometry, from 100 meV to 500 meV in steps
of 50 meV. Thus, in these simulations, the number of nor-

mal molecules plus supermolecules remained constant (i.e.,
N+NS = 100), whilst the effective number of total molecules
increased (i.e., Ntot = N +MNS). All simulations were started
in the optically accessible LP state, with the same initial coor-
dinates and velocities, taken from a Maxwell-Boltzmann dis-
tribution at 300 K.

TABLE I. Coarse-grained simulation setups for HBQ molecules
coupled to a single-mode cavity with h̄ωcav = 4.08 eV and
|E| = 0.71 MVcm−1, for various total numbers of molecules (Ntot,
first column), "normal" molecules (N, second column), and super-
molecules (NS, third column), each of which combines a different
number, M, of molecules (fourth column). The fifth column lists the
Rabi splittings at the start of the simulation (h̄ΩR).

Ntot N NS M h̄ΩR, meV
100 100 0 – 100
225 95 5 26 150
400 95 5 61 200
625 95 5 106 250
900 95 5 161 300

1225 95 5 226 350
1600 95 5 301 400
2025 95 5 386 450
2500 95 5 481 500

2. Population dynamics of Rhodamine-cavity system

The Rhodamine-cavity system was modelled by placing
multiple Rhodamine molecules, including water, in a loss-
less single-mode cavity. Two sets of simulations were per-
formed: (i) simulations of polariton relaxation after instanta-
neous excitation into the UP state for different vacuum field
strengths, and (ii) short-time simulations of the population re-
laxation from dark states into lower polaritonic states for dif-
ferent numbers of molecules in the cavity. For tracking the
population dynamics, we distinguished between bright lower
(LP) and upper polaritonic states (UP) on the one hand, and
the dark states (DS) on the other hand, based on a numerical
threshold of 0.03 for the contribution of the cavity mode to
a polaritonic state |ψm⟩. Thus, states with |αm|2 ≥ 0.03 were
considered bright, whereas states with |αm|2 < 0.03 were con-
sidered dark.

In the simulations of set (i), the cavity was red-detuned by
170 meV with respect to the excitation energy of Rhodamine
(4.18 eV at the CIS/3-21G//Amber03 level of theory). A total
number of Ntot = 3664 molecules was coupled to the cavity.
Of these molecules, N = 64 were normal while the remain-
ing 3600 molecules were coarse-grained into NS = 36 super-
molecules, representing M = 100 molecules each. The start-
ing geometries of the molecules were the same. Starting ve-
locities for the atoms in each of the molecules were randomly
selected from a Maxwell-Boltzmann distribution at 300 K,
and kept the same for the different simulations in this set. The
effect of the cavity vacuum field on the molecular dynamics of
the normal molecules and on the population dynamics of the
total molecule-cavity system was explored by scaling down
the absolute value of the vacuum field acting on the normal
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molecules with a factor f , while keeping the Rabi splitting at
the start of the simulations constant at 308 meV through scal-
ing the vacuum field that acted on the supermolecules by a
factor P = f 2Ntot−N

NSM (Table II). The simulations were initiated
in the UP state, which could be easily identified at the start
of the simulation, when there are only two bright states, as all
molecules still have the same excitation energy.

TABLE II. Parameters of simulations of the population dynamics in
the Rhodamine-cavity system with various vacuum field strengths
|Enorm| at the position of the 60 normal molecules (first and second
columns). To have the same Rabi splitting of 308 meV in all simu-
lations, the vacuum field strength |ES| at the position of the 100 su-
permolecules was scaled by factor of P (third column), which com-
pensates for the modification of the interaction strength of normal
molecules with the cavity modes.

|Enorm|, a.u. |Enorm|, MV/cm scaling factor P
0.000875 4.48 0.003
0.000125 0.64 1.00
0.000063 0.32 4.05
0.000031 0.16 16.27
0.000016 0.08 65.12
0.000008 0.04 260.53

In the simulations of set (ii), the cavity mode energy was
resonant with the first electronic excited state (S1) of Rho-
damine. To investigate how the density of dark states in-
fluences the relaxation of population from DS manifold into
the LP, we varied the total number of molecules, which de-
termines the number of dark states, while keeping the Rabi
splitting the same at 100 meV by adjusting the cavity electric
field strength (Table III). The total number of molecules was
modelled by 60 normal and four supermolecules except for
simulations with 16 and 64 molecules, in which all molecules
were normal.

Experimentally, the dark states in a cavity are typically ex-
cited indirectly by pumping a higher-energy electronic transi-
tion in a molecule.32,74–78 Theory,79,80 and simulations41,81–84

suggest that the excited molecule then relaxes into a local
minimum on the S1 potential energy surface prior to popu-
lation transfer into other polaritonic states. The ensembles
were therefore prepared with one of the normal molecules, j,
in the S1 geometry, which was extracted from a S1 QM/MM
MD trajectory, while using the same initial S0 configuration,
extracted from the S0 QM/MM MD trajectory, for all other
molecules. The simulations were started in the lowest energy
dark state (DS0), in which the excitation is localized on the
molecule, j, in the S1 geometry (i.e., |β DS0

j |2 = 0.999). Be-
cause the Stokes shift of our Rhodamine model is 210 meV,
this dark state is 0.160 meV lower in energy than the LP.

3. Polariton transport

To model polariton-mediated exciton transport, we placed
640 Rhodamine molecules, 512 of which were normal
and 128 were supermolecules, on the z-axis of a peri-
odic one-dimensional Fabry-Pérot microcavity.35,38 As in pre-
vious simulations.39,85 the cavity dispersion, ωcav(kz,p) =

TABLE III. Parameters for simulations of relaxation from dark
into bright polaritonic states in Rhodamine cavities. The first two
columns list the vacuum field strength |E| in atomic and SI units.
The third column lists the total number of molecules Ntot coupled
to the cavity. The fourth column lists the number of molecules that
are grouped together into a single supermolecule, such that with four
such supermolecules and 60 normal molecules, the total number of
molecules in the simulation is Ntot = 60+4M.

|E|, a.u. |E|, MV/cm Ntot M
0.000129548 0.663 16 –
0.000064774 0.332 64 –
0.000032387 0.166 256 49
0.000016194 0.083 1024 241
0.000008097 0.041 4096 1009
0.000004048 0.021 16384 4081
0.000002024 0.010 65536 16369
0.000001012 0.005 262144 65521

√
ω2

0 + c2k2
z,p, was modelled with 160 discrete modes (i.e.,

kz,p = 2π p/Lz with 0 ≤ p < 160 and Lz = 50 µm). The cav-
ity resonance was red-detuned by 370 meV with respect to the
Rhodamine absorption maximum at the CIS/3-21G//Amber03
level of theory (4.18 eV), corresponding to a distance of
Lx = 0.163 µm between the mirrors. To keep the polariton
dispersions for the cavities containing both normal molecules
and supermolecules, the same as for a cavity with only nor-
mal molecules, the molecules were placed on the z-axes of
the cavity as follows:47 The normal molecules were posi-
tioned in one half of the box, with intermolecular spacings
of ∆znorm = Lz/Ntot. The supermolecules in the other half
of the cavity were separated by ∆zS = M (Lz/Ntot). The
distance between the last normal molecule and the first su-
permolecule at the boundary between the normal and super-
molecules was ∆zedge = (∆znorm +∆zS)/2. With a cavity vac-
uum field strength of 0.00005 au (0.26 MV/cm) and a total
number of molecules of 768 (M = 2), 1024 (M = 4), and
1280 (M = 6), the Rabi splitting was 282 meV, 325 meV, and
363 meV, respectively.

As before,39 polariton transport was initiated both reso-
nantly and off-resonantly. In the resonant excitation scheme, a
Gaussian wavepacket of lower polaritons centred at z = 5 µm
in real space and at kz = 6.91 µm−1 in reciprocal space with a
width of 0.707 µm−1, was created.86 For off-resonant excita-
tion, simulations were started in the S1 electronic excited state
of a single (normal) molecule that was located at z = 5 µm.

The propagation of the polariton wavepacket was moni-
tored as the probability amplitude of the total wave function
(Equation 20), calculated as the sum of the excitonic compo-
nent

|Ψexc(z j, t)|2 = |d j(t)|2, (21)

with 1 ≤ j ≤ N+NS, and the photonic component, which was
Fourier transformed into real space first

|Ψphot(z j, t)|2 =
[
FT −1

∑
nmodes
p dp(t)

]2
=[

cnorm,super ∑
nmodes
p dp(t)eikz,pz j

]2
,

(22)
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with N +NS ≤ p ≤ N +NS + nmodes and coefficients cnorm =√
1/Ntot and csuper =

√
M/NS that correspond to the coor-

dinates of normal and supermolecules, respectively, and are
used to normalize the wavepacket (SI, section 1.3). The
propagation distance was analysed by calculating the mean
square displacement (MSD) of the total polariton wavepacket
|Ψ(z, t)|2:

MSD = ⟨Ψ(z,t)|(ẑ(t)−ẑ(0))2|Ψ(z,t)⟩
⟨Ψ(z,t)|Ψ(z,t)⟩ (23)

with ẑ(t) the position operator at time t.

IV. RESULTS AND DISCUSSION

To find out if the proposed hybrid normal molecules /
coarse-grained supermolecules ansatz can provide further in-
sights into the dynamics of exciton-polaritons, we performed
molecular dynamics simulations in which we systematically
investigated the interplay between cavity mode volume (or,
equivalently, the vacuum field strength) on the one hand, and
the total number of collectively-coupled molecules (i.e., nor-
mal plus supermolecules) on the other hand, for (A) ultra-
fast photochemistry, (B) polariton relaxation and (C) exciton
transport in cavities.

A. Excited-state intra-molecular proton transfer

Upon photo-excitation, bare HBQ molecules undergo an
excited-state intra-molecular proton transfer (ESIPT) reac-
tion within several tens of femtoseconds.87–91 Because this
timescale is comparable to the cavity lifetimes attained
in typical experiments on strong coupling with organic
molecules,32,92,93 the ESIPT in HBQ has been employed in
recent work as a model reaction for exploring the effects of
strong light-matter coupling on photochemistry.13

1. Consistency between simulations with normal molecules
only and simulations with both normal and supermolecules

To verify that the dynamics of Ntot HBQ molecules re-
mains consistent after grouping together NS batches of M
molecules into NS supermolecules, we performed simulations
with both N = Ntot normal molecules and N +NSM = Ntot su-
permolecules, and compared the time of proton transfer after
excitation into the lower polariton.

When all molecules were normal, excitation into the LP
state of both the Ntot = 6 and Ntot = 16 molecule systems was
followed by an ESIPT reaction in one of the HBQ molecules,
as indicated by a substantial increase of the distance be-
tween the donor (oxygen) and proton (hydrogen) atoms in
that molecule (figure 2a). In the other molecules this distance
did not increase and the proton remained bound to the oxygen
(figure 3a and c). When eight molecules of the ensemble were
grouped into two supermolecules each representing four nor-
mal molecules, the outcome remained essentially unaltered in

the ensemble of 16 molecules, with the same normal molecule
undergoing the ESIPT reaction (red lines in figure 3c and d).

However, in the ensemble of six molecules, grouping four
molecules into a supermolecule delayed the ESIPT reaction
by about twenty femtoseconds (red lines in figure 3a and b).
This discrepancy stems from a difference in the contribu-
tions of the M normal molecules to the Hellman-Feynman
gradients associated with atoms of those molecules (equa-
tions 18 and 19) when these molecules are normal as com-
pared to when these molecules are coarse-grained into a su-
permolecule. In the former situation, the M normal molecules
evolved independently during the dynamics, and therefore,
the expansion coefficients associated with these molecules,
evolved differently, i.e., |β k

i |2 ̸= |β k
j ̸=i|

2. In contrast, because
the dynamics of these molecules are constrained to evolve
in the same way when coarse-grained into a supermolecule,
their expansion coefficients are forced to remain the same, i.e.,
|(β k

S)i|2 =M|β k
i |2. Accordingly, the Hellman-Feynman gradi-

ents and hence the forces acting on the atoms in all molecules,
were different in simulations i) and ii) with the discrepancy
accumulating over time and eventually resulting in a different
reaction time in the ensemble of six molecules.

As we show in the Supporting Information, the same
(within numerical error) dynamics can be achieved if we as-
sign identical starting coordinates and velocities to each of M
normal molecules, and use the same coordinates and veloc-
ties for the supermolecule as well (figures S1 and S3). Nev-
ertheless, despite this small discrepancy for the smaller en-
semble of six molecules, coarse-graining provides a consistent
description of the molecular dynamics under strong coupling
conditions, as the same normal molecule underwent the ES-
IPT reaction in both cases.

We emphasize that because the dynamics of the molecules
forming a supermolecule are identical, supermolecules can-
not react within the single-excitation subspace of the Tavis-
Cummings model. While it has been suggested that un-
der very specific circumstances, a single photon could trig-
ger multiple reactions sequentially,94 a reaction of a super-
molecule describes a concerted reactivity in M molecules,95

and would thus require the absorption of M photons instead.
Indeed, as shown in figure 3b and d, the supermolecules did
not undergo ESIPT, and, as we show in the SI, there were no
reactions at all when the normal molecules were frozen and
only the supermolecules were allowed to move (figure S2).

2. The effect of the molecular concentration on the ESIPT
reaction rate

The rate of the proton transfer reaction in a cavity depends
on how rapidly the excitation transfers from the initially ex-
cited lower polariton into the dark states, in which the excita-
tion is predominantly localized on a single molecule that can
subsequently undergo the reaction.13 Because the rate of this
non-adiabatic population transfer process is inversely propor-
tional to the energy difference between the states,41,76,96,97 the
rate can be controlled by varying the Rabi splitting through
the HBQ concentration (Equation 4). To investigate how via
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FIG. 3. Top panels: Distance between oxygen and hydrogen atoms in HBQ molecules during the dynamics of the system (a) with six normal
molecules and (b) with two normal and a single supermolecule (M = 4), such that the total number of molecules remains six, although only
three had to be simulated. Bottom panels: Distance between oxygen and hydrogen atoms in HBQ molecules during the dynamics of the
system with (c) 16 normal molecules and with (d) eight normal and two supermolecules (M = 4), i.e., still 16 molecules in total, but only 10
were simulated. In both cases, the molecules are coupled to a single cavity mode and the LP state is initially excited. The OH distance in
normal and supermolecules is shown in shades of grey and blue, respectively, while the distance in the reacting molecule is plotted in red.

the Rabi splitting, the number of molecules affects the ESIPT
rate after excitation into the LP, we performed simulations
of N = 95 normal molecules plus NS = 5 supermolecules,
and systematically varied the total number, Ntot, of molecules
that are coupled to a single cavity mode by grouping different
numbers of molecules, M, into the supermolecules (Table I).

In Figure 4 we show that upon increasing the number of
HBQ molecules, and concomitantly the Rabi splitting, the rate
of ESIPT decreased, as the reaction time went up. This trend
is roughly anti-correlated with the spectral overlap between
the LP and the HBQ absorption, which is plotted in purple
and also visualised in Figure S4. This observation is in line
with previous findings,56,98 which suggest that rate at which
population transfers from the initially excited LP into the dark
state manifold is proportional to the overlap.

At higher Rabi splitting, the LP overlaps with states that
belong to molecular configurations with lower excitation en-
ergies. To rule out that such configurations may have a lower
reaction rate, and that, therefore, the reduction in reaction rate
when increasing the Rabi splitting, could be due to the popu-
lation transferring from the LP into these states, we performed
500 excited-state QM/MM simulations of HBQ without cavity

and correlated the reaction time with the S1-S0 energy gap at
the start of the simulation (Figure S5). While a linear regres-
sion to the data points suggests a tiny reduction in rate with
increasing excitation energy, the correlation is very weak, and
furthermore opposite to the trend observed in Figure 4. Thus,
the reduction of the rate with increasing Rabi splitting cannot
be attributed to differences in reaction rates of the molecular
configurations.

B. Population dynamics of Rhodamine-cavity systems

1. Population dynamics in a cavity with realistic vacuum field

Because modifying the mode volume of a Fabry-Pérot cav-
ity by changing the distance between the mirrors compromises
the resonance conditions (unless a higher order cavity mode
becomes resonant again, as was done in Bhuyan et al.99), the
Rabi splitting is normally controlled by varying the number
of molecules within the mode volume (Equation 4). However,
due to restrictions on hard- and software, increasing the num-
ber of molecules in simulations is challenging, which has of-
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FIG. 4. Reaction time of the proton transfer of a single HBQ
molecule in an ensemble of HBQ molecules strongly coupled to a
single-mode cavity (black circles) and the normalized overlap inte-
gral between dark and bright polaritonic states (purple squares) as a
function of the Rabi splitting, h̄ΩR. The plotted values are averages
of five simulations, and error bars are the associated standard devia-
tions. Parameters of the simulations are provided in Table I.

ten prompted computational chemists to increase the strength
of the vacuum field instead. Indeed, by applying vacuum
fields that are orders of magnitude higher than in experiments,
strong coupling can even be achieved with single molecules
in simulations. While such high fields have been shown to
induce significant changes to the dynamics and reactivity, it
is not a priori clear how to translate these insights to experi-
ments and provide a rationale for the changes observed in the
latter.

To explore the influence of the cavity vacuum field strength
on the molecular dynamics of molecules in the collective
strong coupling regime, while keeping both the Rabi splitting
and the total number of molecules unaltered, we separately
scaled the vacuum field for the normal molecules and for the
supermolecules. By focusing on the normal molecules, we
systematically investigated the effect of strong coupling on
the local dynamics when the vacuum field acting on these nor-
mal molecules approaches the low values of experiments. To
compensate for the decrease in the collective light-matter cou-
pling when the vacuum field at the normal molecules is scaled
down, we simultaneously scaled up the interaction of the su-
permolecules with the vacuum field by a factor P. Because the
Rabi splitting is proportional to the electric field strength Ecav
and the total number of molecules, i.e., h̄ΩR ∼ Ecav

√
Ntot =

Ecav
√

N +NSM, a reduction of the vacuum field acting on the
normal molecules by a factor of f is thus compensated by
an increase of the vacuum field for the supermolecules by
(Ecav/ f ) · f

√
N +NSM = (Ecav/ f ) ·

√
N +NSMP, such that

P = f 2Ntot−N
NSM (Table II).

We performed simulations of in total 3664 Rhodamine
molecules treated as 64 normal molecules and 36 super-
molecules, each representing 100 identical molecules (i.e.,
Ntot = 3664, N = 64, NS = 36 and M = 100). The frequency

of the cavity mode was red-detuned by 174 meV with respect
to the first-excited state of Rhodamine. In all simulations, the
Rabi splitting was h̄ΩR = 308 meV.

In figure Figure 5a we show that after instantaneous ex-
citation into the upper polariton, population quickly trans-
ferred into the dense manifold of dark states, reaching more
than 80% after 100 fs of simulation, in line with theoreti-
cal predictions.79,80 The rest of the population remained dis-
tributed between the upper and lower polaritonic states (Fig-
ure 5a). This trend in ultra-fast relaxation from the UP into
the dark states was observed for the complete range of elec-
tric field strengths per normal molecule (0.04-0.64 MVcm−1,
Figure 5b).

We note that at the start of the simulation, the population
oscillates between the UP and DS with a period of approx-
imately 10 fs. Although this timescale is close to the Rabi
period of 13 fs, we emphasize that the population cannot un-
dergo Rabi oscillations, as the simulations were started in an
adiabatic eigenstate of the molecule-cavity system (i.e., the
UP). Instead, we attribute this oscillation to a high-frequency
molecular vibration, which has a displacement that overlaps
with the non-adiabatic coupling vector connecting the UP to
the dark state manifold (Figure S6),41 and a period of 9.8 fs
(3395.4 cm−1) that closely matches the oscillation in the pop-
ulations (Figure 5a).

For all cavity fields, the molecular dynamics of the normal
molecules were nearly identical (Figure S7a), suggesting that
the cavity field strengths employed here had no major influ-
ence on the structure and dynamics of the molecules. While
for the smaller vacuum field strengths, the population dynam-
ics were also nearly identical (Table S1), upon increasing the
field strength, small deviations in the population dynamics be-
come visible in Figure 5b, which are corroborated by a com-
parison of the correlation coefficients between these plots (Ta-
ble S1).

To further explore how a larger vacuum field strength af-
fects the collective polariton dynamics, we performed an ad-
ditional simulation with the electric field of 4.48 MVcm−1,
which is comparable to the fields used in theoretical studies
on a single-molecule strong coupling.43,48,84,100,101 In our tra-
jectories, such extremely large cavity field strength caused a
deviation of the population dynamics with respect to the sim-
ulations with the weaker vacuum fields, which would be re-
quired to achieve strong coupling with a macroscopic (∼ 106)
number of molecules (Figure 5c and Table S1). While the
trends were qualitatively similar, as at all field strengths, 80%
of the population had transferred from the UP into the dark
state manifold within 100 fs, the quantitative differences sug-
gest that care should be taken when generalising the results
obtained with single-molecule simulations to the case of ex-
perimentally meaningful ensemble sizes.43 Nevertheless, also
at the largest vacuum field, the local dynamics of the normal
Rhodamine molecules was similar to that at the weaker field
strengths (Figure S7b), which we attribute to the fact that even
for the largest field, the forces due to the coupling with the
field are still much smaller than the other forces acting on the
molecules.

Finally, we repeated the simulations for Ntot = 256 Rho-
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FIG. 5. Population dynamics of the Rhodamine-cavity system for different cavity vacuum fields acting on the 64 normal molecules. (a)
Population dynamics of the upper polariton (UP), lower polariton (LP), and dark states (DS) in a cavity with a vacuum field strength of
0.64 MV/cm (0.000125 a.u.). The solid lines represent averages of four simulations, while the shaded areas represent the standard deviation.
(b) Time-resolved populations of the UP in cavities with vacuum field strengths that act on the normal molecules, ranging from 0.04 MV/cm
(0.000008 a.u.) to 0.64 MV/cm (0.000125 a.u.). Panel (c) Population dynamics of the UP in cavities with an electric field required for
single-molecule strong coupling (E = 4.48 MVcm−1, or 0.000875 a.u.) and for strong coupling with a macroscopic number of molecules
(E = 0.04 MV/cm, or 0.000008 a.u.).

damine molecules to investigate how the size of the super-
molecules affects the population dynamics. As shown in
Figure S8, varying M and NS under constant Rabi splitting
(300 meV), leads to small variations in the population dynam-
ics that are comparable to the variations due to thermal dis-
order in simulations without supermolecules. As explained in
the SI, we attribute these variations to differences in the non-
adiabatic coupling due to changes in the molecular displace-
ments that occur when simulations are started with different
initial velocities, or when molecules are grouped into super-
molecules.

2. Population transfer between dark and bright states

Understanding polariton relaxation is crucial for exploit-
ing polaritons in optical devices, such as light emitting
diodes,102 or lasers.103 For both types of application, trans-
fer from dark into bright states is the key to an efficient out-
coupling of light. In particular, for polaritonic lasing this
relaxation process needs to be sufficiently efficient to com-
pete with cavity losses and build up a macroscopic popu-
lation in the lowest energy polaritonic state for stimulating
Bose-Einstein condensation.104 The rate of this relaxation de-
pends on the number of molecules and was found to scale as
1/Ntot.33,34,84,99,105

Previously, we could demonstrate with MD simulations that
this 1/Ntot scaling holds for molecular ensembles of up to a
few hundred molecules at constant Rabi splitting.41 Here, we
extend the analysis to verify if this trend is maintained also
when the number of molecules approaches the experimentally
relevant limit, where entropy favors population of the dark
state manifold.106 As before, we initiated the trajectories with
one of the (normal) molecules in the relaxed S1 state and mon-
itored the build-up of the cavity mode population during the

first 1 fs of the simulation. We gradually increased the total
number of molecules (Ntot), while keeping the Rabi splitting
at 100 meV by scaling down the vacuum field strength (Ta-
ble III). Because 1 fs is too short for thermal motions to sig-
nificantly broaden the distribution of the molecular excitation
energies, we could clearly distinguish the dark states, which
have a negligible cavity mode contribution, from the bright
polaritonic states, which have a cavity mode contribution of
nearly 50%, and track the population transfer into LP state
directly by monitoring the evolution of the population in the
cavity mode.

In Figure 6a,b we plot the evolution of the cavity mode
contribution to the polaritonic states for ensemble sizes from
16 to 262144 molecules. These plots suggest that population
transfer rate decreases when the number of molecules is in-
creased. To quantify this observation we used first-order time-
dependent perturbation theory, which predicts that the initial
population dynamics follows the Rabi formula:

|cLP(t)|2 =
4|VDS,LP|2

ω2
DS,LP+4|VDS,LP|2

×

sin2 1
2

(√
ω2

DS,LP +4|VDS,LP|2
)

t,

(24)

where |cLP(t)|2 is the population in the LP state, h̄ωDS,LP is
the energy gap between DS and the LP. Because the popula-
tion transfer between polaritonic states is driven by the nona-
diabatic, or vibronic coupling, which determines the mixing
of the states due to molecular motions,107–109 the perturbation
term VDS,LP represents this nonadiabatic coupling and is de-
termined as110

VDS,LP = dDS,LP · Ṙ. (25)

In this expression, Ṙ is a vector containing the velocities of all
atoms in the system and dDS,LP is the non-adiabatic coupling
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FIG. 6. Population relaxation rate from a dark state to the LP state as a function of time and number of molecules. Panels a and b: Cavity
mode’s population during the first one femtosecond of simulation plotted in linear (a) and logarithmic (b) scale. The number of molecules Ntot
ranges from 24 to 218. Circles show the simulation data points, and solid lines are fits to the Rabi formula (Equation 24). Panel c: Absolute
value of the perturbation term |VDS,LP|, obtained from the fits in panel a, for various Ntot. Open circles are data points, and the continuous
line is a fit to a/

√
Ntot with a = 0.022 fs−1. Blue, yellow and green areas indicate the ranges of Ntot that are relevant for different kinds of

experiments.

vector:

dDS,LP =
⟨ψLP|∇RĤ|ψDS⟩

EDS −ELP
(26)

The direction of this vector defines in what direction popu-
lation is transferred between the polaritonic states, while its
magnitude determines how much population is transferred.

Using the Rabi formula, we fitted the time-evolution of the
cavity mode population (solid lines in figure 6a,b) to estimate
the values of |VDS,LP| for different ensemble sizes and plot
these values in figure 6c. The non-adiabatic couplings in this
plot scale as 1/

√
Ntot, confirming that also for larger Ntot, the

initial rate of population transfer from the DS into LP scales as
1/Ntot, in line with our previous predictions for smaller Ntot.41

Two mechanism have been proposed for population transfer
from the dark state manifold into the lower polariton: vibra-
tionally assisted scattering (VAS),76,78–80 and radiative pump-
ing (RP).96,111 In VAS, transitions between the dark states and
bright light-matter states are accompanied by discrete changes
in the eigenstates of specific molecular vibrations, whereas
in RP, the fluorescence from an uncoupled molecule excites
a polariton. By deriving analytical rate expressions for VAS
and RP, Pérez-Sánchez and Yuen-Zhou have recently demon-
strated that the aforementioned vibrational resonance condi-
tions coexist for both mechanisms,112 making it difficult to
identify which mechanism operates in our simulations. How-
ever, because they also found that the RP contribution to the
relaxation process scales as (N−1)/N2 ≈ 1/N, whereas VAS
scales as 1/N2,112 we speculate that radiative pumping domi-
nates the relaxation process in our simulations.

From the plot in figure 6c, we can estimate the rate of the
polariton emission in realistic molecule-cavity systems. Un-
der the assumption that the lifetime of the lower polariton is
determined by the cavity lifetime,56,79,80 and that the latter is

short compared to 1/|VDS,LP|, population transferred into the
LP state is immediately lost due to emission. Therefore, the
value of the non-adiabatic coupling provides a rough estimate
for the emission rate constant. In most experiments, the num-
ber of strongly-coupled molecules is believed to be on the
order of 105-108 molecules per cavity mode33,34,52,53 (green
area in Figure 6c). For this range, we can anticipate emis-
sion on a pico- to nanosecond timescale, which is in line with
experimental observations.92,96,111 In contrast, for molecular
ensembles of up to thousand molecules, we predict emission
on an ultra-fast femto- to picosecond timescale, which could
potentially be achieved with plasmonic nanosctructures113,114

(blue area in figure 6c).
A special case are J-aggregates of molecular dyes. Due

to supramolecular self-organisation of individual molecules
into agglomerates, J-aggregates have an enhanced tran-
sition dipole moment, which makes them an excellent
platform for achieving strong coupling. Recent ex-
periments suggest that the concentration of excitons in
J-aggregates of 5,5’,6,6’-tetrachloro-1,1’-diethyl-3,3’-di(4-
sulfobutyl)-benzimidazolocarbocyanine (TDBC) dyes could
be on the order of 1017 cm−3.115 Assuming that for a Fabry-
Pérot cavity, the cavity mode volume is proportional to the
cube of the wavelength, V ∼ λ 3,116 and that the cavity is at
resonance with the absorption maximum of a J-aggregate at
∼2 eV,32,115,117 the number of excitons in this volume would
be on the order of ∼ 105. Considering furthermore that strong
light-matter coupling may significantly enhance the exciton
coherence length in J-aggregates,118 the number of excitons
in a cavity could be even smaller (yellow area in figure 6c),
for which we would estimate an emission on a (sub) picosec-
ond timescale. Indeed, time-resolved spectroscopy measure-
ments have demonstrated polariton emission on such ultra-
short timescales for a J-aggregate-cavity system.78
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C. Polariton transport

We simulated polariton transport in a one-dimensional
chain of Rhodamine molecules collectively coupled to a
multi-mode Fabry-Pérot cavity both after i) resonant excita-
tion of a Gaussian wavepacket of the lower polariton states,
and after ii) off-resonance excitation into the first excited state
of a single molecule. The Rabi splitting was varied between
282 meV and 363 meV by changing the total number of
molecules, Ntot, while keeping the number of normal and su-
permolecules the same, as described in the Simulation details
section.

Figure 7a-c shows the time-space propagation plots of
the polariton wavepackets after resonant excitation, and in
figure 7d the mean squared displacement (MSD) of these
wavepackets is plotted. In all simulations, the transport un-
derwent a transition from a ballistic into a diffusion regime
around 75 fs, as evidenced by a change from a quadratic to
a linear dependence of the MSD at that time point. As was
suggested previously,39,119 this transition is due to reversible
population transfer between the LP states with group veloc-
ity, and the immobile dark states, which eventually causes the
initially ballistic wave packet to move in a diffusive manner.
For the three different Rabi splittings the MSDs are very sim-
ilar during the 200 fs of the simulation. This similarity sug-
gests that within the range of Rabi splittings tested here, there
is sufficient overlap between LP and DSs to mediate the fast
transition from the initial ballistic into the diffusion regime.
For larger Rabi splittings, when the overlap is smaller or even
absent, we anticipate a longer duration of the ballistic phase.
However, because in lossy cavities, such prolonged ballistic
motion is accompanied by an enhanced decay into the ground
state, the distance over which the polaritons can move ballis-
tically would be limited.85,120

A different picture was observed after off-resonant excita-
tion, for which the transport of the wavepackets is visualized
in figure 7e-g. After a short relaxation period, characterized
by the initial slowdown of the wavepackets due to destruc-
tive interference,121 the propagation proceeded as a diffusion
process, as manifested by a linear growth of the MSD in fig-
ure 7h. The propagation velocity decreased with increasing
Rabi splitting, which we attribute to a slower relaxation of the
population into the LP branch, as the non-adiabatic coupling
that drives this relaxation, is inversely proportional to both
the energy gap between the states (Equation 26) and the num-
ber of molecules (Figure 6c).41 As a result, the cavity mode
population of the polariton wavefunction was highest for the
smallest Rabi splitting (Figure S9b), which promoted the most
efficient transport on a short timescale. It is important to note
that this trend differs from the trend obtained for simulations
with frozen molecular degrees of freedom, i.e., at the abso-
lute zero temperature, at which the MSD was similar for all
three Rabi splittings (Figure S9c). This distinction empha-
sizes the importance of including nuclear dynamics122,123 and
thermal disorder124,125 in simulations of polariton-mediated
exciton transport.

V. CONCLUSION

Over the past two decades, the phenomenon of strong light-
matter coupling has been extensively studied from both ex-
perimental and theoretical perspectives, but a gap remains be-
tween these two perspectives in terms of what systems are
being studied. On the one hand, the majority of experiments
are performed with Fabry-Pérot microcavities or distributed
Bragg reflectors, which couple millions of molecules. On
the other hand, computer simulations can only handle small
molecular ensembles, which have often been restricted to just
a few molecules. With the aim of narrowing down this gap,
we have proposed a multi-scale approach for MD simula-
tions of arbitrarily large molecular ensembles, in which we re-
placed subsets of molecules by the so-called supermolecules
that effectively represent the dynamics of multiple identical
molecules. With this approach, we systematically investigated
the effect of both the vacuum field strength and the number of
coupled molecules, on ultra-fast excited state intramolecular
proton transfer, polariton relaxation dynamics, and polariton-
mediated exciton transport.

While coarse-graining preserves the number of molecules
and, hence, the density of states in the dark state manifold, the
dynamic and static disorder are reduced, as the molecules that
constitute a supermolecule are forced to be the same. To avoid
that the reduced disorder affects the dynamics of the whole
ensemble, the number of normal plus supermolecules needs
to be sufficiently large for the distribution of the density of
states to converge. A simple analysis of the molecular density
of states for Rhodamine suggests that inclusion of a hundred
molecules would suffice (Figure S10), which is straightfor-
ward to simulate with modern computational resources. We
emphasize that this number refers to the normal plus super-
molecules, but not their ratio, as a supermolecule samples the
same phase-space as a normal molecule. We anticipate that
multi-scale simulations, in which the effects of realistic cav-
ity coupling strengths can be probed at the level of a single
molecule, may be the key to understand the interplay between
local and collective light-matter interactions, and hence pave
the way for exploiting strong coupling in devices, such as light
sources or photonic catalysts.
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FIG. 7. Polariton propagation after resonant excitation of a wavepacket of LP states (top panels) and off-resonant excitation into a molecule
(bottom panels) centred at z = 5 µm. The first three columns depict the total probability density |Ψ(t)|2 of the wavepacket in a cavity with
the Rabi splitting h̄ΩR of 282 meV (panels a, e), 325 meV (panels b, f), and 363 meV (panels c, g), respectively, as a function of distance
(horizontal axis) and time (vertical axis). Panels d and h show the mean square displacement (MSD, i.e.,

√
⟨(z(t)−⟨z(0)⟩)2⟩) of the position

of the wavepackets after resonant and off-resonant excitation, respectively. The lines are averages of three simulations.

The code, based on a fork of Gromacs-4.5.3, is available for
download at https://github.com/upper-polariton/GMXTC.git

SUPPORTING INFORMATION

The Supporting Information contains derivations of the
expectation value of the Tavis-Cummings Hamiltonian and
of the Hellman-Feynman gradients in adiabatic and diabatic
bases, as well as additional simulations.
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