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ABSTRACT

Lempelto, Aku
Computational modelling of carbon dioxide reduction to methanol on heterogen-
eous zirconia-supported copper catalysts
Jyväskylä: University of Jyväskylä, 2024, 78 p. (+included articles)

In this dissertation, computational modelling methods based in density func-
tional theory (DFT) were used to investigate the structure and adsorption char-
acteristics of a heterogeneous catalytic system, consisting of zirconia-supported
copper nanoparticles with a zinc oxide promoter (CZZ), that is used for carbon di-
oxide conversion to methanol (CTM). Supplementary analysis methods, such as
the energetic span model and atomistic thermodynamics, were used to examine
the stability and catalytic performance of the ternary Cu–Zn(O)–ZrO2 interface.

An extended screening was conducted to establish a suitable computational
model for representing the metal–zirconia interface. Our results demonstrate
how the specific internal geometry of a nanorod model and strains caused by
lattice mismatch between Cu and ZrO2 affect CO2 adsorption at the interface,
even leading to an overestimation of binding strength. The effect of Zn centres
at the active interface sites was examined by using mixed CuZn interfaces and
modelling the full catalytic network of CO2 CTM using DFT and energetic span
analysis. The calculated binding of reaction intermediates demonstrated how
Zn incorporated into the catalyst metal selectively stabilizes certain species, such
as CO2, COOH and H2CO. The energetic span analysis suggests that a reverse
water–gas shift reaction followed by CO hydrogenation is the mechanistic path-
way with the highest turnover frequency. An examination of ZnO monomers
and sub-nano clusters on the zirconia surface suggests that the ZrO2 support of-
fers some resistance to the initial stages of agglomeration. An atomistic thermo-
dynamics analysis suggests that the complete reduction of zirconia-bound ZnO
into metallic Zn is unfavourable. Our results offer an atomic-level view of the
behaviour of the ZnO promoter and its effect on CO2 adsorption and conversion.

Keywords: heterogeneous catalysis, density functional theory, metal–oxide inter-
face, methanol



TIIVISTELMÄ

Lempelto, Aku
Hiilidioksidin katalyyttiseen vedyttämiseen metanoliksi käytettävien heterogee-
nisten kuparikatalyyttien laskennallinen mallinnus
Jyväskylä: University of Jyväskylä, 2024, 78 s. (+artikkelit)

Tässä väitöskirjassa tarkasteltiin hiilidioksidin vedyttämiseen metanoliksi käy-
tettävien, heterogeenisten Cu/ZnO/zirkoniakatalyyttien (CZZ) rakennetta ja ad-
sorptio-ominaisuuksia, käyttäen työvälineenä tiheysfunktionaaliteoriaan (densi-
ty functional theory, DFT) perustuvia mallinnusmenetelmiä. Muita matemattisia
malleja, kuten energiavälimallia (energetic span model) ja atomistista termody-
namiikkaa, käytettiin CZZ systeemin kolmen komponentin välisen rajapinnan
katalyyttisen aktiivisuuden ja stabiilisuuden arviointiin.

Sopiva laskennallinen malli kuvaamaan metalli–zirkonia rajapintaa valit-
tiin laajan seulonnan pohjalta. Sen tulokset osoittavat, kuinka käytetyn nanosau-
vamallin rakenne ja yksikkökopin valinnasta aiheutuva jännite johtavat sekä hii-
lidioksidin liian voimakkaaseen kiinnittymiseen. Sinkkipromoottorin vaikutus-
ta tarkasteltiin käyttäen mallia, jossa Cu–zirkonia-rajapintaan seostettiin sinkkia-
tomeja. Hiilidioksidin vedytyksen alkeisreaktiot CuZn–ZrO2 mallinnettiin Cu ja
CuZn rajapinnoilla DFT:tä ja energiavälimallia käyttäen. Laskut havainnollista-
vat, kuinka Zn keskukset rajapinnalla stabiloivat valikoivasti tiettyjä adsorbaat-
teja ja reaktiovälituotteita, kuten CO2, COOH, ja H2CO. Energiavälianalyysin en-
nakoi vedytyksen kulkevan nopeiten käänteisen vesikaasun siirtoreaktion ja hii-
limonoksidin vedytyksen kautta. Työssä tutkittiin myös suuresti hajaantuneen
sinkkipromoottorin rakennetta ja hapetus–pelkistysominaisuuksia zirkonian pin-
nalla. Laskujen osoittama sinkkioksidimonomeerien ja pienten agglomeraattien
stabiilisuus zirkoniapinnalla viittaa niiden taipumukseen vastustaa suurempien
partikkeleiden kasvua. Atomistinen termodynaaminen tarkastelu vahvistaa, että
zirkonia estää myös sinkkioksidia pelkistymistä täysin, myös reaktio-olosuhteissa.
Tulokset tarjoavat atomitason tietoa sinkkioksidipromoottorin toiminnasta ja vai-
kutuksesta hiilidioksidin kiinnittymiseen ja vedytykseen.

Avainsanat: heterogeeninen katalyysi, tiheysfunktionaaliteoria, metalli–oksidi ra-
japinta, metanoli



Author Aku Lempelto
https://orcid.org/0000-0002-7731-0395

Faculty of Mathematics and Science,
University of Jyväskylä,
Finland

Supervisor Prof. Karoliina Honkala
Faculty of Mathematics and Science,
University of Jyväskylä,
Finland

Reviewers Dr. Ping Liu
Chemistry Division,
Brookhaven National Laboratory,
The United States of America

Asst. Prof. Ivo Filot
Department of Chemical Engineering and Chemistry,
Eindhoven University of Technology,
The Netherlands

Opponent Dr. Carine Michel
Chemistry Laboratory,
CNRS / École Normale Supérieure of Lyon,
France

https://orcid.org/0000-0002-7731-0395


PREFACE

The original publications that are the basis for this dissertation were created over
the course of four-odd years at the Nanoscience Centre of the University of Jyväs-
kylä, starting in April 2020. This work would not have been possible without
the financial support of the Research Council of Finland through the C1 Value
Academy Programme, as well as a kind personal grant given to me by the Vilho,
Yrjö, and Kalle Väisälä Foundation of the Finnish Academy of Science and Let-
ters. I also wish to acknowledge CSC – IT Centre for Science for generously
providing the computing resources used herein.

I want to deeply thank my opponent, research director Dr. Carine Michel,
as well as the reviewers Dr. Ping Liu and Asst. Prof. Ivo Filot, who have all ded-
icated much of their time for the benefit of both this dissertation and its public
defence. Thank you to my supervisor Prof. Karoliina Honkala for providing her
guidance and expertise to our research throughout this project. I have appreci-
ated your investment in the day-to-day research that we carried out, as well as
the push that made sure it all got finished in the end. Thank you, Dr. Lars Gell
who acted as my computational partner in crime, troubleshooting and scratching
our collective heads for three years. Similarly, I want to thank Dr. Toni Kiljunen
and Dr. Minttu Kauppinen who both participated greatly in the calculations and
authoring of the papers that make up this dissertation. Thank you for offering
your invaluable guidance along the way. Additionally, I want to acknowledge the
past and present members of the catalysis research group of Assoc. Prof. Riikka
Puurunen, located at the Aalto university School for Chemical Engineering, for
our collaboration and for the many discussions over the years that have, in part,
shaped the direction of the computational studies presented.

Thank you to my family, and all the friends at the Nanoscience Centre
whose paths have crossed with mine, for cheering me on along the way.

Aku Lempelto
Jyväskylä,
Friday 8th November, 2024



LIST OF ACRONYMS

ALD Atomic Layer Deposition
CTM Conversion to Methanol or CO2 Transformation to Methanol
CZA Cu/ZnO/Al2O3

CZZ Cu/ZnO/ZrO2

DFT Density Functional Theory
DME Dimethyl Ether
DOS Density of States
ESM Energetic Span Model
GGA Generalized Gradient Approximation
LCAO Linear Combination of Atomic Orbitals
LDA Local Density Approximation
MD Molecular Dynamics
MEP Minimum-Energy Pathway
MH Minima Hopping
NEB Nudged Elastic Band
PES Potential Energy Surface
SIE Self-interaction error
TDI TOF-Determining Intermediate
TDTS TOF-Determining Transition State
TOF Turnover Frequency
TS Transition State
vdW Van der Waals
WF Wavefunction
XC Exchange–Correlation
ZP Zero-point



LIST OF FIGURES

FIGURE 1 Potential uses of methanol in energy storage and transfer ......... 15
FIGURE 2 Simple illustration of minima hopping.................................... 25
FIGURE 3 Dividing a complex catalytic network graph into mechanisms .. 35
FIGURE 4 Example of a catalytic cycle viewed through the ESM............... 37
FIGURE 5 Models used to represent a CuZn interfaces on m–ZrO2 ........... 39
FIGURE 6 Cu nanorod positions on t and m-zirconia surfaces .................. 41
FIGURE 7 The density of states of a (111) rod on t–ZrO2 .......................... 43
FIGURE 8 CO2 adsorption geometries and energies................................. 45
FIGURE 9 Reaction network for CO2 conversion to methanol ................... 48
FIGURE 10 Elementary reactions of CO2 conversion to formate and carboxyl 50
FIGURE 11 PE diagram of formate and RWGS paths at a CuZn interface .... 51
FIGURE 12 PE diagram of RWGS paths at all interfaces ............................. 52
FIGURE 13 Catalytic network used for the energetic span analysis ............. 55
FIGURE 14 Initial steps of Zn and ZnO agglomeration on ZrO2 ................. 58
FIGURE 15 Initial steps of Zn and ZnO agglomeration on Cu(111) ............. 59
FIGURE 16 Relative stability of Zn1 monomers on Cu/ZrO2 ...................... 60

LIST OF TABLES

TABLE 1 Binding energies and CO2 ads. energies of nanorod models...... 42
TABLE 2 Comparing experimental and DFT calculated HCOO IR peaks . 53
TABLE 3 Turnover frequencies for CO2 CTM on Zn-dilute CuZn–ZrO2 ... 55
TABLE 4 Degrees of TOF control for certain states of interest .................. 57



CONTENTS

ABSTRACT
TIIVISTELMÄ
PREFACE
LIST OF ACRONYMS
LISTS OF FIGURES AND TABLES
CONTENTS
LIST OF INCLUDED ARTICLES

1 CARBON DIOXIDE REDUCTION TO METHANOL ........................... 13
1.1 Visions of a methanol economy.................................................. 13
1.2 Methanol made from carbon dioxide .......................................... 16
1.3 Heterogeneous Cu catalysts for CO2 conversion to methanol........ 18

2 COMPUTATIONAL MATERIALS MODELLING USING DFT.............. 21
2.1 Electronic structure calculations ................................................. 21

2.1.1 Density functional theory ............................................... 22
2.2 Geometry optimization ............................................................. 24

2.2.1 Global optimization using minima hopping ..................... 24
2.2.2 The nudged elastic band method..................................... 26

2.3 Analysis of DFT data ................................................................ 27
2.3.1 Analysis of molecular vibrations ..................................... 27
2.3.2 Population analysis........................................................ 28
2.3.3 Analysis of metal d-bands............................................... 29
2.3.4 Atomistic thermodynamics............................................. 30

2.4 Methods of kinetic analysis ....................................................... 32
2.4.1 The energetic span model and degrees of turnover control 35

3 DFT STUDIES ON CZZ CATALYSTS FOR CO2 CONVERSION ............ 39
3.1 Stability of metal–support interface models................................. 40
3.2 Elementary steps of the CTM process ......................................... 44

3.2.1 Carbon dioxide adsorption onto Cu/Zn/ZrO2 ................. 44
3.2.2 Supply of dissociated hydrogen ...................................... 47
3.2.3 Catalytic pathways and intermediates on Cu(Zn)–ZrO2 .... 47
3.2.4 Examining relative kinetics on CuZn–ZrO2 using the ESM 54

3.3 Stability and agglomeration of ZnO on Cu/ZrO2 ......................... 56
3.3.1 Exploring ZnO stability using atomistic thermodynamics.. 60

4 CONCLUSIONS .............................................................................. 62

YHTEENVETO ........................................................................................ 64

REFERENCES.......................................................................................... 67

INCLUDED ARTICLES



LIST OF INCLUDED ARTICLES

I Gell, L.; Lempelto, A.; Kiljunen, T.; Honkala, K. Influence of a Cu–zirconia
interface structure on CO2 adsorption and activation. J. Chem. Phys. 2021,
154, 214707.
https://doi.org/10.1063/5.0049293

II Arandia, A.; Yim, J.; Warraich, H.; Leppäkangas, E.; Bes, R.; Lempelto, A.;
Gell, L.; Jiang, H.; Meinander, K.; Viinikainen, T.; Huotari, S.; Honkala, K.;
Puurunen, R. Effect of atomic layer deposited zinc promoter on the activity
of copper-on-zirconia catalysts in the hydrogenation of carbon dioxide to
methanol. Appl. Catal. B Environ. 2023, 321, 122046.
https://doi.org/10.1016/j.apcatb.2022.122046

III Lempelto, A.; Gell, L.; Kiljunen, T.; Honkala, K. Exploring CO2 hydro-
genation to methanol at a CuZn–ZrO2 interface via DFT calculations.
Catal. Sci. Technol. 2023, 13, 4387.
https://doi.org/10.1039/d3cy00549f

IV Lempelto, A.; Kauppinen, M.; Honkala, K. Computational exploration of
subnano Zn and Cu species on Cu/ZrO2: implications for methanol syn-
thesis. J. Phys. Chem. C 2024, 128, 9492.
https://doi.org/10.1021/acs.jpcc.4c01300

The author carried out half of the DFT calculations in paper I and participated
in its writing, contributing equally with L. G. The author completed IR calcula-
tions for and co-wrote the computational sections in paper II, again contribut-
ing equally with L. G. The author carried out the DFT calculations with the Cu
interface and Zn-dilute interface, optimized and completed the energetic span
analysis for all interfaces, and acted as the primary author of paper III. He was
also the primary author of paper IV, carrying out all DFT and thermodynamic
calculations and writing the majority of the manuscript.

https://doi.org/10.1063/5.0049293
https://doi.org/10.1016/j.apcatb.2022.122046
https://doi.org/10.1039/d3cy00549f
https://doi.org/10.1021/acs.jpcc.4c01300


1 CARBON DIOXIDE REDUCTION TO METHANOL

1.1 Visions of a methanol economy

Methanol is the simplest of the alcohols. To a chemist, it is a volatile organic
solvent with a relatively low boiling point and high vapour pressure. In the com-
mon consciousness, it is arguably infamous due to its toxicity to humans, and is
often thought of more as an unwanted side product of wood distillation or nat-
ural fermentation. Despite this, it is a versatile and ubiquitous industrial platform
chemical. Most methanol produced in the world today is converted into acetic
acid, acetates, methyl methacrylate, formaldehyde, and many other chemicals
that are used in large quantities in the production of polymers such as plastics,
synthetic fibres, paints, and adhesives as well as acting as a precursor for several
active ingredients in biomedicine and agriculture.1,2 Since the commercialization
of methanol production nearly 200 years ago, its demand has increased continu-
ously, with the current global industry consuming roughly 100 million tonnes
of methanol yearly.2,3 In recent decades, new uses still have been suggested in
response to anthropogenic climate change.

As the pressure builds to move away from fossil fuels, groups responsible
for the global shipping industry are making plans to cut their CO2 emissions in
half by the year 2050.4,5 While private and public transit on land have recently
shifted towards electrification, it is unlikely that global supply chains will be able
to do the same. According to a study by A.P. Møller–Maersk,6 battery-electric or
fuel cell powered ships are not seen as commercially viable in the near future.
Instead, the maritime industry has shown significant interest in a variety of so-
called e-fuels such as methanol, liquefied natural gas, and ammonia.4,6,7 Ammo-
nia contains no carbon and thus produces no CO2 emissions when burnt. How-
ever, it is highly toxic and corrosive which can cause concerns of large-scale ac-
cidents leading to considerable damage to the environment. Furthermore, while
burning ammonia does not produce CO2, it can lead to the release of some of the
harmful oxides of nitrogen, such as N2O and NOx, requiring efficient catalytic
treatment before release.
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The use of methanol in consumer applications, such as personal vehicles is
also possible. For example, green methanol may be used as a fuel additive. Very
low blends of no more than a few percent require no modifications to modern pet-
rol engines.3,7 However, more concentrated blends or pure methanol would ne-
cessitate the use of corrosion inhibitors and alcohol-resistant engine materials.7

Methanol could also be used as a precursor to other alternative fuels. For ex-
ample, catalysts exist that can dimerize methanol into dimethyl ether (DME), a
product that could replace diesel or LNG.8,9 Additionally, methanol can be used
in direct methanol fuel cells or internal combustion engines specifically designed
for the purpose. In this regard, it competes with generators that run on natural
gas or other biofuels. However, the advantage of methanol is that it burns very
cleanly due to having many easy-to-break H–C bonds but no C–C bonds that
could lead to the release of soot. Furthermore, it is significantly less likely to con-
tain nitrogen and sulfur contaminants than traditional fuels, and consequently it
releases only a fraction of the NOx and SOx emissions.7,10 There are other prac-
tical considerations, however. Electric vehicle technology has already become
fairly ubiquitous in personal transport and large investments have been made
to expand charger infrastructure in many places around the world, although it is
possible that the challenges and environmental strain of EV battery production as
well as uncertainty around electric supply could hold back the adoption of elec-
tric vehicles for now. Regardless, it is possible that by now methanol technology
is too far behind to compete with electrification in this sector. Instead, methanol
may find a more fitting role as a part of the supply, storage, and balancing of
electricity in the grid, rather than as a fuel for personal vehicles.

There is a commonly noted problem with our power grids: the supply and
demand must match at all times. This has been quoted as a limitation for the
adoption of renewable energy, as it is often dependent on unpredictable natural
phenomena, such as sunshine and wind. Potential solutions for generating and
storing energy when it is available and retrieving it later when it is needed have
been suggested. However, they tend to have problems of their own relating to
cost and availability, as in the case of large batteries, or geographical dependence,
as with pumped hydro-storage. Methanol, on the other hand, may be a prac-
tical option here. Excess energy produced when conditions are favourable can
be used to power CO2 conversion to methanol, which can then be stored easily
and indefinitely, and used when more electricity is needed. The largest obstacle
to this way of storing energy is the relatively low energy efficiency of current
conversion-storage methods.11 However, other recent studies12,13 considered the
practical aspects of this type of closed-loop energy storage system and deemed
the idea a feasible solution to long-term energy storage.

Today, the majority of methanol produced at an industrial scale is made us-
ing synthesis gas (or syngas)—a mixture of carbon monoxide and hydrogen that
is often generated from natural gas and coal through steam reforming. In the
midst of global efforts to reduce the use of high-emissions and non-renewable
feedstocks, research has been conducted into ways to produce methanol in more
renewable ways such as by using biomass as the feedstock. As was already



FIGURE 1 Potential uses of methanol in a sustainable economy. CO2 captured at points
of emission or from the atmosphere can be transformed into methanol,
providing a means storing energy from renewable or intermittent sources
in the molecule’s chemical bonds.
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hinted, however, another option exists: carbon dioxide conversion to methanol
(CTM). The product may also be called e-methanol, as it effectively stores the
electric energy used for the conversion in the bonds of the methanol molecule.
Operating since 2012, the CRI George Olah Renewable Methanol plant in Iceland
was the first of its kind in the world,8 converting CO2 from nearby sources into
methanol at an industrial scale. At the time of writing, there are also plans in
motion for two e-methanol facilities located in Finland—one in Haapavesi and
one in Lappeenranta—to begin operation within the next five years.2,14,15 The
current global production of renewable methanol is less than one million tonnes
per year,2,7 less than one hundredth of the global demand. However, estimates
by the Methanol Institute2 suggest that the capacity for e-methanol will reach
16.8 million tonnes per year by 2030, with biomethanol and low carbon methanol
bringing the total to 36.1 million. Still, in order to create a fully carbon-neutral
supply of methanol for global needs, and perhaps even realize the vision of a
future based on carbon recycling as that presented in Figure 1, the catalysts for
carbon dioxide conversion into methanol need to be efficient and practical.

1.2 Methanol made from carbon dioxide

In a CTM reaction, a 1:3 mixture of carbon dioxide and hydrogen gas reacts to
form methanol according to:

CO2 + 3 H2 −−→ CH3OH + H2O · (R1)

This reaction is thermodynamically favourable, as it is exothermic by 0.52 eV (or
50 kJ mol−1). This, assisted by high reaction pressures, shifts the equilibrium
firmly on the side of the products. However, carbon dioxide is a highly stable
molecule with higher-order covalent C–O bonds that are difficult to disrupt.16

Therefore, its chemically activation and conversion into other products requires
harsh reaction conditions. Current research in the field aims mainly at design-
ing and discovering catalytic materials with maximal selectivity and activity for
methanol production that are still active at less demanding conditions.

CARBON CAPTURE AND STORAGE. Points of emission, such as power
plants and industrial locations, are well suited for carbon capture. Amine gas
treating (or "scrubbing") efficiently removes CO2 and H2S from gas mixtures, and
has been used to clean industrial waste gases for decades.17,18 The process typ-
ically produces "sour gas", or a mixture of the H2S and CO2 components, from
which the latter can be separated, although this can be a relatively expensive.
Several technologies also exist that can be used to capture CO2 released when
natural gases or similar fuels are burned for power generation, e.g. SCOC-CC,19

the CES cycle (or water cycle),20 and the Allam–Fetvedt cycle.21–23 With these
systems, it is actually feasible to capture up to 100 % of the CO2 produced.19,21,24

In theory, these generators could also easily be adapted to run on methanol, en-
closing the carbon cycle in one location. The idea of directly capturing carbon
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dioxide from the atmosphere using various synthetic and bio-derived adsorbents
has also gained significant attention.18,25,26 Air capture is somewhat limited by
the relatively low concentration of CO2 in the atmosphere,25,26 but could provide
a type of "carbon negative" solution to reducing the greenhouse gases that have
already been released. It is also a more feasible option for capturing emissions
produced by vehicles than fitting them with individual exhaust scrubbers.

After the successful capture of CO2, it will typically need to be stored—
either permanently or for later use. As a gas, it can be stored in pressurized
containers. This is already common practice but can become challenging if there
is a need to store very large quantities of CO2. Numerous studies and reviews are
dedicated to the storage of carbon dioxide in geological or deep-sea repositories
and saline aquifers.27–30 These efforts are typically aimed at CO2 capture and per-
manent sequestration. The main problems are in the availability of suitable sites
as well as risks of seismic activity.27,28 Metal–organic-frameworks (MOF) are an-
other emerging category of systems that are capable of adsorbing a variety of
molecules, including hydrogen and CO2.31,32

SUPPLY OF SUSTAINABLY SOURCED HYDROGEN. The idea of a future built
on a hydrogen economy has gained much attention for several decades now.33 On
the surface, the push for hydrogen fuel cells to become universal power sources
seems to be in direct competition with equivalent methanol technologies. How-
ever, while there are benefits to methanol that are related to storage and hand-
ling, this is ultimately a matter of societal enactment. Widespread adoption of
hydrogen and methanol technologies are not mutually exclusive or necessarily in
conflict with one another. In fact, because carbon dioxide conversion to methanol
requires a sustainable supply of hydrogen gas, the two are inherently linked.

On a large scale, H2 can be made using one of several methods. Hydrogen
gas is a component of syngas, and thus a product of steam methane reforming.
For applications where only the hydrogen is needed, it can be separated from the
gas mixture. This is commonly called either "grey" or "blue" hydrogen, depend-
ing on if the carbon byproducts are captured. However, the alternative, so-called
"green" hydrogen that is produced through water electrolysis is more relevant to
the purposes of renewable processes. Indeed, relying on hydrogen produced us-
ing methods with high carbon emissions would arguably defeat the purpose of
CO2 recycling. Therefore, the current focus is mainly on making green hydrogen
more sustainable and accessible. Similarly to CO2, storing and transporting large
quantities of hydrogen may be a great challenge. Due to being a gas, hydrogen
has a very low energy density under atmospheric pressure and needs to be com-
pressed for storage and transport. Luckily some progress has already been made
into building the necessary infrastructure. A further increase in energy density
can be achieved by liquefying the hydrogen. However, this requires that its tem-
perature is brought all the way down to below 20 K.34 At worst, the process of
cooling can take ca. 30 % of the amount of energy that would be stored in the
hydrogen itself.33 The flammability and reactivity of hydrogen pose further risks
that need to be considered in large-scale hydrogen storage. Fortunately, however,
hydrogen is not considered a significant environmental pollutant.
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1.3 Heterogeneous Cu catalysts for CO2 conversion to methanol

Current catalysts used for CO2 hydrogenation into methanol are based on the het-
erogeneous Cu/ZnO/Al2O3 (CZA) catalysts that have historically been used to
produce methanol from syngas.35 While the same catalyst is able to react carbon
dioxide into methanol, the conversion of CO2 is typically low and the catalyst
shows poor selectivity for the desired reaction.35–39 Because of this, several com-
binations of metals and oxide supports have been studied with the aim of enhan-
cing the selectivity, tailored to CO2 used as the main feedstock.35–38,40–50 Some of
these combinations include copper, gold, and silver metals supported on zinc ox-
ide (ZnO), titania (TiO2), zirconia (ZrO2), or alumina (Al2O3). Of the metals, Cu
has been proven capable of methanol selectivities in excess of 60 %,35,51 making it
a typical choice. On the other hand, gold has a higher selectivity, even reaching
100 %, but suffers from very low activity.49

In terms of the oxide supports, zirconia (ZrO2) was discovered to have a
significant enhancing effect on the activity and selectivity towards methanol of
the Cu catalyst compared to the more traditional CZA system.35,52–54 Thanks to
the high thermal and mechanical resistance of zirconia, it also prevents catalyst
deactivation during operation.35,52,55,56 The high activity has also been attributed
to an increase in favourable adsorption sites as ZrO2 is able to adsorb more CO2,
for example, than ZnO.54,57 For these reasons, Cu on ZrO2 was chosen as the
starting point for the studies presented.

An additional increase in the rate of methanol production can be achieved
by the addition of a ZnO promoter to Cu/ZrO2,58,59 creating the ternary Cu/
Zn/ZrO2 (CZZ) system. The exact mechanisms for the promotion effect of Zn is
not settled, but several have been suggested. The ZnO component may increase
the dispersion and surface area of the Cu particles.60 However, the associated in-
crease in activity also came with a decreased selectivity towards methanol,60 sug-
gesting that specifically the zirconia surface or Cu–ZrO2 interfaces are responsible
for selectivity.53 Secondly, a type of "reverse spillover" where zinc oxide acts as a
hydrogen reservoir was first suggested on Cu/ZnO/SiO2,61 and subsequently
observed on CZZ.57 There is some evidence that the promotion is specific to
the catalyst metal, as ZnO added to a Ag/ZrO2 system was shown to have no
such effect.50 Cu particles were also found to gather close to the ZnO component,
whereas other noble metals spread more evenly on ZnO/ZrO2.49

THE METAL–OXIDE INTERFACE. The interfaces where the catalyst metal
and the support oxide meet have been suggested by past research to be the active
domain for many industrially important catalytic reactions such as the water–gas
shift reaction,62,63 and CO oxidation.64,65 Similarly, both experimental35,52,58,66–68

and computational35,52,58,68–70 studies have identified the interface between Cu
and ZrO2 as a favourable location for CO2 adsorption. This has implications for
possible reaction mechanisms, as strong CO2 adsorption enables a Langmuir–
Hinshelwood type reaction, where hydrogen dissociated on the Cu readily com-
bines with CO2 adsorbed at the Cu–support interface. Instead, in studies using
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Cu(111) model catalysts, activation of CO2 is not possible which effectively im-
plies an Eley–Rideal type mechanism where gas-phase or loosely bound CO2 re-
acts with surface hydrogens.

PHYSICO-CHEMICAL CHANGES OVER THE CATALYST LIFETIME. Several
methods of preparing the catalyst can be found in literature, e.g. variants of pre-
cipitation,58,59,71,72 flame-spray pyrolysis,73 sol–gel methods,74 and lately atomic
layer deposition (ALD),75 as also featured in paper II. The preparation methods
can have a profound effect on the dispersion of the components and the size dis-
tribution of the catalyst nanoparticles,35,76 likely contributing to some confusion
and conflicting results. However, it is also known that catalytic systems exper-
iences changes during operation, such as particle sintering43,77 or reduction of
active components due to the reaction gas mixture.67,68,73,78,79

Much research has been aimed at understanding the physical and chemical
state and role of Zn in Cu/ZnO and CZA systems, yet some conflicting opinions
persist.35,37,40,43,68,80–82 Under reductive conditions, the ZnO component can in-
teract strongly with the metallic Cu catalyst,37,43,79,83 leading to ZnO migration
onto the catalyst metal and/or the Cu particle wetting the oxide surface. This has
been observed in CZA systems as the formation of graphitic* ZnO overlayer on
the surface of Cu particles.41,66,84

Previous in situ studies have confirmed the existence of both oxidized (ZnO)
and reduced Zn phases in Cu/ZnO systems, with reversible conversion between
the two when gas-phase conditions are changed.43,68,85 Opinions have differed,
however, on which is the active phase. Ultimately much of the conflicting in-
formation may stem from the multitude of different conditions used when char-
acterizing the catalysts,43,67,79 as many analyses can only be done in low-pressure
environments. Still, some suggest that the reduced Zn may include (surface) al-
loys with Cu that have been suggested as enhancing activity.37,40,43,86,87 There are
also suggestions that activity in Cu/ZnO systems is dependent specifically re-
active Zn–formate species created by reduced sites,81,88,89 though it is not clear if
this latter effect is relevant CZZ system, as formates are known to adsorb very
strongly on zirconia.69,90,91 However, there are other results suggesting that the
alloy is likely to re-oxidize and separate in the reaction gas flow or otherwise lose
its activity.67,85 Instead, the oxidic ZnO may promote the reaction via enhanced
adsorbate binding, structural modification, and hydrogen distribution.67,85,92 Re-
cent studies85,92 have directly linked alloy formation with decreased activity. Fi-
nally, it may also be that the true active Zn sites are partially oxidized ones—
either oxygen vacancies in ZnOx overlayers93 or partially reduced alloys.37 How-
ever, while the strong metal–support interaction is often discussed in the context
of Cu/ZnO and CZA catalysts, there is little information available of the role it
plays in Cu/ZnO/ZrO2 systems. Kordus et al.92 recently examined CZZ systems
by operando methods and showed that, while most ZnO does indeed stay on the
surface of Cu particles, some of it migrated onto the ZrO2 under reaction condi-
tions.

* "graphitic" referring to the honeycomb-like structure, rather than electronic properties.
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SUPPLY OF ATOMIC HYDROGEN. It is generally believed that the metallic
copper is responsible for the task of supplying the hydrogen needed for CTM
reactions.37,53,58,94–96 Lattice edge and defect sites in particular have been cred-
ited with high efficiency for hydrogen dissociation due to increased reactivity
brought about by the lower coordination.95,97 Indeed, it has been shown that the
same materials without the Cu component see little catalytic activity.35 Further-
more, experimental studies have suggested the existence of a hydrogen spillover
effect where the activated hydrogen is able to move from the Cu onto the support
or promoter oxides after dissociation.98,99 Therefore, the ZrO2 surface could be
covered by reactive H, allowing also the hydrogenation of adsorbates that are not
bound to the Cu–ZrO2 interface. In fact, H/D exchange experiments suggested
that the process is very fast and thus does not act to limit turnover frequencies.98

While the same effect is known to exist in other metal–oxide systems,100 espe-
cially ones involving reducible oxides, there is also some debate over whether
spillover is possible on irreducible oxides, such as ZrO2 and TiO2.101 Irreducibil-
ity of the surface could be considered an obstacle, as it is effectively hydrogenated
during spillover from the metal. However, subsequent studies have suggested
that spillover is still possible but may involve a different mechanism or the in-
volvement of defect sites.102–104



2 COMPUTATIONAL MATERIALS MODELLING
USING DENSITY FUNCTIONAL THEORY

2.1 Electronic structure calculations

By our current understanding of quantum mechanics, any time-independent and
non-relativistic chemical problem is, in theory, described fully by the famous
Schrödinger equation:

Ĥ|Ψ⟩ = E|Ψ⟩ (1)

where Ĥ is the Hamiltonian operator, and E is the (total) energy. The time-
independent wavefunction |Ψ⟩ = Ψ(x1, x2, . . . , xn) is a function of the coordinates
of all dynamic particles. In the Born–Oppenheimer approximation, we will as-
sume that only electrons are considered dynamic, and that interactions with and
between nuclei are included in the Hamiltonian as an external potential. Gener-
ally, the exact form of the Hamiltonian is system-dependent.

The basis of many methods in use today, Hartree–Fock theory, was formu-
lated in over the course of the 1920s and ’30s, providing a theoretical frame-
work for determining the wavefunctions of a many-particle system ab initio—
from first principles. While HF contains some approximations that could be
considered crude, post-HF methods such as configuration interaction, coupled
cluster, or methods involving perturbation theory are able to offer impressive
accuracy. However, while the leaps in computational power in recent decades
have enabled these methods to be used for small and medium-sized systems,
an inherent problem with scaling persists. As the wavefunction is a function of
the coordinates of each electron in the system—three coordinates per electron—
the number of pairs that one would need to calculate in order to eventually find
the optimal wavefunction grows exponentially with each atom added. For this
reason, density functional theory (DFT) has become one of the most utilized
methods for examining larger systems.
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2.1.1 Density functional theory

The Hohenberg–Kohn theorems, formulated in the 1960s, state that the total en-
ergy of a system where electrons move in an external potential is a functional of
the total ground-state electron density.105 Importantly, minimizing the energy as-
sociated with a three-dimensional electron density is significantly simpler, com-
putationally, than doing the same for a wavefunction of 3N spatial coordinates.
In practice, this makes DFT significantly less demanding in terms of processing
power and thus allows a computational chemist to study much larger model sys-
tems than WF methods. This is particularly helpful for heterogeneous systems
where a model of a specific structure may include hundreds of atoms.

A general expression for the DFT energy functional of a system with an
electron density ρ is:

E[ρ] = F[ρ] +
∫

ρ(r)νext(r) dr, (2)

where the last term describes electron-nucleus interactions with the nuclei in-
cluded as an external potential νext(r). The so-called Hohenberg–Kohn functional
F[ρ] in eqn 2 is:

F[ρ] = T[ρ] + J[ρ] + EXC[ρ]. (3)

Here T[ρ] is the functional describing kinetic energy, J[ρ] is the electron–electron
repulsion energy, and EXC[ρ] is the exchange–correlation functional. Density
functional theory without further approximations is exact and, unlike Hartree–
Fock theory, it includes the effects of electron correlation, i.e. all non-classical
electron–electron interactions, within the EXC term. Unfortunately, there is no
analytical form for the total energy functional that is solvable computationally
and applicable to an arbitrary system. Therefore, practically all applications of
DFT are based on some methods of numerical approximation.

In the (most common type of) local density approximation (LDA), the ex-
change term is calculated using the known expression for the exchange energy of
a uniform electron gas as well as parametrized data of its calculated correlation
energy.105 Calculating the XC term with these simplifications is computationally
undemanding but may end up giving a somewhat crude description of the elec-
tronic structure. While the LDA may provide a good estimate when the electron
density is devoid of severe gradients,106 it can cause inaccuracies when modelling
reactions, as it has a tendency to overestimate bond/atomization energies,107–109

as well as underestimating the band gaps for oxides.106,110 Several methods exist
which introduce the gradients of the electron density into the equation in order
to improve the XC estimate, the most established of which is the generalized
gradient approximation (GGA). All calculations presented in this work used the
Bayesian error estimation functional with a van der Waals correlation compon-
ent (BEEF-vdW) which is in the category of GGA functionals.111 Both LDAs and
GGAs feature residual errors regarding exchange self-interaction of the electrons,
seen especially clearly with strongly correlated states such as transition metal or-
bitals of higher angular momenta. This self-interaction error (SIE) may manifest
as overly delocalized states and significantly narrowed (or vanishing, in extreme
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cases) band gaps in insulating or semiconducting materials.105,110,112 A simple
and computationally inexpensive way to mitigate the SIE is the addition of a
Hubbard correction,113 also known as the DFT+U method. In the work presen-
ted, the Hubbard correction was applied to zirconium d orbitals and the appro-
priate parameters were determined using the self-consistent method described
in ref. 114. There are more elaborate variations of DFT, which can be used for in-
creased accuracy, such as meta-GGAs and hybrid functionals.109,115 Hybrid func-
tionals include some amount of exact exchange calculated using methods such as
Hartree–Fock theory which also has the effect of correcting for the self-interaction
error. However, these methods are computationally expensive and the benefits in
accuracy over GGA may not outweigh the computational burden when model-
ling heterogeneous systems. Therefore, they are typically reserved for use with
small systems or when their use is particularly relevant.109,115

An important aspect that motivated our choice of BEEF-vdW as the XC
functional is its inclusion of van der Waals correlation. Dispersion forces should
be included in computational studies of heterogeneous systems, as they may play
a large part in how species without permanent dipole moments adsorb on the
surfaces of the catalyst. Most density functionals, especially at the LDA and
GGA levels, fail to properly describe these effects.109 To address this, different
(semi)empirical dispersion corrections or vdW terms exist that can be added to
the approximate functionals in use.116–118 BEEF-vdW, on the other hand, was de-
liberately built using semi-empirical machine learning methods which included
van der Waals interactions in the training set. As a result, functional is able to
match or surpass the accuracy of other vdW-DF methods.111 However, as it is
based in machine learning, large errors may emerge when operating outside the
training domain such as in gas-phase reactions.115

The projector augmented-wave (PAW) formalism119 was used in all calcula-
tions to describe electrons near the nucleus. To comply with orthogonality around
the relatively "crowded" atomic nuclei, the wavefunctions of the electrons oscil-
late wildly near the centre. Because of this, many high-energy basis functions are
required for accurate description when using LCAO or plane-wave methods and
the issues of the spacing of a real-space grid basis are exacerbated. Instead, fol-
lowing the PAW method,119 a smooth wavefunction |Ψ̃⟩ is related to the original
wavefunction through a linear relation:

|Ψ⟩ = T̂|Ψ̃⟩. (4)

The operator T̂ contains (pseudo)partial waves ϕ/ϕ̃ as well as projector functions
⟨ p̃i| localized only to inner part (augmentation region) around a nucleus:

T̂ = 1 − ∑
i
(|ϕ̃i⟩ − |ϕi⟩) ⟨ p̃i|. (5)

The equations for observables such as energy can now be written in PAW form-
alism, allowing the calculations to be completed while separating the inner os-
cillating region. Furthermore, the transformation is easily reversed to obtain the
true Kohn–Sham wavefunctions. In this work, all electronic structure calculations
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were carried out using the GPAW package,120,121 which implements the necessary
mathematics, supplemented by tools included in the Atomic Simulation Environ-
ment (ASE).122

2.2 Geometry optimization

Density functional theory is a method for finding the ground-state energy for
the specified atomic configuration. However, in most situations the computa-
tional chemist will also want to find the most optimal atomic structure. To this
end, programs for computational chemistry include geometry optimization al-
gorithms designed to make small, iterative adjustments to the position of the nuc-
lei in the simulation, leading it gradually towards the direction of lower ground-
state energy. At different stages of this work, two different methods were used:
The Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm122 and the Fast Iner-
tial Relaxation Engine (FIRE),123 both implemented in ASE. The former was used
in paper I. However, through further testing, FIRE was found to converge slightly
faster with the specific systems studied and was therefore used in papers II–IV.
In the ideal case, the choice of optimization algorithm does not affect the final res-
ult. In reality, some care should be taken to obtain correct results from structure
optimization.

2.2.1 Global optimization using minima hopping

Starting from a mostly arbitrary initial geometry will not guarantee that the min-
imum that is found is the lowest point in the massive set of all possible geomet-
ries; it is simply the one directly downhill from the starting point. While the
computational chemist’s professional intuition is often adequate to find minima
that are meaningful, efforts have been made to develop algorithms and methods
for so–called global optimization. Global optimization schemes use a variety of
tactics to find the global minimum of the potential energy surface. There are two
more general categories for these algorithms: thermodynamics-based methods,
such as basin hopping124 and simulated annealing,122 and non-thermodynamics-
based, such as genetic algorithms125,126 and the minima hopping method.127 The
mathematical field of global optimization is vast and many more algorithms and
ways to classify them exist, but are less commonly used in chemistry. Basin
hopping essentially aims to discretize the PES, eliminating the barriers between
basins.124 A transformed energy landscape is created, consisting of local min-
ima only, after which the minimum of the new surface is found using Monte
Carlo sampling methods. Simulated annealing, at its simplest, is based on sim-
ulating the structural changes in the system using molecular dynamics (MD),
while slowly cooling the simulation temperature in the process. The weakness
of thermodynamics-based methods is that they are potentially very slow to equi-
librate. Evolutionary or genetic algorithms have also been utilized in finding
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FIGURE 2 Simple illustration of minima hopping. Algorithmically determined candid-
ate structures are optimized, after which a molecular dynamics step escapes
the structure out of its current basin and optimizes the next one.

the global minima of both supported and unsupported metal and metal–oxide
clusters.125,128–131 Genetic algorithms are somewhat complicated multistep pro-
cesses that are designed to create, combine, and mutate the system or its com-
ponents in chemically significant ways that are analogous, in a sense, to natural
selection. Finally, the minima hopping method127 includes a component of MD
but is not dependent on thermodynamic principles for locating the global min-
imum. It was chosen as the method to assist in finding stable adsorption geomet-
ries for Cu/Zn sub-nano clusters in paper IV.

Conceptually, the minima hopping (MH) procedure consists of an "inner
part" which jumps between basins and optimizes the new local minima, and
an "outer part" which compares the energies of new minima to those that have
already been found, rejecting those that are less favourable by some set para-
meter. In practice, minima hopping optimization alternates between two phases
illustrated in Figure 2: a molecular dynamics (MD) phase that is used to escape
the current basin and find new candidates for minima and a (local) geometry
optimization phase using a conventional gradient-descending algorithm. The
optimized structures are accepted or rejected based on their relative stability to
previously found minima and the sequence repeats.

The temperature used during the MD portion of the process is quite signific-
ant. On one hand—and applying the Bell–Evans–Polanyi principle—traversing
from one basin towards another of a lower energy is equivalent to an exothermic
reaction, in which case the barriers we encounter should not be massive. By this
logic, a lower kinetic energy should be sufficient during the MD phase. On the
other hand, if the temperature is too low, the system may get stuck in a stable
basin for a prolonged time instead of sampling new ones. A proper implementa-
tion of minima hopping is therefore self-correcting, and the kinetic energy is auto-
matically adjusted so that roughly half of all escape attempts are successful.127

This aspect of making adjustments based on history can, in some cases, make
minima hopping significantly faster than Monte Carlo methods. Also, while there
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is some evidence suggesting that evolutionary/genetic algorithms are faster than
MH with large cluster models,132,133 minima hopping is likely superior for op-
timizing systems with complex energy landscapes.133

Depending on implementation, constraints can be placed on the system to
preserve identifying aspects of the system.134 For example, molecules adsorbed
on a surface can be given internal forces that push or pull the atoms together if
the kinetic energy in the simulation is strong enough to break bonds. In paper IV,
where sub-nano clusters were optimized on Cu(111) and ZrO2, constraints were
placed on the atoms in each cluster to both keep them attached to the surface and
to discourage cluster dissociation. However, the constraints were implemented
with thresholds to ensure that no force at all is applied when the atoms are within
4 Å of the surface and each other. Therefore, clusters that cohered and adsorbed
strongly on the surface likely experienced no forces.

2.2.2 The nudged elastic band method

For kinetic analysis, it is necessary to find the minimum-energy pathway (MEP)
between two basins on the potential energy surface (PES) that correspond to the
reactants and products of an elementary reaction. The atomic configuration at the
highest-energy point along the MEP is the transition state (TS) of the reaction and
represents the barrier that needs to be crossed for the reaction to take place. The
energy difference between the reactant and transition state structures is the activ-
ation energy ∆Ea of the reaction. Mathematically, the transition state is a saddle
point in the PES and thus its gradient is zero. The PES at this point is positively
curved in all but one direction—the reaction coordinate. If we want to find this
saddle point computationally, the optimization algorithms used to find energy
minima are not enough, as we now need to optimize to a minimum along most
coordinates but simultaneously find the local maximum in one. Therefore, some
restrictions will need to be placed on the optimization process. The (climbing-
image) nudged elastic band method was used in the articles presented in this
work wherever reaction barriers are reported, but most notably in paper III to
find the activation energies for each elementary reaction step.

The nudged elastic band (NEB) method135 involves creating multiple in-
termediate structures (images) that are interpolated between the reactant and
product structures. The images are treated as a sequence with spring forces con-
necting them. These spring forces set the necessary constraints to the geometric
degrees of freedom and ensure that the structures evolve sequentially. Moreover,
they offer resistance against structural changes in the direction of the reaction
coordinate when the geometries are relaxed. If the spring forces are set appro-
priately, the chain of images moves down the gradient of the PES, eventually ap-
proximating the minimum-energy pathway. Spring constants should be chosen
so that they keep the spacing of the images relatively consistent but are not too
stiff to prevent relaxation to the MEP.

However, one practical complication remains in the original NEB method.
While the intermediate states are approximately on the minimum-energy path-
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way, there is no guarantee that any of them lay exactly at the transition state. A
modification to the NEB method, the climbing-image nudged elastic band (CI-
NEB) method136 addresses this by removing the spring forces from the image
with the highest energy after a period of time, while the image is simultaneously
"pushed" towards the TS by inverting the force in the direction of the reaction
coordinate. The calculations should run until the energy gradient reaches zero,
at which point the highest-energy image represents the transition state geometry.
The transition state energy E‡ is used to calculate the activation energy by:

∆Ea = E‡ − E(reactant), (6)

where E(reactant) is the energy of the stable state preceding the transition state
in the direction of the reaction coordinate. Depending on this direction, each
elementary step has separate forward and backward activation energies.

2.3 Analysis of DFT data

In its simplest form, analysis of the DFT data may be about calculating the relative
change in energy during a process. A specific case that is fundamental in this
work is the adsorption energy Eads. Let us define the adsorption energy of an
adsorbate species M as:

Eads(M) = E(M*)− [E(M) + E(*)], (7)

where E(M*) is the energy of the configuration where M is adsorbed at the act-
ive site on the adsorbent. E(M) and E(*) are the energies of the separated com-
ponents, optimized in isolation. Note that all adsorption energies in this work
have been calculated using total energies without zero-point- of gas-phase cor-
rections, unless otherwise specified. Adsorption energies are central in all papers
included, where a variety of systems were used as active sites, including Cu(111),
and zirconia surfaces as well as metal–zirconia interfaces. Several similar inter-
action energies with slight differences were used in the examination in paper pa-
per I.

2.3.1 Analysis of molecular vibrations

By using the energetic information contained by in the potential energy surface,
it is also possible to calculate the forces acting on each atom in a system. This al-
lows us to use ab initio methods to model molecular vibrations and, by extension,
determine theoretical infrared and Raman spectra which are important analysis
methods used by chemists. Generally speaking, IR frequencies determined using
DFT should not be expected to match experimental values in their absolute val-
ues, and often some kind of experimental fitting is used to scale the frequencies.
However, even without corrections, the relative positions of predicted peaks can
be valuable for use in characterization.
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To determine vibrational modes, the PES is sampled by systematically in-
troducing small, finite displacements to the coordinates of the atoms (nuclei)
that have been chosen for examination.137,138 Note also that this is done using
the Born–Oppenheimer approximation. Following Pederson et al.,137 we can
present the collective displacements of N atoms by using a set of orthogonal 3N-
dimensional vectors Xn. The forces calculated at each of these configurations
are used in eqn 8 to build the so-called Hessian matrix (or dynamical matrix) H,
which describes the shape of the PES.

Hij = −∑n XnjFni

δ2 , (8)

where Fn is the force at displacement Xn and δ is the magnitude of the displace-
ment. In our calculations, a displacement of 0.01 Å was used. Combined with
the known masses of the atomic nuclei, a diagonalized Hessian matrix can be
used to retrieve the vibrational frequencies, typically by employing the (double)
harmonic approximation.137,138 When using a real-space grid basis, an additional
momentum-conserving correction can be included to reduce the so-called egg
box effect.139 This correction was used in all of our calculations.

The fact that the examination is based on sampling the potential energy
surface around the nuclear coordinates means that the structure first needs to
be fully optimized to a stationary point, i.e. stable minimum or saddle point. In
fact, the vibrational modes can be used to check whether such a point has been
found. All frequencies for minimum-energy geometries are real and positive,
while an nth order saddle point is expected to have n frequencies whose values
are imaginary. Vibrational frequencies computed for arbitrary and unoptimized
structures are largely meaningless.

2.3.2 Population analysis

The rules of quantum mechanics and the molecular orbital theory tell us that elec-
trons are distributed over the entirety of a molecule or other similarly interacting
system (metal lattice, crystal structure, etc.) to a point where assigning them un-
ambiguously to specific atomic nuclei becomes impossible. As a consequence,
we lose the simple and useful concepts of atoms and the bonds between them
that chemists rely on to make predictions of reactivity. Therefore, some method
of charge and population analysis is desirable, as knowledge of oxidation states
is useful when studying metal-containing or ionic systems. In other words, we
need a way to determine the effective number of electrons that surround a given
nucleus using only the calculated electron density.

When basis set-based DFT is used, Mulliken analysis is a simple method
of assigning charges. If the wave function is expanded in terms of single-atom
wave functions centred on the nuclei, the charge of an atom A in a molecule can
be expressed as:

qA = ZA − ∑
n∈A

(PS)nn,
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where ZA is the charge of atomic nucleus A. The sum is over all diagonal ele-
ments of the product of density and overlap matrices PS that correspond to basis
functions centred on A. Mulliken charges can thus be problematic, as they are
often highly basis-set dependent.140,141 On the other hand, this problem is likely
more pronounced for LCAO-type basis sets, and it has been suggested that the
inaccuracies are minimal when using e.g. a plane-wave basis.142 Löwdin analysis
is largely similar but with the PS matrix replaced by the orthogonalized density
matrix P′. Regardless, other less basis-dependent methods are often preferred.

As an alternative, so-called Bader partitioning is an application of the more
comprehensive Quantum Theory of Atoms In Molecules (QTAIM), credited to
Richard Bader.143 The method is built on the observation that the electron density
ρ forms peaks where atomic nuclei are located, while minima in the density may
be thought to correspond to their confines. Therefore, the topology of the elec-
tron density can be used to unambiguously define the positions and boundaries
of atoms in molecules, as well as their identities and the bonds between them, if
desired.143 The electron population around a nucleus can then be determined by
integration within these bounds, also known as Bader volumes. By basing the
analysis on the three-dimensional electron density instead of basis functions, we
avoid the problems discussed regarding Mulliken partitioning. It has, however,
been noted that Bader partitioning has the tendency to make compounds more
ionic than in reality, effectively overestimating the polarity of bonds.141 Further-
more, the robustness over Mulliken analysis comes at a cost of a larger compu-
tational burden, as the algorithms to find and traverse stationary points in the
charge density are often computationally demanding.144,145 In the work presen-
ted, Bader partitioning was used in papers I, III, and IV as a tool to estimate
charge distributions in a heterogeneous system, for which the method is suffi-
cient. A mature grid-based implementation created by Tang et al.146 was used,
as it scales linearly with the size of the fine grid used and thus is suitable for the
larger systems.

2.3.3 Analysis of metal d-bands

As heterogeneous systems can be complex and modelling them computationally
is time-consuming and costly, easy-to-use descriptors of (catalytic) reactivity are
valuable for the screening of materials. An examination of the electronic struc-
ture of transition metals lead Hammer and Nørskov147 to develop a simple but
powerful predictor of the reactivity of metal surfaces that we now simply call the
d-band model. The shapes of the d-orbitals on the surface of transition metals
are relatively localized and likely to protrude perpendicularly from the surface,
compared to their s or p-orbitals which are confined to the lattice. Thus, they
can be thought to be more involved in the formation of bonds between the metal
and adsorbate.148,149 The d-states of transition metals also tend to form narrow
bands near the Fermi level, making it reasonable to think that they interact with
adsorbates similarly to atomic- or molecular orbitals, forming new bonding and
anti-bonding states.148 Therefore, while estimating the absolute values for ad-
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sorption energies on different metals is not possible from just the metal’s elec-
tronic structure, it turns out that the differences in binding can be explained by
differences in d-band energy.

This analysis is useful for comparing the different reactivities between sev-
eral transition metals that are used as catalysts as well as their alloys. It has been
observed, that straining metal surfaces causes a shift in their reactivity that is con-
sistent with the shift in d-band energy.96,150 There are also results showing that
adsorbate-induced effects (or ligand effects), such as the weakening of oxygen ad-
sorption as a result of increasing oxygen coverage on Au and Pt (111) surfaces,151

can be explained using the model. The d-band model is obviously not sufficient
in cases where the d states do not take part in bond formation or if the metal
particles get too small to have continuous sp states.149 However, in many cases
involving catalytic reactions on metal surfaces, the d-band centres and their shifts
are a good indicator of reactivity.96,147,149,150 In paper I, we investigated whether
the model could similarly explain differences in CO2 adsorption at strained Cu–
ZrO2 interfaces.

For the purposes of the analysis, we begin by determining the density of
states (DOS) of the system: a description of the number of states that exist at a
given energy level. Mathematically, this is expressed as:

ρ(ε) = ∑
n
⟨ψn |ψn⟩δ(ε − εn). (9)

Here εn are the energies corresponding to eigenstates |ψn⟩. The delta function
δ(ε − εn) ensures that the function at any given ε is the sum over states with
εi = ε only. As we are interested in states with a specific angular momentum, we
use projection operators to get the d-projected density of states:

ρp(ε) = ∑
n
⟨ψn | p⟩⟨p |ψn⟩δ(ε − εn), (10)

where |p⟩⟨p| is the p-projection operator. In practice, a program such as GPAW
which uses the projector augmented-wave formalism will use corresponding equa-
tions that involve projectors and partial waves. Regardless, once we have ob-
tained the DOS and projected it onto the d-band, the centre can be determined by
means of integration:

εd =

∫
ερd dε∫
ρd dε

. (11)

For the d-band centres to be useful in comparisons, the energy ε should be given
relative to the Fermi level.

2.3.4 Atomistic thermodynamics

The Gibbs free energy G is a ubiquitous physical quantity used in many thermo-
dynamic analyses in chemistry, as a negative change in Gibbs energy during a
reaction (∆Gr < 0) is indicative of the reaction being spontaneous. Formally, this
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is only true for a closed system under conditions of constant temperature and
pressure. Thus, the change becomes

∆G = ∆H − T∆S = ∆U + p∆V − T∆S. (12)

If the system is not closed and can exchange particles with the surroundings, we
can define the chemical potential for a species i as the change in Gibbs energy
relative to the change in the number of i entering or leaving the system, i.e. the
molar Gibbs energy of i,

µi =

(
∂G
∂ni

)
nj ̸=i,p,T

. (13)

Furthermore, it follows that
G = ∑

i
niµi. (14)

Similarly to G, a decreasing µ tends to indicate a spontaneous process. It is con-
venient that we can also define the change in the Gibbs energy of a system by the
chemical potentials of its components:

∆G = ∑
i

∆niµi. (15)

It is noteworthy to us that the free energy and, by extension, the chemical po-
tential are functions of temperature and pressure. However, by its nature, DFT
is a method for examining electronic structures and does not directly describe
the more macroscopic phenomena of temperature*, pressure, and ultimately en-
tropy. We need a way to match information we get from the model system with
the finite and measurable conditions that real-life catalysts are subject to. To do
this, we can take advantage of pre-existing thermodynamic data that has been de-
termined experimentally. For example, the NIST JANAF tables,152 where values
for standard thermodynamic quantities are provided. Alternatively, the data we
obtain through DFT, such as vibrational frequencies (subsection 2.3.1), together
with well-known atomic properties are enough for us to calculate these effects.
This can be accomplished through the use of partition functions, for example.
If all contributions to the chemical potential are calculated using first-principles
computational methods, we could speak of true ab initio thermodynamics.

For the purposes of this work, we determine the change in chemical po-
tential relative to absolute zero following eqn 16. Because the molecules studied
here are common, and the models quite simplified, it is easiest to do the thermo-
dynamic examination using values for standard entropies S◦ at certain temper-
atures along with standard enthalpies H◦ relative to a reference temperature Tr,
which are available in the JANAF tables.152

∆µ◦(T) = ∆H◦ + T∆S◦

= [H◦(T)− H◦(Tr)]− [H◦(0 K)− H◦(Tr)]− T × [S◦(T)− S◦(0 K)] .
(16)

* Ignoring methods that introduce artificial temperatures, e.g. occupation smearing.
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Thus we can calculate the contribution of temperature and pressure to the chem-
ical potential as

∆µ(T, p) = ∆µ◦(T) + kBT log
p
p◦

. (17)

We can determine the partial pressures using Dalton’s law:

pi = xi p, (18)

where xi is the molar fraction of component i. Finally, by adding the contribution
∆µi together with the ZP-corrected DFT energy for species i, we get the chemical
potential

µi(T, p) = Etotal
i + EZP

i + ∆µi(T, p). (19)

Atomistic thermodynamics was used in paper IV to determine reaction en-
ergies for the oxidation of metallic sub-nano clusters. This was to assist in study-
ing the stability of the Zn(O) component under synthesis and reaction conditions
that could be simulated by varying the chemical potential of gas-phase oxygen.
We will now get be able to calculate this using eqns 16 to 19.

µO2(T, p) = Etotal
O2

+ EZP
O2

+ ∆µO2(T, p◦) + kBT ln
pO2

p◦
. (20)

However, it is well known that the energy of a gas-phase oxygen molecule calcu-
lated using DFT includes a considerable error.153–155 Instead, we use the reaction
enthalpy of O2 + 2 H2 −−→ 2 H2O to calculate a more accurate value, as the form-
ation enthalpy for water is well known (and available from the JANAF tables,152

for example)

E(O2) = 2E(H2O)− 2E(H2)− 2∆ f H◦(H2O, T)

= −32.977 eV.
(21)

This corresponds to a gas-phase error of εO2 = −0.83 eV, which is consistent with
previously calculated values.153,154 The chemical potential of a gas-phase oxygen
atom now becomes

µO(T, p) =
1
2

[
E(O2) + ∆µO2 + kBT ln

pO2

p◦

]
. (22)

To further simplify the computational examination, we will use the total energies
for surface-bound species in place of free energies, effectively excluding entropic
contributions.

2.4 Methods of kinetic analysis

The fundamental result obtained from DFT calculations is the potential energy
surface, or some specific points of it. However, in most cases simply knowing
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energetic values is of limited usefulness when interpreting the results of exper-
iments, where obtaining reaction rates is often the objective. Therefore, we will
need ways to supplement DFT to turn the energetic data into reaction rates. One
could talk of moving from an energy representation to a rate constant repres-
entation. Together with the thermodynamic feasibility of a reaction, its rate is
important when we want to make predictions of activity and selectivity.

We can discuss activity in terms of turnover frequency (TOF), which is ef-
fectively the instantaneous reaction rate relative to the concentration of active
sites. It could be argued that the most accurate way to define the turnover fre-
quency is as the number of times each active centre completes a catalytic cycle per
second. In practice, however, the TOF is often determined as the rate at which re-
actants are consumed or products released by each active site (as in eqn 23), but
may could also be defined relative to e.g. catalyst mass or surface area.

TOF =
dN
dt

=

(dnproduct

dt
/ncatalyst

)
(23)

An equivalent measure called a "catalytic constant" or "turnover number" is com-
monly used in the field of enzymatic catalysis.

Chemists may use the Bell–Evans–Polanyi principle (sometimes Brønsted–
Evans–Polanyi) to infer the activation energies of elementary reactions. It is a sim-
plified but useful linear relation, based on the observation that more exothermic
reactions are likely to proceed through relatively low barriers when compared
to other reactions of the same type. In other words, a more negative reaction
enthalpy ∆rH coincides with a higher reaction rate. Despite its simplicity, it
has been shown that the BEP principle is often applicable to catalytic reactions
on metal surfaces.156,157 However, in the following exploration of computational
kinetic analysis, the focus is on methods that involve finding transition states
(TS)—structures corresponding to saddle points in the PES between the reactants
and products. The difference in energy between the reactants and the transition
state is the energetic barrier that must be surpassed for the reaction to occur, often
called the activation energy (∆Ea) of the reaction. Frameworks such as transition
state theory then provide the mathematical tools to produce rate constants from
this energetic information.

There are significant challenges in measuring catalyst behaviour operando
(during realistic operation) as chemical reactions are often too fast to follow, and
the reaction conditions may involve significantly elevated temperatures and pres-
sures. Many in situ methods, such as diffuse reflectance infrared Fourier trans-
form spectroscopy (DRIFTS)55,58,158 and x-ray spectroscopy methods,49,68 are ubi-
quitous in characterization of heterogeneous systems. Tunnelling electron micro-
scopy can reach the level of nanostructures or even individual atoms, and has
been applied to studying heterogeneous catalysts ex situ and occasionally in situ
with (near) atmospheric pressures and elevated temperatures.42,159 However, it
is rarely an option under fully relevant conditions for CO2 conversion to meth-
anol, especially due to the high pressures. In addition to problems relating to
operating conditions, experimental characterization methods often lack resolu-
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tion at the scale where reactions take place. For example, DRIFTS measurements
can detect the presence and evolution of surface intermediates but, because of its
relatively weak signal-to-noise ratio, it is only reliable for species that retain a suf-
ficient concentration on the surface.158 While turnover frequencies and apparent
activation energies for catalytic processes can be obtained from measurements,
insight into elementary reactions taking place between surface intermediates can
be limited. With computational modelling, we are able to define the composition,
physical state, and operating conditions of the catalyst as required and can obtain
atomic-level details of the reactions taking place as well as their intermediates,
even those that are short-lived or unstable. Some methods for first-principles kin-
etic analysis include microkinetic modelling (MKM), kinetic Monte Carlo (kMC)
methods, and the energetic span model.

Microkinetic modelling has been used, with great success, as a tool in study-
ing heterogeneous systems. In simple terms, it involves finding the rate constants
for each elementary step in the reaction network, typically by applying the results
of transition state theory to DFT calculated reaction barriers.149 Using the calcu-
lated rate constants, differential equations can be set up and solved for changes
in the pressure or coverage of each reaction intermediate. The numerical meth-
ods used to solve the differential equations come with modest computational re-
quirements, meaning it is possible to run the microkinetic analysis on personal
computers. However, in order to obtain reliable results, additional entropic cor-
rections often need to be applied to the DFT data which adds a layer of work that
needs to be done before the analysis can be started.149 This is especially true when
dealing with adsorption or desorption steps from the gas phase. As a mean-field
method, microkinetic modelling only accounts for adsorbate–adsorbate interac-
tions in an averaged way. The coverages of surface species are assumed to be
completely uniform across the surface. The approximation would break down if
the interactions were particularly strong, but is often adequate for catalyst screen-
ing and comparing reaction patwhays.160,161

The term Monte Carlo refers to a number of methods used across many
fields of study that are centred around random sampling. The origins of using
Monte Carlo methods to study the evolution of chemical systems may be traced to
the 1970s162,163 and have since spawned numerous varieties through the pursuit
of accuracy and flexibility. More modern implementations are able to describe
e.g. multisite mechanisms and adsorbate–adsorbate interactions.162–164 In typical
Monte Carlo kinetic analysis, the catalyst surface is represented as a lattice of
active sites.163 A configuration lattice with certain values (intermediate, product,
empty site, etc.) in each cell can evolve into another configuration with some
rate that can be determined from first principles, similarly to before in the case
of MKM. Rates can be included not only for reactions between intermediates,
but also surface diffusion, defect formation, or any other process of interest. The
method proceeds by picking events and evolving the lattice iteratively with a
degree of randomness, leading to a simplified view of how the system is likely
to change with time. While kMC relies on fewer assumptions than mean-field
methods, it comes with an increased computational cost.164
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FIGURE 3 Catalytic networks with branching or interconnected pathways (red, yellow,
green) can be represented as a graph of nodes (intermediates) connected by
edges (transition states). The network can be divided into "mechanisms"
which contain one closed cycle but also include all intermediates that are
not in the cycle as side branches (light grey). The four mechanisms in this
network are shown on the right.

2.4.1 The energetic span model and degrees of turnover control

The energetic span model (ESM) formulated by Kozuch and Shaik165–167 offers
a simplified way of using calculated energies for kinetic analysis. The method
allows us to use DFT data without first calculating individual rate constants for
sub-reactions, and simplifies the rate equations used to obtain turnover frequen-
cies. Furthermore, the model is simpler for the chemist to set up than many other
kinetic models and is not excessively demanding, computationally.

The model is based on Eyring’s transition state theory and thus inherits its
associated assumptions, namely that the system exists in a quasi-equilibrium
between reactants and the transition states following them. Furthermore, the
ESM assumes steady-state operation, i.e. the forward and backward elementary
reactions between surface-bound intermediates are balanced out and thus the
rate of change of their amount (coverage) is significant smaller than that of the
overall reaction.168 We also assume that the system quickly reaches a state of ther-
modynamic equilibrium between the states.

The mathematical model includes the effects of temperature and pressure
insomuch as the Gibbs free energies used in the calculations do. The model can
be made to include the effects of reagent concentration in the solution (in homo-
geneous catalysis) or gas-phase by mathematically converting the Gibbs energies
to "semi-standard" Gibbs energies (see the original paper by Solel et al.169 for de-
tails.) Nevertheless, the energetic span model is limited in its ability to describe
multisite reaction mechanisms or other lateral effects specific to heterogeneous
catalyst particles.170 When utilizing the ESM in paper III, the gas-phase compon-
ents were introduced when needed in distinct reaction steps and were then con-
sumed in the reactions immediately. Thus, a somewhat significant simplification
was made in comparison to the real system where reagents or intermediates may
accumulate on the surface.

The situation is somewhat complicated by reaction networks which have
alternate, branching, or interconnected pathways. More recent extensions, such
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as a graph-theory based implementation167,171 are more optimal for examining
these situations. Figure 3 illustrates another simple situation where pathways are
in competition, but some conversion between the paths is also possible. For the
purposes of graph-based ESM, the network is divided into "mechanisms" which
are defined by exactly one closed catalytic cycle. In the example in Figure 3, a
total of four cycles can be found. Intermediates that are not a part of the cycle
itself are included in the mechanisms as side branches. Elementary steps (edges)
that begin or complete a mechanism can only be traversed in one direction. The
turnover frequency of each mechanism can be estimated by summing together
exponential terms containing each possible pair of intermediate and transition
state energies along with a special delta term.

TOFn =
kBT

h
1 − e∆Gr/RT

∑i,j e(Ti−Ij+δGi,j)/RT
, (24)

where kB is the Boltzmann constant, T is the temperature, h is the Planck con-
stant, ∆Gr is the Gibbs energy of reaction (in this case, of the CTM reaction R1),
and Ti and Ij are the Gibbs energies of a given transition state and intermediate,
respectively. A summation over all n possible mechanisms in the network, as in
eqn 25, gives the TOF of the network as a whole.167

TOF =
kBT

h ∑
n

1 − e∆Gr/RT

∑i∈cyclen,j e(Ti−Ij+δGi,j)/RT
(25)

The delta term δGi,j here is defined as

δGi,j =

{
0 if i > j, i.e. TS follows intermediate
∆Gr if i ≤ j, i.e. TS precedes intermediate,

(26)

which arises from the cyclical nature of the reaction. Let us assume that the cycle
moves mainly in the forward direction, i.e. the TOF is positive. If we encounter
the transition state i before intermediate j, the reaction cycle will need to be com-
pleted once before the transition state is reached again. In this case the energy
difference between the two is offset by the reaction (free) energy ∆Gr. For an ex-
ample, see Figure 4 where transition state T1 immediately precedes intermediate
I2. The correct energetic span is calculated relative to T1 in cycle n + 1.

Intermediates in side branches must be taken into account in calculations as
they might be stable enough to affect the energetic span. Imagine an extremely
stable species present in a side path swinging the thermodynamic equilibrium
heavily to the side of said species, effectively poisoning the catalyst. The graph-
theory implementation of the ESM can reproduce these effects and address the
possible non-linearity of a heterogeneous catalyst cycle. We can simplify the ex-
amination of side branches by assuming that transition states in dead-end paths
do not contribute to the reaction kinetics. This is reasonable because we have
already assumed steady-state operation, i.e. that the main path stays in equilib-
rium with the side branch. In this case, the calculations can simply be completed
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FIGURE 4 Example of a catalytic cycle viewed through the energetic span model. Inter-
mediate I1 is the starting point/regenerated catalyst of each cycle n. Viewing
only one cycle, it could seem that the TOF is limited by the transition state
T2. However, due to the cyclical nature of the process, the I1 of the next cycle
is more TOF-limiting.

as in the case of simple cycles, by treating all intermediates in the branch as being
in the position of the branching-off point.

QUANTIFYING INFLUENCES ON REACTION RATES. The concept of the de-
gree of turnover frequency control XTOF is largely similar to the more widely
recognized degree of rate control (XRC) that is used to analyse multistep reac-
tion networks.172–175 Conventionally, the degree of rate control is connected to a
specific elementary step i as it is defined using rate constants172,175:

XRC,i =

(
∂r
∂ki

)
ki ̸=j,Ki

=

(
∂ ln r
∂ ln ki

)
ki ̸=j,Ki

(27)

where the rate constants of all other elementary steps (ki ̸=j) as well as the equilib-
rium constant of step i (Ki) are kept constant when differentiating. As the theory
goes, a XRC approaching 1 is the rate-determining step of the overall reaction.
By contrast,† degrees of turnover frequency control are determined separately
for intermediates and transition states, and therefore it is possible that the value
of XTOF is greatest for two states that are not consecutive. Put in more prac-
tical terms, we will not assume that individual elementary steps determine the
reaction rate but instead that it is determined by stable intermediates and high–
energy transition states regardless of where in the cycle they appear. That is,
however, with the caveat apparent in eqn 26. A high-energy transition state ap-
pearing before a highly TOF–controlling intermediate may have a less controlling
nature in an exothermic cycle because of the offset created by the reaction energy
(see Figure 4).

† One could argue that anything rate–controlling is also TOF–controlling and vice versa. I
make this distinction simply because of the differing mathematical definitions.
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XTOF,Ti,n =
∑j e(Ti−Ij+δGi,j)/RT

∑i∈cyclen,j e(Ti−Ij+δGi,j)/RT
(28)

XTOF,Ij,n =
∑i∈cyclen

e(Ti−Ij+δGi,j)/RT

∑i∈cyclen,j e(Ti−Ij−δGi,j)/RT
(29)

Thus, the sum of all XTOF values for transition states add up to 1 and the sum of
those for all intermediates sum up to 1.

∑
i

XTOF,Ti = ∑
j

XTOF,Ij = 1

Individual values closer to 1 mean that changing the energy of the state in ques-
tion would have a bigger impact on the TOF of the entire cycle. Note that there
are divergent uses of terminology here, and the result in eqn 28 is also occasion-
ally called the degree of rate control of a transition state.176,177

It is commonly the case that a given reaction network is mainly controlled
by a single combination of a TOF–determining intermediate (TDI) and a TOF–
determining transition state (TDTS), that is, the states both have XTOF values close
to 1. In this situation, we can also utilize the so–called energetic span approxima-
tion and dismiss all the other states. An equation (eqn 30) can then be constructed
for the TOF of the entire reaction cycle that is remarkably simple and reminiscent
of the Arrhenius equation.

TOF =
kBT

h
e−δE/RT (30)

where δE is the energetic span

δE = TTDTS − ITDI + δGTDTS,TDI (31)

Once again, the delta term δGTDTS,TDI from eqn 26 alludes to the cyclic nature of
the reaction. The correct choice of TDTS and TDI is that which maximizes the
energetic span δE.

The energetic span model was used in combination with an XTOF analysis
in paper III to provide a simplified kinetic model to supplement the energetic val-
ues. The Python-based code used to carry out the energetic span analysis was ori-
ginally developed by Garay-Ruiz,171,178 and modified by the author for increased
speed and computational efficiency with the goal of being able to analyse a more
complicated network. A specialized Python script was written by the author for
the XTOF analysis.



3 DFT STUDIES ON HETEROGENEOUS CU/ZN/ZRO2
CATALYSTS FOR CO2 CONVERSION

A number of models were chosen to model different aspects of the Cu/Zn/ZrO2
system. When focusing on the interface between the metallic component and the
supporting oxide, i.e. in papers I and III, we chose to utilize periodic nanorod
models that were supported on periodic slabs of zirconia. A nanorod model
allows the metal to be periodic in one horizontal direction, which helps avoid
particle-in-box type effects that could occur in cluster models and produces less
localized states and a DOS that is more representative of metal surfaces.90 The
nanorods were cut from bulk Cu with a (111) facet facing the oxide. Put another
way, the rods are built of three one-atom-thick Cu(111) layers. In paper III, some
atoms at the interface were replaced with Zn (see Figure 5). This was done in
order to include all three components of the CZZ system at the reactive interface.
Most previous computational studies on CZZ catalysts have only included one or

FIGURE 5 Nanorod models used to represent a CuZn interfaces on monoclinic zirconia
surfaces. The image on the right shows the thickness of the ZrO2 slab and
the cross-section of a nanorod.

two of the three components, although a handful of ternary ones have been used
recently.73,179 The mixed interfaces in our models let us examine the interplay of
all three and represent a suggested case of surface alloying.37,40,43,76
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The rods were placed on a m–ZrO2(111) surface that was built from two
stoichiometric layers. The relatively thin slab was used simply to reduce the
computational costs. Based on our tests, the adsorption strength of the nanorod
experiences only slight variation when the thickness is increased. However, the
calculated adsorption of CO2 at the interface is slightly weaker because of this
simplification.

3.1 Stability of metal–support interface models

For the purposes of this work, it was important that the calculations include the
zirconia support in an explicit form, as its exceptional selectivity towards CTM is
one of the central questions studied. However, the accuracy of computational res-
ults depends on how well the model system describes actual active sites. There-
fore, it is important that we do not introduce artificial stabilizing or destabilizing
effects that arise from poor model selection or a lack of benchmarking.

In paper I, we chose to examine and assess two candidate models for a Cu
nanorod that are geometrically similar to nanorods that have been used for FCC-
metals in recent literature.63,90,180 A top-down view and the cross-sections of the
nanorod models chosen are shown in the first two columns of Figure 6. The
two nanorod models are both cut from the bulk FCC structure of copper, but in
slightly different orientations. Consequently, the oxide–metal interface between
zirconia and the bottom of the nanorod features a different Cu facet. One type
of rod has a bottom facet where the Cu atoms are arranged in a square grid,
corresponding to the (100) plane of an FCC structure. The other has the hexagonal
arrangement typical for (111) facets. As a form of shorthand, the two nanorod
models in their entirety will be referred to as the (100) and (111) structures, based
on their respective termination.

Two phases of zirconia were chosen for the comparison: tetragonal and
monoclinic. These are the two phases that are stable under CTM reaction condi-
tions181–183 while also possessing a regular crystal structure, unlike amorphous
zirconia. Of the two, the monoclinic phase is of much lower symmetry than tetra-
gonal, as evident visually by the more irregular look of the m–ZrO2(111) surface.
This has a clear significance, as we see that the Cu nanorods—and any other Cu
particles—attach to the zirconia surface via Cu–O bonds. In the third column
of images in Figure 6, we see that the nanorods are aligned so that the bottom
layer of Cu atoms are in positions between Zr cations, typically near ZrO2 lattice
oxygens. The placement of Cu directly on Zr top sites is unfavourable but often
unavoidable. Shifting the rod perpendicular to its direction can cause up to a
2.2 eV increase in energy per unit cell. However, because of the inherent lattice
mismatch and the different geometries of the rod and support, there is actually
very little variation in energy when the rod is shifted along its periodic direction.
It is also likely that making the nanorod wider would significantly diminish its
positional preference, as the irregularity in Cu–O interactions is averaged out.
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FIGURE 6 Optimized positions for the Cu nanorods used in paper I on tetragonal (a,
b) and monoclinic (c, d) zirconia surfaces. a, c) (100) nanorods; b, d) (111)
nanorods. The cross-section and a top-down view of each rod is shown. The
rightmost images show how the ZrO2 support aligns with the bottom layer
of Cu atoms (marked with dark circles).
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TABLE 1 Binding energies of the moderate-strain nanorods (per Cu repeating unit), as
well as the best CO2 adsorption energy found along the interface of said rod
and the ZrO2. Positive strain means that the nanorod is stretched relative to
bulk Cu–Cu distance, negative strain equates to compression. Shifts in the Cu
d-band ∆εd caused by interaction with the ZrO2

interface strain (%) ∆εd
(eV)

∆Eb(rod)
(eV/r.u.)

Eads(CO2)
(eV)

t-ZrO2

(100)
−2.71 −0.40 −1.06 —
−0.72 −0.33 −1.11 −1.01
+4.24 −0.40 −0.98 −1.17

(111)
−2.71 −0.28 −0.97 −0.51
−0.72 −0.28 −0.91 −0.52
+4.24 −0.32 −0.84 −0.71

m-ZrO2
(100) −1.02 −0.26 −0.74 −1.38

(111) −1.02 −0.18 −0.67 −0.44

Combining two (or more) chemical species in DFT calculations where the
components are also periodic in the same direction(s) introduces its own prob-
lem. It is unlikely that one unit cell is the perfect size to match the lattice constants
of all components, and thus there is an inherent strain that comes from the mis-
match. In a two-component model, such as a supported nanorod system, the size
of the computational cell can be optimized for one but not both. Several combin-
ations of unit cells, which match the ZrO2 surface exactly but put some strain on
the Cu nanorod, were examined to quantify what magnitude of effect this mis-
match may have. Some key features of these combinations are summarized in
Table 1. It was found that this kind of artificial strain has a non-negligible effect
on the stability of the rod model, as well as the adsorption of a CO2 molecule.
More extreme strains than those listed in Table 1 were originally included. How-
ever, it was found that they quickly begin causing clear structural deformations
in the rod during CO2 adsorption. This change in effective coordination leads to
very unpredictable differences in CO2 adsorption energies between different Cu
sites at the interface, which vary significantly more as the strain was increases.
It is difficult to establish an absolute rule for a maximum strain before the rod
becomes unstable, but ±5 % certainly seems to be too high. For these reasons,
we will focus on a combination of ZrO2 slab size and rod size which minimizes
the strain caused by their lattice mismatch, despite the need for a slightly larger
unit cell and thus more computational resources. In the minimum-strain config-
urations, the nanorod is compressed by 0.72 % relative to bulk when adsorbed on
t–ZrO2 and by 1.02 % on m–ZrO2.

In the gas phase, the (111) nanorod is more stable than the (100) nanorod
by 0.24 eV per Cu8 repeating unit. This is not necessarily surprising, as Cu(111)
surfaces are generally the most stable copper facets,42 and all the exposed faces
of the (111) rod share this geometry. As a consequence, when we examine the
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FIGURE 7 The density of states of the minimum-strain (111) rod on t–ZrO2. Dashed
lines correspond to the Cu and ZrO2 components calculated in separate cells,
filled areas show the DOS of the combined system.

binding energy (Table 1) with which the gas-phase rod attaches to the support,
we can see that the (100) nanorod is stabilized much more by the interaction with
ZrO2. It would appear that the binding energy is stronger for rods experiencing
negative strain. However, it remains somewhat unclear how the stabilization
connects to an increasing Cu:ZrO2 ratio. By analysing changes in the copper d-
band centre, a kind of ligand effect can be seen during the interaction of copper
and zirconia. Adsorption of the rod onto the support shifts the d-band of the
interface atoms (∆εd) down in energy (see Table 1). However, the shift down is
seen only for the Cu atoms on the bottom of the rod, which are in contact with
ZrO2 lattice oxygens. This includes several of the interface atoms and thus the
d-band centre of the interface is affected. The trend for the rod as a whole is very
different, and it seems that the gap between Cu and Zr states around the Fermi
level actually gets narrower, as can be seen in Figure 7. The shift in ∆εd of the
interface atoms is not strongly correlated with strain, especially when structural
deformations occur. ∆εd is slightly smaller for monoclinic zirconia. However, no
clear trends are easily obtained between rod stability or CO2 adsorption strength
and the d-band centre or its shift. The exact environment and coordination of the
individual interface atoms seem to be more important than differences in specifics
of the electron structure, and the interface is too complex to study using these
simplifications. The assumptions inherent in the d-band model break down at
the metal–oxide interface.

The results from this screening lead to the choice of a slightly larger unit cell
in combination with the nanorod systems used in the rest of the work, despite the
slightly increased computational cost. Of the two nanorods, the more stable (111)
was used so as not to artificially enhance CO2 adsorption strength. Finally, while
the tetragonal support was included in this discussion, the following sections will
focus solely on monoclinic zirconia, as did papers II, III, and IV.
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3.2 Elementary steps of the CTM process

3.2.1 Carbon dioxide adsorption onto Cu/Zn/ZrO2

The activated adsorption and its strength was an important metric used through-
out papers I, III, and IV. Indeed, Table 1 already showcased the adsorption en-
ergies of CO2 at the most optimal adsorption site along each strained interface.
In this context, activated adsorption refers to a situation where the very stable
structure of CO2 is disrupted. This typically manifests as a bending of the CO2
(a change in the hybridization of the C atom, if you prefer), and it may also in-
clude a transfer of electron density to the molecule. Technically, another potential
activation could be the direct splitting of the CO2 molecule into adsorbed CO
and O, which has been suggested as a possible mechanism on Cu step or defect
sites.97,184,185 However, this pathway was not included in the model reaction net-
work, as it was found that the resulting intermediates are remarkably unstable at
most of the interfaces studied here.

MINIMUM-ENERGY SURFACES. Let us first examine how CO2 adsorbs on
the surface of pure copper, modelled as a Cu(111) slab (Figure 8d). The mo-
lecule stays completely linear, as it does in the gas phase. This physisorption
is very slightly exothermic with an adsorption energy of −0.21 eV. In the optim-
ized geometry, the distance between the Cu surface and the CO2 is 3.1 Å, which
likely indicates the absence of covalent bonds. The Bader analysis reported in pa-
per IV suggests that the molecule has a very slight charge of ca. −0.1 e, although
this small a number may be meaningless due to the inaccuracy of the partition-
ing method. Regardless, the molecule can be said to stay largely charge neutral
when adsorbed. In many computational works on metal surfaces, it is often as-
sumed or implied that CO2 activation occurs through direct reaction between
linear CO2 and a dissociated hydrogen species on the surface; what could be con-
sidered Eley–Rideal-type formation of formate (HCOO),37,38,68,186 although some
could argue that this is not strictly correct if the linear CO2 is thought to be phys-
isorbed on the surface. Regardless, it may be that activative adsorption of CO2
is not necessarily required for the formation of methanol. The activation energy
of this type of HCOO formation has been reported to be in the order of 0.8 eV
to 1.0 eV,38,68,186 putting it in the same general range as HCOO formation at the
interface, discussed later.

The ZrO2 support itself has the ability to adsorb and activate CO2. Our
calculations, as well as previous studies,69,70 show that the optimal adsorption
geometry is a trigonal structure resembling a carbonate ion (CO3

2 – ), where the
CO2 attaches to one of the exposed lattice oxygens on the zirconia surface (Fig-
ure 8a). One of the O atoms in the adsorbate rests on top of a Zr cation. The
most favourable adsorption location is the two-coordinated oxygen found on the
m–ZrO2(111) surface.

NANOPARTICLE–ZIRCONIA INTERFACES. Several experimental and com-
putational studies have pointed to the CO2 reduction taking place at a metal–
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FIGURE 8 CO2 geometries and adsorption energies (Eads) at several sites relevant
to the Cu/ZnO/ZrO2 system: a) ZrO2, b) Cu–ZrO2 interface, c) CuZn–
ZrO2 interface (Zn-dilute), d) Cu(111), e) ZnO/ZrO2, f) ZnO/Cu–ZrO2, g)
ZnO/Cu(111), h) Zn3O3/Cu(111). Note that Eads are calculated using total
energies without ZP-corrections.

oxide interface.35,52,58,67–70 This made the interface between the Cu nanoparticle
and the zirconia support the primary interest of the studies presented. It was
demonstrated in previous computational studies69,90 as well as papers I and III
that, at the Cu–ZrO2 interface, a distinctive CO2 adsorption geometry is favour-
able. The CO2 molecule coordinates to an interface Cu atom through its carbon,
while its oxygens are placed on two adjacent Zr top sites. In our calculations
at the interface of Cu and m–ZrO2, the adsorption energy was determined to be
−0.6 eV and the Cu–C length was observed to be ca. 2.0 Å. Unlike in the case of
CO2 physisorption on Cu(111), there is significant charge transfer from the cata-
lyst to the adsorbate. The charge of the adsorbed CO2

δ− moiety is ca. 1.2 e at
both the Cu interface and the Zn-containing interfaces. The majority of this extra
electron density is concentrated on the C atom. Activation of the molecule is also
evident from its bent geometry. A top-down view of this geometry can be seen
in Figure 8b. Because of the way both oxygens are touching the zirconia surface,
we occasionally call this a "bidentate" binding geometry. A "monodentate" ver-
sion, where a Cu–C bond is formed just the same, but only one oxygen rests on a
Zr cation is found mainly in cases where the structure of the interface is more re-
strictive. The change in coordination has only a minor impact on stability. Similar
adsorption modes that are reminiscent of this "monodentate" form have also been
reported at Pt–TiO2 and Rh–ZrO2 interfaces47,63 as well as on the edges of reverse
ZrO2/Cu(111) and TiO2/Cu(111) cluster systems,55,68 where similar Cu–C bonds
are formed with one oxygen coordinating to a Zr/Ti cation.

Figure 8c features a mixed CuZn interface from paper III. The adsorp-
tion geometry remains the same, although it seems that the Zn is pulled slightly
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farther away from the rod which indicates that the Zn-containing adsorption sites
may have enhanced geometric flexibility. The Zn–C distance is ca. 2.1 Å, which is
similar to the copper interface. The presence of Zn at the active site increases CO2
adsorption strength, with Eads ranging between −1.1 and −1.3 eV depending on
Zn content, although the effect seems to disappear when a metal-bound hydro-
gen atom is near the active site, such as during the first hydrogenation reaction
to HCOO.

SUB-NANO CLUSTER–ZIRCONIA INTERFACES. In an experimental study,187

the activity of inverse ZnO/Cu(111) and ZnO/Cu(100) catalysts was attributed
to the formation of a ZnO–Cu interface which binds CO2 and formate. The au-
thors report observing ZnO nanoparticles with properties distinct from ZnO bulk
or CuZn alloys. The edges of "graphitic" ZnO layers on the copper surface have
also been suggested as potential active sites with calculations showing favour-
able CO2 adsorption energies.93 Similarly, we have shown in paper IV that ZnO
monomers and small ZnO clusters are able to bind CO2, regardless of whether
they are located on the ZrO2 surface, the Cu(111) surface, or the Cu–ZrO2 inter-
face. The preferred adsorption geometries, shown in Figure 8e–f, are similar in
all cases: the CO2 takes a trigonal, carbonate-like form, where the CO2 attaches
to the monomer/cluster via a C–O bond. CO2 adsorption energies between ZrO2,
ZnO/ZrO2, ZnO/Cu(111), and Cu–ZrO2 are very consistent, falling in the range
of −0.5 eV to −0.7 eV. Notably, however, adsorption to the ZnO/Cu–ZrO2 in-
terface (Figure 8f) is the strongest of all modes we have found by a significant
margin. The difference can not be explained by charge transfer, as the (Bader)
charges of the adsorbed CO2 molecules are quite consistently around −0.2 e to
−0.3 e between the different binding locations. As mentioned, the adsorbate is
more negative at the metallic interface, but this is not reflected in the Eads. Instead,
we suspect that the strong binding at ZnO/Cu–ZrO2 is largely a consequence of
the high flexibility of the interface structure, which significantly reduces strain in
the adsorbed CO2 compared to more geometrically restrictive active sites.

We also performed calculations on mixed monomers (CuZnO), as there is
a chance they may be formed under reaction conditions as a result of Cu migra-
tion, e.g. via Ostwald ripening188 or similar processes. The mixed monomers also
able to bind CO2 by its oxygen centre with an adsorption energy of −0.46 eV. In
this case the adsorption geometry of CO2 is once again similar to those on ZnO
monomers. Larger mixed clusters of the form CuxZnxOx (x ≥ 2) create a variety
of potential adsorption centres, some of which are able to bind CO2 and some are
not. Again, carbonate geometries can form as a combination of CO2 and oxygens
belonging to the cluster. However, adsorption modes with metal–carbon bonds
like those possible at the interfaces and Cu clusters are not found. Some attempts
to optimize activated structures succeeded but yielded adsorption structures that
were thermoneutral or significantly endothermic.
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3.2.2 Supply of dissociated hydrogen

It is generally believed that the dissociative adsorption of molecular hydrogen
occurs on the surface of the Cu component.37,53,58,94–96 Although computational
studies have shown that the abundant Cu(111) surface is capable of hydrogen
splitting,96,147 lattice edge and defect sites have been credited with high efficiency
for hydrogen dissociation due to increased reactivity brought about by the lower
coordination.95,97 Surface diffusion of dissociated hydrogen on copper particles
is also facile, with barriers in the order of 0.15 eV.189 It is therefore reasonable
to assume that hydrogen will be available for reactions at the Cu surface and
Cu–ZrO2 interface. We also considered the dissociative adsorption of H2 at our
CuZn–ZrO2 interfaces, where both H atoms adsorb on Cu/Zn sites at a nanorod
interface. Without further corrections to DFT energies, the homolytic dissociation
is endothermic by 0.4 eV with an activation energy of ca. 1.1 eV, the same value
determined for dissociation on Cu(111). The interface also presents an option
for heterolytic dissociation where, upon dissociation, a hydride–proton pair is
created. A H2 molecule contacting both the metal and the zirconia can split into
a hydride on the metal and a proton on an oxide anion. However, this heterolytic
dissociation is endothermic by ca. 1.0 eV and has a kinetic barrier of 1.4 eV. It
is therefore less feasible than the spillover process, which only has a barrier of
0.8 eV. While the spillover by itself is endothermic by 0.6 eV, the presence of CO2
or further reaction intermediates stabilizes an adjacent H on the oxide up to the
point where it is lower in energy than a rod-bound H.

Our calculations also show that a H2 molecule may adsorb onto a ZnO
monomer on ZrO2, breaking the H–H bond in the process. In this case, the H2
splits into a hydride which binds to the Zn, and a proton which forms an O–H
bond with the oxygen of the monomer. Relative to the ZP-corrected gas-phase
hydrogen molecule, the adsorption energy is a considerable −1.3 eV. Further-
more, a NEB calculation shows that the reaction only needs to cross an activation
barrier of 0.5 eV. This suggests that highly dispersed ZnO centres, that may exist
e.g. after catalyst preparation using ALD, are also able to supply dissociated hy-
drogen to surface reactions. This may also explain the non-zero activity of Cu-free
ZnO/ZrO2 catalysts.190,191

3.2.3 Catalytic pathways and intermediates at Cu(Zn)–ZrO2 interfaces

There are two main competing pathways that have been proposed for the cata-
lytic conversion of CO2 to methanol which are presented in Figure 9.35,52,80 The
formate pathway begins with the reaction of CO2 to form the titular formate inter-
mediate (HCOO). As discussed in the previous section, this could happen either
via a Langmuir–Hinshelwood or an Eley–Rideal type reaction, depending on if
the CO2 is adsorbed on the surface first. What we will call the reverse water–gas
shift pathway involves the conversion of CO2 to carbon monoxide (CO), which
is then hydrogenated to methanol on the same catalyst. The suggested mechan-
ism here begins with the formation of a (hydro)carboxyl intermediate COOH. As
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FIGURE 9 Theoretical reaction network for carbon dioxide conversion to methanol. The
pathway along the left side (light green) is often called the formate pathway.
The reverse water–gas shift pathway through CO formation and hydrogen-
ation is on the right (red-orange). Intermediate species in rounded boxes are
adsorbed on the catalyst surface, Solid lines between intermediates imply
hydrogen addition. Arrows are points where (de)adsorption may occur.

mentioned, a third mechanism starting with direct CO2 splitting has been invest-
igated previously97,184,185 but will not be included here in detail. The system of
shorthand for intermediates and transition states in this section is the same as
used in paper III.

The reaction network was inspected by modelling the adsorption of the in-
termediates at the Cu nanorod interface as well as the three Zn-containing inter-
faces introduced on page 39. Additionally, the transition states for the elementary
reactions along the proposed mechanisms were sought using the nudged elastic
band method. Unless otherwise specified, the values in the following discus-
sion are of the Zn-dilute interface. Regardless, they are largely representative of
all Zn-containing interfaces. Differences between the interfaces are highlighted
when relevant. The process of obtaining Gibbs free energies corrections by com-
putational methods was omitted in this study simply due to the large number
of structures included. Because the focus here is solely on obtaining a qualitat-
ive comparison between the RWGS and formate pathways, and the intermediate
steps that we are interested in are mainly surface reactions, the energies produced
by DFT are enough for our purposes. However, this omission does affect the ad-
sorption/desorption steps of gas-phase components that occur at the beginning
and end of the conversion—namely those of CO2, H2, and CH3OH. By exten-
sion, it may also have an impact on the reaction energy. Yet, with the level of
theory used here, the reaction energy was determined to be −0.53 eV, which is
in line with the reaction enthalpy of −0.42 eV to −0.52 eV reported in previous
literature.52,186
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3.2.3.1 Competing reactions for carbon dioxide hydrogenation

As discussed in subsection 3.2.1, CO2 adsorbs readily at the interface between
Cu or CuZn and the ZrO2 support in a way that involves both components: the
carbon atom attaches to the nanorod, while the oxygens rest on Zr cations. Gen-
erally, it is believed that the Cu component is responsible for the dissociation of
molecular hydrogen.37,53,58,94–96 Consequently, it can be assumed that the hydro-
gens are bound to the metal surface as the hydrogenation reactions begin. On the
other hand, a hydrogen spillover effect, where hydrogen moves from the metal
onto the surface of the support, may be important for catalytic activity.98,99 From
this setting, two options emerge for hydrogen addition (Figure 10): reaction with
a Cu-bound H to form a C–H bond and a formate intermediate, or reaction with a
ZrO2-bound H to create an O–H bond and a carboxyl intermediate. This spillover
effect was considered when modelling the elementary reactions of the CTM pro-
cess, especially those where the reactants are not bound to the metal–support
interface such as the hydrogenation of the methoxy intermediate.

FORMATE PATHWAY. The reaction to formate has a significant activation en-
ergy of 1.2 eV (T01 in Figure 10a), which is in line with previous results.68,69 The
activation energy is slightly lower for the Cu interface at 1.0 eV, which would
indicate that Cu stabilizes the H atom passing over it more than Zn. This may
also be seen in the exothermic energy of the adsorption of the hydrogen at the
Cu interface, as seen in Figure 11. During the formation of the HCOO interme-
diate, the metal–carbon bond is broken, but the adsorbate remains bound to Zr
cations through both its oxygens. The reaction is exothermic by 1.2 eV and the
resulting formate intermediate is remarkably stable with an adsorption energy
of −2.1 eV. Despite this, the formate is readily hydrogenated into a methylene-
dioxy (H2COO) intermediate in the vicinity of the interface. Hydrogen from the
metal is able to react and form a second C–H bond with an activation barrier of
ca. 0.4 eV. Many past studies conducted using metal surface or inverse catalyst
models37,38,48,55,68,192 have concluded that the hydrogenation of the formate pro-
ceeds via formic acid (HCOOH) and do not report values for H2COO formation.
However, in our calculations on ZrO2 supported systems, HCOOH formation is
clearly the less favourable option with an activation energy in excess of 1.5 eV.
The HCOOH intermediate is also ca. 0.8 eV less stable than the H2COO. This
difference in the stabilities can be explained by the presence of Zr–O bonds that
stabilize the methylenedioxy structure on ZrO2, while the copper shows no such
effect. At the interface, the metal component is not involved in the adsorption
of H2COO at all. Due to the low kinetic barrier between them, the conversion
of HCOO to H2COO and vice versa is likely to be fast, which has also been sug-
gested in a previous computational study.69 The reaction following the H2COO
intermediate—the creation of a hydroxymethoxy intermediate H2COOH—also
proceeds through a similarly modest barrier of ca. 0.5 eV. This reaction takes
place on the zirconia only, as neither its reactants or products are bound to the
nanorod and the hydrogen is transferred to the molecule from a ZrO2 lattice oxy-
gen. On zirconia, H2COOH readily dissociates into formaldehyde (H2CO) and a
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FIGURE 10 Elementary reactions of CO2 conversion to formate (a) and carboxyl (b) at
the Zn-dilute interface. Eads relative to gas-phase CO2 and H2, as well as
the activation barrier ∆Ea are shown.

Zr-bound hydroxyl group through a barrier of 0.2 eV.
RWGS PATHWAY AND CO HYDROGENATION. In the CO2 to COOH reaction

presented in Figure 10b, the hydrogen is initially bound to a ZrO2 lattice oxygen
at the interface from where it reacts to form a bond with the oxygen of the ad-
sorbate. This reaction is slightly endothermic relative to the adsorbed CO2, but
its activation energy is only 0.7 eV. In a previous study,69 the COOH intermediate
was created starting from a hydrogen that was initially bound to the Cu cluster.
However, this lead to a barrier that is significantly higher at 2.0 eV, as was corrob-
orated by our test calculations at the Zn-dilute interface which produces a similar
result when the hydrogen is initially placed on the metal.

The formed carboxyl intermediate retains a bent shape similar to the ad-
sorbed CO2 molecule, where its carbon is bonded to the active metal site and its
oxygens remain bound to Zr top sites. The added hydrogen points away from
the zirconia surface. The addition of the hydrogen has weakened the C–O bond
between the new OH group and the central carbon, and its dissociation becomes
facile. At CuZn interfaces, the barrier for this breaking of the adsorbate into CO
and OH is only 0.2 eV. Conversely, since the COOH is bound to the interface, a
hydrogen could conceivably react from the metal surface to create HCOOH. This
option was explored through NEB calculations, but resulted in the spontaneous
breaking of the C–O bond during the simulation, as the barrier for this H–C bond
formation was in excess of 0.7 eV. It was therefore excluded from the network, as
it seems reasonable to expect that COOH breaks into carbon monoxide and a Zr-
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FIGURE 11 Potential energy diagram of the formate (green) and RWGS (red) pathways
at the Zn-dilute interface.

bound OH group instead. The CO molecule can be adsorbed on the Cu surface
or the Cu–ZrO2 interface, but is also significantly stabilized by Zr cations and can
thus stay adsorbed on the zirconia. In fact, the adsorption energy on both Cu
interface sites and Zr sites is similar at ca. −0.5 eV relative to gas-phase CO.* Not-
ably, the Zn centres present at the interface are not able to adsorb a CO molecule.
Instead, it moves to an adjacent Cu site.

As the first step of carbon monoxide hydrogenation, CO adsorbed at an
interface Cu site forms a bond with a metal-bound H atom to produce a formyl
intermediate (HCO). This reaction is exothermic by −0.4 eV with an activation
energy of 0.32 eV. We explored COH formation as an alternative but found it to be
endothermic by 0.6 eV and hindered by a considerable barrier and thus excluded.
HCO hydrogenation to HCOH was left out for the same reasons. Instead, HCO
reacts with hydrogen from the metal to form H2CO with an activation energy of
0.5 eV. Combined, the hydrogenation of CO into H2CO is exothermic by −1.3 eV.

Figure 11 provides an easy visual comparison between the competing form-
ate and RWGS pathways. It is clear that intermediates belonging to the RWGS
process and the hydrogenation of CO to H2CO are less stable than those along
the formate path. On the other hand, the RWGS pathway is free of the high bar-
rier associated with HCOO formation and its energy landscape is much flatter.
Therefore, it could be that the formate pathway is limited by its kinetics. Ulti-
mately, it is not immediately apparent which pathway is favoured.

Elementary steps from H2CO to the release of methanol are shared between
the two mechanisms. H2CO can be hydrogenated to a methoxy intermediate
(H3CO) at the interface, the activation energy of which varies in the order of

* The values in Figures 11 and 12 are relative to gas-phase CO2 and H2 and include OH and
H on the surface.
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FIGURE 12 Potential energy diagram of the RWGS pathway at all Cu–ZrO2 and CuZn–
ZrO2 interfaces.

0.4 eV to 0.6 eV depending on the interface. The formation of H2COH is also
possible from hydrogen that has spilled over onto the zirconia, and the activa-
tion energy for this is no more than 0.1 eV. However, the formation of the meth-
oxy species from H2CO is exothermic by 1.0 eV, while the reaction to H2COH is
practically thermoneutral. The situation is essentially reversed for the final step,
where H3CO reacts onward through a negligible barrier and a practically ther-
moneutral reaction using hydrogen from the zirconia surface, and H2COH forms
methanol over the interface in a very exothermic reaction with an activation en-
ergy of 0.5 eV to 0.7 eV. The product, methanol, is adsorbed on the zirconia sur-
face through a Zr–O bond, standing near the interface but without clear bonds to
the metal. The molecule is bound to the zirconia quite strongly with an adsorp-
tion energy of 1.3 eV. In addition to the desired product, the process creates water
which, in our calculations, was left in its dissociated form on the zirconia surface,
i.e. one hydroxyl on a Zr top site and one hydrogen either forming a terminal
OH with a ZrO2 lattice oxygen or adsorbed on the metal. The energetic cost of
removing these as molecular water is relatively high at ca. 0.9 eV, suggesting that
they may instead accumulate on the zirconia surface.

INFLUENCE OF ZN CONTENT. As seen in Figure 12, there are several points
in the PES where the stability of intermediates differs between the Cu interface
and the Zn-containing interfaces. The differences are, as one could expect, most
visible in intermediates that are in direct contact with a metal site. While the op-
timal adsorption locations for the adsorbates are near the interface where they
were formed, many intermediates such as HCOO, H2COO, and H3CO, do not
form clear bonds with the interface. Thus, there is only a very small difference
in their relative energies between the Cu interface and Zn-containing ones. For
example, a formate intermediate adsorbed to a site next to the interface is only
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TABLE 2 Comparison between experimental and DFT calculated formate IR frequen-
cies. DFT-calculated values are given for m–ZrO2(111), Cu(111), and a ZrO2-
bound ZnO monomer.

exp. frequency (cm−1) DFT frequency (cm−1)

mode Cu/Zr Zn/Cu/Zr Cu/Zn/Zr ZrO2 Cu(111) ZnO/Zr

νs(O–C–O) 1367 1369 1369 1323 1307 1326
ρ(C–H) 1379 1377 1377 1338 1347 1358
νas(O–C–O) 1569 1575 1575 1532 1507 1535
ν(C–H) 2873 2867 2867 2981 2970 2961

0.1 eV more stable than one standing farther away, free from the influence of the
interface. Based on this, it would seem that diffusion of these intermediates across
the zirconia surface could be possible, although the kinetic feasibility of this was
not examined here. There are also slight differences in the adsorption and activa-
tion energies between interfaces of different Zn content. However, the differences
are very small and do not seem to form clear trends. They can be explained, in
part, by the mismatch of Cu and Zn lattice constants creating a similar straining
effect as was described in section 3.1. In this case, the strain of the interface atoms
increases with increasing Zn content, leading to more unpredictable behaviour
most evident when looking at line for the Zn interface in Figure 12.

3.2.3.2 DFT-assisted identification of surface intermediates

The combined experimental study in paper II was focused on examining Cu/Zn/
ZrO2 catalysts prepared using atomic layer deposition. A series of samples was
produced, where the order of Zn addition by ALD and Cu addition by impreg-
nation was varied. This hypothetically leads to configurations where different
components end up partially covering each other. As a part of catalyst testing,
in situ diffuse reflectance infrared Fourier transform spectroscopy (DRIFTS) was
used to examine the presence and evolution of surface-bound intermediates such
as formates, carboxyls, and formic acid. While the general regions for the IR ad-
sorption peaks of these intermediates are available in literature, a computational
estimate of how the peaks are influenced by the surface structure may be use-
ful in identifying the dominant adsorption sites seen during DRIFTS. We used
DFT calculations to determine the vibrational frequencies for HCOO, COOH,
H2COO, and HCOOH on a variety of supports, namely m–ZrO2(111), Cu(111),
and Cu(110). A ZnO monomer adsorbed on a zirconia slab was used to model
the ZnO/ZrO2 active site.

After the calcination and reductive activation of the catalysts, alternating
mixtures of 10 % CO2 and H2, separated by argon flushing, were streamed into
the system at a rate of 50 mL/min in a temperature range of 450 K to 550 K.
DRIFTS spectra were recorded at each step. Formate species appearing on the
surface were detected after adsorption cycles with CO2 and H2, suggesting that
some hydrogenation is taking place. The positions of DFT-calculated peaks are
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relatively consistent with the experimental spectra, although a systematic un-
derestimation of ca. 45 cm−1 is evident in the absolute values seen in Table 2.
However, the experimental bands ascribed to C–H stretching are at much lower
wavenumbers than those determined computationally and peaks in the area of
the computed values are typically assigned to νas(O–C–O)+ δ(C–H) combination
modes.193 The experimental values in Table 2 that were determined for νs(O–
C–O) and ρ(C–H) are no more than 10 cm−1 apart, matching best with the gap
of 15 cm−1 between the respective computational frequencies on ZrO2. The dif-
ference is clearly larger both ZnO/ZrO2 (22 cm−1) and Cu(111) (40 cm−1), sug-
gesting that the formate binds on the ZrO2 surface, rather than on Cu or ZnO
particles. Other relations between peaks are not sufficiently unique to aid iden-
tification. Furthermore, the experimental values do not differ significantly from
one sample to another. However, this is consistent with the conclusion that form-
ate is more likely to be adsorbed on the exposed zirconia, rather than either Cu or
Zn(O). Furthermore, the presence of (bi)carbonate structures after CO2 adsorp-
tion was confirmed by DRIFTS, confirming adsorption to oxidic active sites.91,194

However, no further CTM reaction intermediates, such as H2COO, HCOOH, or
H3CO, were identified in DRIFTS measurements. This could be due to the ana-
lysis conditions and alternating gas composition used during the measurements,
which do not fully represent reaction conditions and can not sustain the full con-
version mechanism.

3.2.4 Examining the relative kinetics at CuZn–ZrO2 interfaces using the ener-
getic span model and degrees of TOF control

To provide a point of comparison between the formate and RWGS mechanisms,
the DFT-calculated energies of intermediates and transition states along the cata-
lytic network depicted in Figure 9 were used as input for an energetic span ana-
lysis, which was then run at 500 K. Most unstable reaction intermediates and
competing paths with higher activation energies were removed from the net-
work, as illustrated in Figure 13. This excluded e.g. the possibility of HCOO hy-
drogenation through formic acid, as well as the unfavourable HCOH intermedi-
ate. Note also that another simplification was made regarding OH groups on the
zirconia surface, which were handled differently in the ESM analysis than what is
shown in Figures 11 and 12. In the ESM network (Figure 13), the surface hydroxyl
and one hydrogen were removed from the surface after the formation of H2CO,
effectively assuming the formation of water. The network was reduced mainly
in the interest of performance so that it would be possible to run the analysis on
a typical workstation computer within a reasonable timeframe. The network in
Figure 13a also includes the possibility of CO desorption, which was excluded
for technical reasons relating to the code used for analysis.

The simplified reaction network is broken down into the four cycles listed
in Table 3. Two of these can be considered RWGS paths and two of them are
formate paths, with the difference being the second-to-last intermediate being
either H3CO of H2COH. The energetic span analysis suggests that the turnover



FIGURE 13 a) full network built from intermediates discussed in paper III; b) simplified
catalytic network used for the energetic span analysis in paper III. I0 marks
a beginning/end of the catalytic cycle where the all reagents and products
are in the gas phase.

TABLE 3 Turnover frequencies and effective energetic span values for several possible
pathways of carbon dioxide conversion to methanol at the Zn-dilute interface.
TOF values were calculated at 500 K. The key intermediates that identify each
cycle are listed (see also Figure 13).

cycle 1 cycle 2 cycle 3 cycle 4
COOH HCOO

H2COH H3CO H2COH H3CO

δEeff (eV) 2.67 1.89 3.13 2.35
TOF (s−1) 4.2 × 10−12 5.6 × 10−5 2.7 × 10−16 3.6 × 10−9
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frequencies of the RWGS pathways are higher than those of the formate paths
with the same latter half. The results also clearly show that the methoxy (H3CO)
intermediate is dominant over H2COH by several orders of magnitude. This is
consistent with the difference in their relative stabilities as well as the conclu-
sions of previous computational studies on Cu cluster and surface models.38,68,69

The most favourable route through the network therefore proceeds through the
RWGS pathway and CO hydrogenation at the metal–oxide interface and ends
with H3CO hydrogenation into methanol on the zirconia surface. The predicted
turnover frequency for the most optimal path is 5.6 × 10−5 s−1. The TOFs of all
cycles are shown in Table 3.

It is worth discussing the simplification we have made by immediately re-
moving the OH produced during the reaction from the surface. This is an en-
dothermic step on ZrO2 and ends up raising the energy level by 0.7 eV. If, hy-
pothetically, we were to ignore the desorption and assume that the OH groups
accumulate on the surface, we would likely arrive at a higher predicted TOF, as
the energetic span is lowered and the cycle becomes more exothermic. It may
therefore be that, in reality, some accumulation of the surface species occurs as
the reaction is cycled, although the simplified ESM is not able to directly rep-
resent it. Additionally, it is known from experiments that it is a significant side
product in CTM on Cu/ZrO2 catalysts.35,60,68 Indeed, it was also identified as a
major product in paper II. The release is perhaps limited by the high pressures
that the reaction typically takes place in and the fact that CO adsorption is exo-
thermic. Nevertheless, the model assumes that all CO either reacts forward to
HCO or backward to COOH.

For a deeper view of which parts of the conversion process limit the TOF, a
degree of turnover frequency control analysis was performed with the same data.
Species with XTOF > 0.001 are listed in Table 4. It is quite clear that, because of its
high stability, the formate is the most strongly TOF-controlling intermediate. On
the other hand, the degrees of TOF-control for transition states in the networks
is more nuanced. If we were to look only at the RWGS pathway, we would find
that the XTOF for the barrier of methoxy intermediate formation is at unity. The
rate of the RWGS path could therefore be described as being controlled entirely
by the stability of the formate and the activation energy of methoxy formation
from formaldehyde. The rates of formate mechanisms are also influenced greatly
by the barrier to form H3CO. However, in this case the large barrier for CO2
hydrogenation to formate is also roughly 31 % TOF-controlling.

3.3 Stability and agglomeration of ZnO on Cu/ZrO2

The existence of atomically dispersed Zn(O) units was suggested in paper II as
well as recent experimental studies involving catalysts prepared using ALD93

and double-nozzle flame spray pyrolysis.73 This may lead to lone Zn species be-
ing present on the surface of the as-prepared catalyst, particularly in cases where
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TABLE 4 Degrees of TOF control for certain states of interest in paper III. Only the val-
ues for the RWGS and formate mechanisms with the highest TOFs are shown.

intermediate XTOF (RWGS) XTOF (form.)

HCOO (formate) 1.00 1.00

transition state

H2CO+H–H3CO 1.00 0.69
CO2+H–HCOO — 0.31

Zn was added last and is thus not covered by other components. However, the
stability and atomic-level evolution of these species under the calcination steps
of catalyst preparation and the highly reductive reaction conditions is unknown.
Typically, metallic species tend towards sintering through coalescence, or growth
through e.g. Ostwald ripening.188,195–197 We investigated the adsorption geomet-
ries and stability of ZnO monomers and sub-nano clusters on the surfaces of
monoclinic zirconia and copper, as well as their interface, with the aim of ad-
dressing whether Zn/ZnO monomers are stable under reaction conditions of CO2
CTM or whether larger agglomerates are preferred. Because of this wide range of
conditions, we chose to examine both oxidic ZnO monomers and ZnxOx clusters
as well as cases where "metallic" Zn (reduced metal adatoms/clusters) exists on
the catalyst surface. To assist in the examination, we may define the agglomera-
tion energy of a structure AB as:

∆Eagg = ∆E f (AB)−
[
∆E f (A) + ∆E f (B)

]
, (32)

where A and B are two species combined to form AB. The formation energies
∆E f here are defined relative to the energy of an isolated ZrO2 slab and not its
elements in their reference states. That is, for a cluster of form ZnxOy,

∆E f (ZnxOy/ZrO2) = E(ZnxOy/ZrO2)−
[

E(ZrO2) + xebulk
Zn + y

1
2

E(O2)

]
, (33)

where E(ZrO2) is the DFT energy of the isolated ZrO2 model, ebulk
Zn is the energy

of a bulk Zn atom and E(O2) is the energy of an oxygen molecule determined
from eqn 21. This can easily be extended to species of different composition and
to different support models.

ZRO2-SUPPORTED MONOMERS AND CLUSTERS. ZnxOy species attach to
the ZrO2 surface through Zn–O and O–Zr bonds, resting beside the binding ZrO2
lattice oxygen (see Figure 14). The sub-nano clusters studied are quite far from
the size range where they would have defined surfaces or any kind of bulk-
like structure. The structures are also very different from the optimal conforma-
tions of the clusters in the gas phase. It seems then that the optimal geometries
are formed from optimal bonding to the m–ZrO2(111) surface which, as already
noted, is quite irregular. Recently, Nikolajsen et al.198 reported the presence of
similar amorphous ZnO species that were stable on the zirconia surface. Both the
ZnO monomer and sub-nano ZnxOy clusters are placed preferentially in contact
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FIGURE 14 Agglomeration energies of Znx and stoichiometric ZnxOx structures on zir-
conia from adsorbed atoms/monomers at infinite separation. Purple: Zn,
red: O.

with low-coordinated oxygen sites—namely the two-coordinated oxygen that is
present on the (111) surface. In fact, the adsorption at this site is 1.5 eV stronger
than at the most favourable 3-coordinated site. On an ideal surface, these low-
coordination sites are found once per 2.2 nm2, setting a soft limit for the max-
imum ZnO monomer coverage. This is comparable with the experimental cover-
age of 1.9 nm2 determined in paper II.

Metallic Zn monomers seem to adsorb only weakly to zirconia, and settle
ca. 3.5 Å above surface Zr sites during optimization. There is little preference for
any specific Zr cation, as the energies vary at most 0.1 eV. We also see, that a Zn
adatom has an adhesive energy of only −0.2 eV relative to the gas phase. It can
therefore be concluded, that they would not be anchored to the zirconia and, if
formed through reduction, will be highly mobile.

Both non-oxidized Zn and oxidic ZnO seem resistant to agglomeration on
zirconia, at least initially, and the joining of two fully separated ZnO units is
almost thermoneutral (see Figure 14). The formation energies relative to bulk are
also much less endothermic for Zn/ZnO species than, for example, the ∆E f of
Cu clusters: ca. 0.7 eV per x for ZnxOx versus 2.1 eV for Cux. This suggests that,
while the thermodynamics favour sintering and bulk formation, this potential is
lower for Zn-based species on ZrO2. Similarly to ZnO, Zn adatoms do not show
an immediate tendency towards agglomeration. This is also reflected in the Zn–
Zn bond lengths of Znx-type clusters, which are longer than those in bulk Zn,
decreasing slightly as the agglomeration progresses.

CU(111)-SUPPORTED MONOMERS AND CLUSTERS. ZnO monomers are
less stable on the Cu(111) surface than they are on zirconia by ca. 0.7 eV. The
clusters adsorb in more regular geometries than they do on zirconia, with their
oxygens mainly in surface hollow sites (see Figure 15). A previous computational
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FIGURE 15 Agglomeration energies of Znx and stoichiometric ZnxOx structures on
Cu(111) from adsorbed atoms/monomers at infinite separation. Purple:
Zn, red: O.

study128 examined similar ZnxOy clusters on Cu(111) in a higher size range of
3 ≥ x ≥ 7 and similarly found the structures to be relatively regular and sym-
metric. This is, of course, enabled by the high symmetry of the (111) surface.
However, the clusters differ slightly from structures that were previously repor-
ted for (ZnO)x in gas phase,199 where the structures tend to be more cyclical and
planar. It is again likely that O–Cu binding guides the geometry.

While the ZnO units adsorb weaker on Cu(111), they show a much clearer
tendency towards agglomeration. The Eagg values are in the order of 0.6 eV to
0.9 eV per ZnO monomer addition—an order of magnitude higher than values
on zirconia. It appears that the agglomeration is closing the gap between the
stabilities of ZnxOx species on ZrO2- and Cu(111). While the difference was 0.7 eV
for the ZnO monomer, the Zn3O3 cluster is only 0.6 eV, or 0.2 eV per ZnO unit,
less stable on Cu(111). This likely speaks to the ability of the zirconia to stabilize
the ZnO monomer.

Whereas Zn adatoms and Znx clusters show no clear binding to zirconia,
they are 0.6 eV more stable on the Cu(111) surface per Zn atom. This could sug-
gest a degree of Zn migration onto the Cu surface under highly reductive condi-
tions. The optimal adsorption locations are at Cu(111) hollow sites (FCC), but the
energy differences between different cluster geometries are small. The optimal
geometries found are the same linear shapes reported in another recent study.128

While the Zn–Zn distances of ca. 2.7 Å are consistent with inter-atomic bonds, un-
like those of ZrO2 supported clusters, the agglomeration energies are relatively
weak (Figure 15).

ZNO AT THE CU–ZRO2 INTERFACE. As we have already demonstrated the
importance of the Cu–ZrO2 interface in the CTM reaction steps, it is reasonable
to investigate the behaviour of the oxidic ZnO component at these active sites.
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FIGURE 16 Formation energies of Zn and ZnO monomers on ZrO2, Cu(111), and the
Cu–ZrO2 interface as a function of the chemical potential of oxygen, with
Zn on ZrO2 used as a reference. The background is coloured according to
the most stable state in the region. ∆µO values corresponding to reaction
and calcination conditions are marked.

For this examination, only ZnO and Zn2O2 were chosen as sufficient representat-
ives. We see that the ZnO monomer binds very strongly at the interface, lowering
the energy by 0.5 eV compared to the most favourable adsorption at the two-
coordinated ZrO2 lattice oxygen. The preferred geometry spans the interface, the
Zn centre binding the metallic Cu, while the oxygen of the monomer remains on
a Zr cation top site, as before (seen in Figure 16, bottom right). Similarly to ZnO
species on zirconia, the aggomeration at the interface is not favourable and, in
fact, is slightly more endothermic at 0.2 eV. Regardless, the Zn2O2 cluster is also
0.9 eV more stable on the interface. Therefore, ZnO deposits on the surface of
the catalyst are thermodynamically driven to gather at the interface. Obviously,
at higher loadings this would lead to the Cu–ZrO2 interface being eventually
covered by zinc oxide. As discussed in subsection 3.2.1, CO2 is able to adsorb
and be activated on interfacial ZnO. The impact on other intermediates and ele-
mentary reaction steps is a potential subject of further research.

3.3.1 Exploring ZnO stability using atomistic thermodynamics

We have seen that there are competing sites for ZnO adsorption, but also that
the oxidation state has an effect on their stability. It is then possible that the
Zn promoter may exist in different phases in the as-prepared catalyst after ox-
idative calcination steps than it does during the reaction, which is carried in an
atmosphere of CO2 and hydrogen. In fact, this was one possible origin for the
confusion surrounding ZnO. We can provide a prediction of how the atmosphere
affects stability in our models through the use of atomistic thermodynamics.

The relative stabilities between both Zn and ZnO on ZrO2, Cu(111), and the
Cu–ZrO2 interface can be compared by examining their formation energies as a
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function of oxygen chemical potential in the way shown in Figure 16. The ana-
lysis confirms that, under both calcination and reaction conditions, ZnO adsorbed
at the metal–oxide interface is the most stable configuration of the promoter (pink
area in Figure 16). It is likely, that ZnO produced during catalyst preparation will
migrate to the interface. Similarly, ZnO on the zirconia may migrate to the inter-
face until it is completely covered.

However, when conditions become very reductive, i.e. ∆µO ≤ −3.0 eV, the
energies are very close to each other and the existence of Zn adatoms/alloys on
Cu(111) becomes competitive. In fact, the difference between ZnO/Cu–ZrO2 and
Zn/Cu(111) is already relatively small under the range of typical reaction con-
ditions, marked in the figure by hashing. This is also true for the reducibility
of larger Cu-supported ZnxOy clusters, determined in a previous computational
study.128 Certainly, the formation of CuZn surface alloys under very reductive
conditions has been suggested previously.43,76,86,87 Still, we can conclude that the
alloy never becomes the most favourable state. The reduction of ZnO units that
may remain bound to ZrO2 lattice oxygens is similarly an option, as the energy
required is in the order of 0.2 eV to 0.5 eV in the range of reaction conditions. A
recent experimental study198 observed partially reduced ZnOx, where x ≈ 0.98,
showing that the reduction is possible.

It is likely that the migration of ZnO to the interface as well as the exact
degree of its reduction are dependent on ZnO loading. After all, a completely
opposite effect on ZnO overlayer formation has been suggested for CZA-type
catalysts.37,43,66,84 The relatively low loading in our models is made to reflect
highly dispersive methods, such as ALD, which makes comparison with much
of the available literature difficult. A careful comparison of the distributions of
Cu and Zn on ALD-prepared catalysts, that can be seen in the scanning transmis-
sion electron microscope (STEM) images in paper II, shows what appear to be Zn
deposits around the perimeters of Cu nanoparticles but not on them. However,
this examination is severely limited by the resolution.



4 CONCLUSIONS

Methanol is a promising means of storing renewable energy in a chemical form.
As a liquid, it is naturally easier to store and transport than certain other renew-
able energy sources, such as natural gas and hydrogen. Although methanol is
toxic, it degrades naturally and is less harmful to the environment than many
alternatives. Furthermore, pure methanol produces no soot and no NOx or SOx
emissions when burnt. Points of emission, such as power stations may be ideal
as centres for CO2 capture and conversion to methanol, and waste heat can be
harnessed in the CTM process. This may provide an effective way to store and
balance electricity in the grid, to be used to power households and transit. On the
other hand, methanol-burning engines may be adopted in freight transport and
aviation, where efforts to electrify have come against significant challenges.

Current catalysts for CO2 CTM are based on oxide-supported Cu systems,
of which Cu/ZrO2 is especially promising. We have presented density functional
theory calculations and additional computational techniques used to examine the
structure, stability, and catalytic performance of heterogeneous copper–zirconia
systems and Cu/ZrO2 systems with added Zn promoter. The results offer a look
into the interactions between the three components, as well as their roles in the
conversion of carbon dioxide into methanol. An emphasis was placed on examin-
ing the chemical state and behaviour of the Zn promoter in situations where it is
highly dispersed, such as in cases where the catalyst is prepared using the atomic
layer deposition method.

Significant consideration was given to the choice of nanorod model used to
study the metal–zirconia interface. This was due to the slightly different models
used previously in literature giving potentially differing results. Indeed, through
the screening and assessment reported in full in paper I, we discovered that ef-
fects of strain arising from the choice of computational unit cell can lead to unpre-
dictable destabilization of the model. Additionally, the specific cuts used to make
the nanorod model from bulk metal affect its stability and the binding strength of
adsorbates at the resulting interface.

There are locations favourable for CO2 activation to be found on the plain
zirconia surface, metal–ZrO2 interfaces, and around ZnO promoter particles. In
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all cases, we observe activation in the form of the adsorbed CO2 gaining a slightly
negative charge. The strength of the adsorption at the interfaces is not easily
optimized, as it does not seem to correlate directly with typical descriptors, such
as metal d-band positions. However, as the CO2 takes a trigonal, carbonate-like
shape when activated, it may be that the most favourable sites are simply those
that allow this geometry to form with minimal strain. Therefore, conformational
flexibility of the adsorption site may be named as a contributing factor as to why
Zn species are advantageous for CTM.

Incorporating Zn into the metal–oxide interface in a metallic form select-
ively stabilized intermediates that optimally bind to the interface, including CO2,
COOH, and H2CO. However, carbon monoxide, a key intermediate and product
of the RWGS process, does not bind to Zn centres but adsorbs instead on Cu top
sites or on ZrO2 surface cations. Similarly, monomeric ZnO species present at the
interface adsorb CO2 exceptionally strongly. The additional adsorption sites and
enhanced binding strength of the zinc component could go some way to explain-
ing its promoting effect on CO2 conversion.

Our computational results show that the formation of a (hydro)carboxyl in-
termediate COOH is feasible under the right conditions, whereas previous stud-
ies have suggested much larger barriers. Specifically, accounting for a spillover,
where the hydrogen dissociated on the surface of the Cu nanoparticle diffuses to
the zirconia surface, creates more options for favourable hydrogenation geomet-
ries. This further suggests that the metal–support interface is special in its ability
to offer diverse sites for elementary reactions in a centralized location.

An ab initio thermodynamic examination suggests that the complete reduc-
tion of ZnO is unfavourable. Furthermore, ZnO monomers and small ZnxOx
clusters on the surface of zirconia are able to resist agglomeration to some degree,
although ultimately the tendency is to form bulk oxide. On the other hand, ZnO
agglomeration on the surface of copper is very favourable, which is consistent
with experimental observations of ZnO overlayer growth. Considering that ZnO
units of all sizes are less stable on Cu(111) than they are on the zirconia support,
and especially at the Cu–ZrO2 interface, it may be that the zirconia component
acts against ZnO migration onto the Cu component.

Many past studies have been dedicated to examining the components of
Cu/Zn/ZrO2 using model catalysts. Now future efforts in the field bear the task
of integrating this knowledge into a working model of catalyst activity and se-
lectivity. A combination of experimental and theoretical work, focused on real-
istic active sites is needed, although made challenging by the significant struc-
tural and changes the system undergoes under different conditions. Future re-
search may also neede to examine the mechanism of hydrogen spillover on ir-
reducible oxides, such as zirconia, as it is not fully understood. Computational
modelling could play a key part in this, as a way to examine the effect on an
atomic level. Understanding the effect is of importance to CTM, but may also be
advantageous in designing hydrogen storage technologies or other conversions.
Certainly, the atomic-level behaviour in heterogeneous systems is likely to hold
the key to designing catalysts that provide a sustainable future for everyone.



YHTEENVETO

Metanoli on jo nykypäivänä tärkeä teollinen liuotin ja lähtöaine useille synteet-
tisille materiaaleille, maaleille, liimoille ja lääkeaineille. Viimeisten vuosikym-
menien aikana sille on kuitenkin ehdotettu uusia käyttötarkoituksia vastaukse-
na tavoitteisiin vähentää liikenteestä ja teollisuudesta syntyviä päästöjä ja fos-
siilisten luonnonvarojen kulutusta. Hiilidioksidi, joka on kerätty ilmakehästä tai
teollisuuden päästöistä, voidaan vedyn kanssa muuntaa metanoliksi esimerkiksi
käyttäen heterogeenisiä metalli–metallioksidikatalyyttejä. Näin voidaan teorias-
sa myös luoda kestävä hiilikierto, jossa uusiutuvasti tuotettu energia varastoi-
daan metanolin kemiallisiin sidoksiin, minkä jälkeen se voidaan käyttää tarkoi-
tukseen suunniteltujen moottorien tai polttokennojen energianlähteenä. Koska
hiilidioksidi on hyvin vakaa molekyyli, sen aktivointiin ja muuntamiseen muik-
si tuotteiksi vaaditaan kuitenkin tehokas katalyytti nopeuttamaan reaktiota ja
mahdollistamaan sen toteuttamisen kohtuullisessa paineessa ja lämpötilassa. On
myös edullista, että tämä katalyytti pystytään kehittämään valikoivaksi juuri me-
tanolin syntymistä kohtaan ja sivutuotteiden vapautuminen minimoidaan.

Nykyiset teolliset katalyytit perustuvat Cu/ZnO/Al2O3 katalyytteihin, joi-
ta on käytetty metanolin teolliseen tuotantoon häkäpitoisista kaasuista. Näissä
katalyyteissä metallinen kupari asettuu metallioksidin pintaan luoden rajapinto-
ja, joissa aktiivisten kohtien uskotaan sijaitsevan. Aiemmat kokeelliset tutkimuk-
set ovat kuitenkin osoittaneet zirkoniumdioksidin toimivan sinkkioksidia parem-
pana kantajana kuparille, kun reaktiokaasuna käytetään hiilimonoksidin sijaan
hiilidioksidia, lisäten sekä katalyytin aktiivisuutta, että valikoituvuutta. Sinkki-
dioksidia voidaan kuitenkin lisätä tähän systeemiin promoottorina aktiivisuuden
lisäämiseksi entisestään.

Tässä väitöskirjatyössä tarkasteltiin heterogeenisten kupari–sinkki–zirkoni-
umdioksidikatalyyttien (CZZ katalyyttien) atomitason rakennetta, stabiilisuutta
ja katalyyttistä toimintakykyä käyttäen apuna tiheysfunktionaaliteoriaan (DFT)
perustuvia kvanttimekaanisia mallinnusmenetelmiä. Saatuja energia-arvoja käy-
tettiin lähtökohtana reaktiokinetiikan ja katalyyttien termodynaamisen stabiili-
suuden matemaattiseen arviointiin mm. energiavälimallia (energetic span mo-
del) ja atomistista termodynamiikkaa käyttäen. Tulokset tarjoavat atomitason tie-
toa Cu/Zn/ZrO2 systeemin kolmen komponentin välisistä vuorovaikutuksista ja
niiden rooleista hiilidiokdisin muuntamisessa metanoliksi

Työtä edeltävästä kirjallisuudesta voi löytää useita erilaisia malleja, joilla
metallin ja oksidin välistä rajapintaa on kuvattu, mutta joiden rakenteet poikkea-
vat huomattavasti toistaan ja saattavat siten tuottaa eriäviä tuloksia. Tähän väi-
töskirjaan kuuluva osajulkaisu I sisältää laajan rakenteiden seulonnan, joka pyr-
kii havainnollistamaan ja määrällistämään eroja, jotka syntyvät sekä nanosauva-
mallien geometrian, että laskennallisen yksikkökopin valinnasta. Tulokset osoit-
tavat, että metallinanosauvan ja oksidipinnan yhteensovittamisesta syntyvä jän-
nitys vaikuttaa huomattavasti ja usein ennalta-arvaamattomasti sekä nanosauva-
mallin sitoutumiseen kantajaan, että hiilidioksidin sitoutumiseen metalli–oksidi
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rajapintaan. Myös nanosauvan tarkka rakenne vaikuttaa hiilidioksidin adsorp-
tioenergiaan: laskennallisen mallin vähemmän stabiili kuparirakenne voi johtaa
virheellisen voimakkaaseen kiinnittymiseen. Adsorptioenergiat eivät kuitenkaan
ole aina johdonmukaisia tyypillisten kuvaajien, kuten siirtymämetallien d-vyö-
keskuksen siirtymien kanssa. Voidaan päätellä, että metallin ja oksidin välinen
rajapinta on varsinkin monokliinisen zirkoniumdioksidin tapauksessa liian mo-
nimutkainen yksinkertaisten aktiivisuusmallien kuvattavaksi.

Osajulkaisu II käsittelee atomikerroskasvatusmenetelmällä (ALD) valmis-
tettuja Cu/Zn/ZrO2 katalyyttejä sekä kokeellisten karakterisointien ja aktiivi-
suusmittausten avulla, että laskennallisesti. Tulokset osoittavat kuinka kompo-
nenttien kerrostusjärjestys vaikuttaa katalyytin aktiivisuuteen, niiden toimien te-
hokkaimmin, kun sinkki lisätään viimeisenä. In situ infrapunaspektroskopiatu-
lokset osoittavat hiilidioksidin muodostamien karbonaatti/vetykarbonaattiväli-
tuotteiden muuntuvan katalyyttien pinnalla formiaattivälituotteeksi (HCOO) ve-
tyilmakehässä. Välituotteiden laskennallista mallinnusta käytettiin apuna infra-
punaspektrien tulkitsemisessa.

Aiemmat CZZ systeemiä tarkastelleet laskennalliset tutkimukset ovat kes-
kittyneet pääasiassa yhteen tai kahteen systeemin kolmesta komponentista. Nä-
mä mallit eivät kuitenkaan pysty huomioimaan kaikkien kolmen vaikutusta ak-
tiivisen rajapinnan toimintaan. Osajulkaisu III pyrkivät lisäämään tietoa sinkki-
promoottorin vaikutuksesta konversion alkeisreaktioihin. Käytetyt laskennalliset
mallit tuotettiin lisäämällä sinkkikomponentti seostamalla julkaisussa I käytettyi-
hin Cu/m–ZrO2 rajapintamalleihin. Tulokset osoittavat, kuinka sinkkikeskukset
pystyvät valikoivasti stabiloimaan rajapintaan kiinnittyviä reaktiovälituotteita,
joita ovat esim. aktivoitunut CO2, COOH ja H2CO (formaldehydi). Kuitenkin CO,
joka on yksi konversion sivutuote, kiinnittyy heikommin Zn keskuksiin, selit-
täen mahdollisesti kokeissa havaitun pienentyneen valikoituvuuden. Laskennal-
lisia tuloksia käytettiin lähtökohtana energiavälimalliin perustuvaan kineettiseen
analyysiin, joka viittaa nopeimman reaktiopolun kulkevan käänteisen vesikaa-
sun siirtoreaktion ja hiilimonoksidin vedytyksen kautta. Vedyn siirtyminen kata-
lyyttimetallilta kantajalle tuottaa aktiivisia kohtia, joissa hiilidioksidin muuntu-
minen hiilimonoksidiksi on helppoa. Toisaalta formiaattivälituotteen muodostu-
misen suuri aktivaatioenergia hidastaa sen kautta kulkevaa mekanismia.

Osajulkaisu IV käsittelee kupari- ja sinkkimetalleista muodostuneiden mo-
nomeerien ja nanoklusterien kasvamista ja hapettumista zirkoniakantajan pin-
nalla reaktio-olosuhteissa. Tämä malli suunniteltiin vastaamaan tilannetta, jossa
katalyytti on valmistettu ALD:llä tai muulla menetelmällä, joka johtaa metallin
suureen hajaantuneisuuteen. Klusterien ja kaasumolekyylien DFT-optimoituja ra-
kenteita ja energioita käytettiin atomistiseen termodynaamiseen tarkasteluun, jol-
la pystyttiin kuvaamaan katalyyttipartikkeleiden stabiiliutta ja aktiivisten kes-
kusten koostumusta reaktio-olosuhteissa. Tulokset osoittavat zirkoniaan kiinnit-
tyneiden sinkkidioksidimonomeerien ja -partikkeleiden pysyvän (osittain) ha-
pettuneessa muodossa myös hyvin pelkistävissä reaktio-olosuhteissa. Ne myös
osoittavat jonkin verran kykyä vastustaa kasaantumista zirkoniapinnalla ja me-
talli–oksidi rajapinnalla, kun taas kuparin pinnalla kasaantumat muodostuvat
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helposti. Tämä viittaa oksidikantajan kykyyn stabiloida suuresti hajautunutta
promoottoria.

Tämä väitöskirjatyö lisää ymmärrystä kupari–sinkki–zirkoniakatalyytin ja
erityisesti sinkkipromoottorin toiminnasta ja kemiallisesta käyttäytymisestä ato-
mistisella tasolla. Yhdessä olemassa olevan kirjallisuuden kanssa, tätä tietoa voi-
daan käyttää uusien katalyyttien ja niiden nanorakenteiden säätämiseen, jotta ne
stabiloivat tehokkaasti metanolin muodostumisen kannalta tärkeitä reaktiopolun
osia. Näiden katalyyttien ja konversioprosessin optimointi atomitasolta teolliselle
mittakaavalle asti voisi mahdollistaa metanolin käyttämisen tulevaisuuden kes-
tävänä ja hiilineutraalina energialähteenä.
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ABSTRACT
CO2 adsorption and activation on a catalyst are key elementary steps for CO2 conversion to various valuable products. In the present com-
putational study, we screened different Cu–ZrO2 interface structures and analyzed the influence of the interface structure on CO2 binding
strength using density functional theory calculations. Our results demonstrate that a Cu nanorod favors one position on both tetragonal and
monoclinic ZrO2 surfaces, where the bottom Cu atoms are placed close to the lattice oxygens. In agreement with previous calculations, we
find that CO2 prefers a bent bidentate configuration at the Cu–ZrO2 interface and the molecule is clearly activated being negatively charged.
Straining of the Cu nanorod influences CO2 adsorption energy but does not change the preferred nanorod position on zirconia. Altogether,
our results highlight that CO2 adsorption and activation depend sensitively on the chemical composition and atomic structure of the inter-
face used in the calculations. This structure sensitivity may potentially impact further catalytic steps and the overall computed reactivity
profile.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0049293

I. INTRODUCTION

Chemical transformations of CO2 into fuels and platform
chemicals have been identified as a highly promising approach to
alleviate anthropogenic CO2, providing a waste-value approach to
upgrade CO2 into building block and value-added products for
chemical industry.1–3 Due to the highly oxidized state, thermody-
namic stability, and unreactive nature of CO2, economical, active,
and selective catalysts are mandatory and the chemical conversion
and the economical utilization of CO2 are notable scientific and
technical challenges.1

Numerous experimental and computational studies have
shown that CO2 reduction takes place at the metal–oxide inter-
face,4–10 which is also an active domain for many other industrially
important catalytic reactions,11 such as the water–gas shift reac-
tion12,13 and CO oxidation14,15 just to mention but a few. These reac-
tions have been reported to take place over a variety of metal–oxide
interfaces with diverse chemical nature and composition, e.g.,
Au–TiO2,15–17 Cu–ZnO,4,9 Rh–ZrO2,13,18 FeO–Pt,19 Pd–Co3O4,20,21
Pt–SiO2,22,23 and others.24 As the experimental characterization
of interface structures at the atomic level is demanding, density
functional theory (DFT) modeling is extensively used to obtain

microscopic information about chemical and structural properties
of interfaces4,13,15,17,25,26 and to establish structure–performance rela-
tionships.25 While the catalyst models used inDFT calculationsmust
be firmly based on real catalytic systems, simplifications are manda-
tory to reduce the computational burden. The key feature of a cat-
alyst to be captured by the model is an active site. Typically, the
employed models vary depending on the chemical composition and
nature of the active site. For metal-only active sites, periodic surface
slab models are commonly used,27–30 whereas active sites consist-
ing of the metal–oxide interface are often represented by oxide-
supported metal clusters8,31–34 or infinitely long nanorods.13,15,25,26

Among the possible chemical transformations, CO2 conver-
sion to methanol is particularly interesting due to the potential of
methanol as a future energy carrier.2,35 While Cu/ZnO/Al2O3 cat-
alysts are commonly used in industry to produce methanol from
CO and they have also successfully been applied to CO2 reduction
to methanol,2,5,36,37 ZrO2 supported or promoted Cu catalysts have
been identified as promising alternatives due to their higher selectiv-
ities and turn over frequencies towardmethanol.5,6,38–40 Recent stud-
ies indicate that a reactionmechanism and selectivity are determined
by the adsorption energies of key reaction intermediates.5,8,26,31
Two central reaction steps, namely, H2 dissociation41,42 and CO2
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activation, are strongly associated with the Cu–ZrO2 interface.5,38,43
The reaction is inferred to be structure sensitive to Cu, and the syn-
ergy between Cu and support oxides is responsible for enhanced
reactivity.4,5,44–48 In calculations, however, adsorption characteris-
tics may sensitively depend on a constructed catalyst model, and
small differences between relatively similar active sites may intro-
duce large variations in adsorption energies as shown, e.g., for CO
adsorption on zirconia supportedmetal clusters.33 Computationally,
CO2 conversion to methanol has recently been studied employing
a Cu38 cluster model supported on a m-ZrO2(111) surface8 and a
Cu nanorod model, which is composed of three layers of stacked
Cu(100) facets on t-ZrO2(101).26 A similar nanorod model was also
used for a Au–MgO interface to address a water–gas shift reac-
tion.12 In another computational study, the catalytic properties of
various metal–MgO interfaces were considered using rods that also
consist of (100) terminated slices but cut in a different orienta-
tion to better match the symmetry of MgO(100).25 CO2 reduction
on SiO2 and TiO2 supported Pt was, in turn, investigated using a
Pt25 cluster, also composed of stacked (100) facets and exposing
(111) microfacets toward the interface.31 A differently shaped Rh
nanorod, terminated by (111) facets on each side, was employed
for a water–gas shift reaction on ZrO2,13 and a similar model was
used for Au–TiO2 to address CO oxidation15 and low temperature
H2 oxidation.49 As one would expect, the symmetry and periodic-
ity of the underlying support oxide naturally influence the interface
and must therefore be considered. For highly symmetric oxide sur-
faces, such as MgO(100), the orientation of a deposited nanorod
has a vanishingly small impact on the interface. For less symmet-
ric oxides, the position and orientation of the nanorod can sub-
stantially change the interface structure. For example, a monoclinic
ZrO2(111) surface displays a less symmetric crystal structure than
a tetragonal ZrO2(101) surface. One more feature that may affect
interface reactivity is strain effects,25 which together with defects
in catalytic metal particles have been suggested to have a signifi-
cant impact on catalytic efficiency.25,50,51 This is hardly surprising
as it is well established from the numerous studies that strain-
ing of metal surfaces changes their reactivity observed as shifts in
d-band centers.30,52 Artificial strain effects may emerge in the con-
struction of atomic models for metal–oxide interfaces because the
lattice mismatch between the metal and oxide will introduce strain
along the nanorod as it has to meet the periodicity set for the support
surface.

In this study, we focus on CO2 adsorption and activation on
various Cu–ZrO2 interface structures to shed light on the influence
of the interface properties on CO2 binding. Specifically, we consid-
ered two Cu nanorod models with different geometries and both
tetragonal [t-ZrO2(101)] and monoclinic [m-ZrO2(111)] zirconia
surfaces. A comprehensive screening of nanorod positions was per-
formed on oxide, and CO2 characteristics were analyzed for differ-
ently strained interfaces. The adsorption process was broken down
to distinct electronic contributions, and they were used to attempt to
establish general trends between the interface structure and its ability
to adsorb and activate CO2.

II. COMPUTATIONAL METHODS
All density functional theory (DFT) calculations were carried

out using the Bayesian error estimation functional with van der

Waals correlation (BEEF-vdW)53 in the projector-augmented wave
(PAW)54 formalism as implemented in the GPAW55 package. The
core electrons of all elements were described by PAW setups in
the frozen-core approximation. A maximum spacing of 0.18 Å was
used for the real-space grid basis, and the reciprocal space was sam-
pled at the Γ point. Periodic boundary conditions were used in two
directions. A Hubbard U correction56 of 2.0 eV was applied to the d-
orbitals of the zirconium atoms. The geometry optimizations were
performed using the BFGS algorithm as implemented in the Atomic
Simulation Environment (ASE).57 The computed electronic struc-
tures were analyzed by the Bader partitioning method58 using the
code written by Tang et al.59 to obtain the distribution of partial
charges on individual atoms. The search for transition states was
carried out using the climbing image nudged elastic band (NEB)60,61
method. The density of states (see Figs. S7 and S8, for example) was
analyzed to locate the d-band centers for the purpose of investigat-
ing their importance to the reactivity of the Cu nanorods according
to the d-band model.62

The interface models were built by placing a Cu nanorod over
the most stable facets of monoclinic and tetragonal zirconia sur-
faces, m-ZrO2(111) and t-ZrO2(101), as supports (see Fig. 1 for
an overview). We adopted two Cu nanorod models, similar to those
that have been used in previous publications,13,25,26 to be used in the
present study. Bothmodels have an equal number of atoms, and they
display a (111) facet toward the reactive Cu–zirconia interface. The
nanorod structures differ by the facet via which they are attached
to the zirconia support. The bottom interface is either a (100) facet
or a (111) facet; hence, we will here call them the (100) and (111)
models, respectively. As shown in Fig. 1 and Fig. S1, the (100) model
has a more gently sloping reactive interface than the (111) model.
Under the reaction conditions of CO2 conversion to methanol, the
most commonly exposed Cu surfaces are (111) and (100) of which
(111) is slightly more stable.63

FIG. 1. The optimized minimum energy structures of a Cu nanorod on tetragonal or
monoclinic zirconia supports. (a) (100)/t-ZrO2, (b) (111)/t-ZrO2, (c) (100)/m-ZrO2,
and (d) (111)/m-ZrO2.
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A. Model system screening
Figure 1 illustrates the catalytic model systems for both

nanorodmodels and supports. Screening of the rod position was car-
ried out by displacing the nanorods in two directions on the support:
along and perpendicular to the nanorod, while keeping the orienta-
tion fixed. To scan the surface, we used a grid of 0.7 Å steps along the
nanorod axis and 1.1 or 1.5 Å steps perpendicular to the nanorod
for t-ZrO2 or m-ZrO2, respectively. The CO2 binding was studied
by attaching the molecule to one of the bottom-row Cu atoms at the
reactive interface.

The oxide support was described by a slab model, the thick-
ness of which was set to two stoichiometric layers. This approxima-
tion is necessary to reduce the computational burden, especially in
the larger cells (see below). We consider the two-layer model suf-
ficient to reveal general trends when comparing the nanorod mod-
els and justified since in preliminary evaluations with two to four
layers, the Cu–zirconia binding energy showed only minor varia-
tion. We also determined that the d-band centers of the interfacial
copper atoms varied insignificantly between different slab thick-
nesses. However, the CO2 adsorption energy depends on slab thick-
ness and test calculations showed that a thicker slab would enhance
the binding. In geometry optimizations, the bottom layer of the
zirconia slab was kept frozen at its initial bulk geometry, while the
top zirconia layer, the Cu nanorod, and the possible CO2 adsorbate
were allowed to relax until the maximum residual force was reduced
below 0.02 eV Å−1.

B. Strain of the nanorod
With the present DFT model, we obtain a bulk Cu lattice con-

stant of 3.69 Å, which leads to 2.61 Å nearest-neighbor Cu–Cu dis-
tance prior to modifications. Nanorods were created by repeating
periodic Cu8 minimum nanorod units having a length of one atom.
Our computationally determined zirconia lattice constants can be
found in Table S1. To explore possible implications of the artifi-
cial strain on the metal–oxide interface, we studied five different
nanorod lengths on tetragonal ZrO2 and three on monoclinic ZrO2
surfaces; see Table S2 and Fig. S2 for details on the computational
cells.

Because the calculations have to be periodic along the length of
the rod, the Cu–Cu distance modified in that direction was always
adjusted accordingly to meet the periodicity of the given surface unit
cell. We define the strain as positive when the nanorod is stretched
and negative when it is compressed relative to the computation-
ally optimized bulk Cu lattice constant. The nanorods illustrated in
Fig. 1 are those with the lowest strains, with the t-ZrO2 support pro-
ducing a −0.72% and m-ZrO2 a −1.02% strain. Overall, the strain
varies from −7.3% to +8.1% between the different surface models
investigated.

C. Energy decomposition
The energy decomposition was set to characterize differ-

ent contributions in the adsorption of CO2 at the catalytic sites.
First, the adsorption energy of CO2 was computed from the total
energies as

ΔEads = ECO2/Cu/ZrO2 − ECu/ZrO2 − ECO2 , (1)

where ECO2/Cu/ZrO2 stands for the full system, ECu/ZrO2 stands for the
bare ZrO2-supported Cu nanorod, and ECO2 stands for gas-phase
(linear, inactivated) CO2. The gas-phase reference was computed in
a large non-periodic cell. We will use the adsorption energy differ-
ence ΔΔEads to compare the different interface model systems. Then,
to exclude the contribution of atomic relaxations from the above
CO2–Cu/ZrO2 bond strength, we computed the total electronic
interaction energy as

ΔEtotel = ECO2/Cu/ZrO2 − E
∗
Cu/ZrO2 − E

∗
CO2 . (2)

Here, asterisks stand for reference configurations, where all the
atomic positions were fixed to those optimized for the full system.
The adsorption and electronic interaction energies in Eqs. (1) and
(2) thus differ by an energy penalty required by the deformation
of the catalyst and the CO2 molecule upon adsorption. Again, for
comparison, we define ΔΔEtotel to assess the difference between the
models.

The electronic interaction energies between the CO2 molecule
and the catalyst components Cu and ZrO2 were separated
according to

ΔECuel = E
∗
CO2/Cu − E

∗
Cu − E∗CO2 , (3)

ΔEZrel = E∗CO2/ZrO2 − E
∗
ZrO2 − E

∗
CO2 . (4)

Again, the atomic coordinates of CO2 and the isolated Cu nanorod
and ZrO2 were fixed to those optimized for the full system. Summing
Eqs. (3) and (4) together accounts for the pairwise contributions
to the three-body interaction in Eq. (2). Finally, to account for the
missing contribution to the total electronic interaction, we define an
excess energy

ΔEexc = ΔEtotel − ΔE
Cu
el − ΔE

Zr
el , (5)

which describes the change in electronic interaction energy due to
the synergy effect of the metal–oxide interface.

III. RESULTS AND DISCUSSION
A. Binding of the minimum-strain Cu nanorods
on ZrO2 supports

To evaluate how the structure and position of a nanorod on
a zirconia support influence the catalytic properties of the formed
interface, we carefully analyzed the binding of the two nanorods by
screening their positions on zirconia. The heat maps given in Fig. 2
show how the binding energy of a nanorod depends on its position
on the surface. Specifically, we plot the relative energies of both (100)
and (111) models with respect to their most stable structures on
both tetragonal [Figs. 2(a) and 2(b)] and monoclinic [Figs. 2(c) and
2(d)] supports. We find that the variation of the nanorod position
along its length has only a minor influence on the binding energy,
whereas moving the nanorod in the perpendicular direction across
the zirconia surface introduces substantial energy changes. On
t-ZrO2, the energy difference between the most stable and the least
stable nanorod position is 1.4 eV for the (100) model and 2.0 eV for
the (111) model. On m-ZrO2, the corresponding value is 2.2 eV for
both models.
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FIG. 2. Variation of the binding energy of a Cu nanorod across the studied zirconia surfaces: (a) (100)/t-ZrO2, (b) (111)/t-ZrO2, (c) (100)/m-ZrO2, and (d) (111)/m-ZrO2. The
nanorods are oriented along the y axis (vertical). The position range along the x axis covers the surface cell length, whereas the y-range is limited to the nearest-neighbor
Cu–Cu distance along the rod length.

We ascribe the large positional effect on the energy to the
strong interaction between the bottom Cu atoms and the surface O
anions. Figure 1 and Fig. S3 display the most energetically favorable
interface structures for the (100) and (111) models on both
tetragonal zirconia and monoclinic zirconia. Careful visual inspec-
tion of several interface structures indicates that the edge Cu atoms
are attracted to surface oxygens and they avoid the positions directly
above the Zr atoms. The interaction leads to the charge transfer of
≈0.4–0.5 electrons from the rod to zirconia according to the Bader
charge analysis. We anticipate that the positional effect, manifested
in energy corrugation, would decrease with increasing nanorod
width. The heat maps in Fig. 2 show that the favorable binding zone
for Cu nanorods on zirconia is very narrow. Thus, wider nanorods
would always spread out over unfavorable areas of zirconia as well,

which weakens the overall binding to the underlying support. The
fact that the relative energy increases steeply in heat maps when Cu
atoms move to Zr top sites may also have implications for bind-
ing characteristics of larger Cu nanoparticles on zirconia. Interface
structures where the Cu edge atoms reside on Zr top sites should
statistically appear less often as they are energetically costly, and
thus, nanoparticles would prefer to create interfaces similar to those
shown in Fig. 1 and Fig. S3. (For a top view of the binding interface,
see Fig. S4.)

A more detailed comparison of energies of the two mod-
els shows that the (111) model is more stable than the (100)
model. On t-ZrO2, the relative stability of the models differs by
0.11 eV/nanorod unit, while on m-ZrO2, the difference is as large
as 0.32 eV. In the gas-phase, the (111) model is 0.33 eV/nanorod
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unit more stable than the (100) model. However, as this energy dif-
ference decreases on the tetragonal zirconia surface, it implies that
the interaction with the support, particularly, stabilizes the (100)
Cu nanorod. We link the surface-specific stabilization effect to the
Cu–O distances, which are shorter on tetragonal zirconia than on
monoclinic zirconia; see Figs. S5(a) and S6. The relative stabili-
ties of (100) and (111) nanorods on zirconia surfaces are 0.37 and
0.24 eV/nanorod unit, respectively, and they further demonstrate the
ability of the tetragonal surface to better stabilize Cu than the mon-
oclinic surface. Even when considering the adsorption of a single Cu
atom, we see that adsorption is about 0.3 eV more exothermic on
tetragonal zirconia. These are in line with a previous experimental
study,39 which reports stronger Cu–ZrO2 interactions on tetragonal
zirconia than on monoclinic. The comparison between the adsorp-
tion energies of Cu rods normalized to the surface area and the
surface energies of relevant Cu and ZrO2 surfaces shows that on
monoclinic zirconia, the normalized adsorption energies are roughly
half of the surface energy of m-ZrO2(101) and ca. one third of the
surface energies of Cu surfaces; see Table S6. To gain more detailed
understanding of the energy variation seen in the heat map plots and
to link the binding energy to the microscopic structure, we plotted
the energy change with respect to the most stable (111)-ZrO2 struc-
ture vs the averageminimumCu–O distance between the bottomCu
atoms and topmost surface anions for different nanorod positions
over both surfaces. Figures S5(a) and S6 clearly display that the (111)
model is more stable than the (100) model, and for both nanorod
models, the shorter distance corresponds to the more stable struc-
ture. Furthermore, the average distance of the entire Cu nanorod
(bottom) from zirconia is 2.5 Å on t-ZrO2 and 3.1 Å on m-ZrO2.
The shorter average C–O distances and shorter nanorod–oxide
distance can be explained with more exposed and symmetrically
located lattice oxygens on the tetragonal surface. The optimization of
bottom Cu atom positions with respect to surface oxygens is more

challenging on the monoclinic surface owing to the larger asymme-
try of the surface and the fact that the surface anions are located
deeper in the topmost surface layer. Additionally, we note that struc-
tural deformations in Cu nanorods originating from the interac-
tion with the zirconia support show no correlation with the relative
energy of the system, as can be seen in Fig. S5(b).

B. Strain effects on nanorod binding
A less optimal oxide surface cell size in calculations can intro-

duce artificial strain effects on the nanorod, and these, in turn, can
influence the computed adsorption characteristics. Therefore, we
analyzed strain effects more closely; for computational details, see
Table S2. First, the position of the differently strained nanorods
was screened over both zirconia surfaces. We find that the pre-
ferred nanorod positions are almost identical to those given in
Fig. 1 and Figs. S3 and S4 for the ideal interfaces, and thus, we
limit our study on the most stable nanorod positions. In particu-
lar, we aim to understand changes in nanorod binding energies due
to strain and elucidate the difference between the tetragonal and
monoclinic ZrO2 surfaces with special emphasis on the tetragonal
surface.

The last column in Table I shows that the total binding energy
(ΔEb) is more exothermic for the (100) model and the tetragonal
surface than for the (111) model and the monoclinic surface, but
it follows no obvious trend. To understand the origin of this vari-
ation better, the thermodynamic cycle (see Fig. 3) was devised to
analyze the different components. The cycle divides the Cu–ZrO2
binding energy into four contributions. The first three steps consti-
tute the changes in the gas-phase nanorod, and the last one mea-
sures the pure electronic interaction with zirconia. Step 1 describes
the change for the optimization of interatomic Cu–Cu distances,
whereas step 2 gives the energy change originating from strain

TABLE I. Nanorod binding energies (in eV) at each stage of the thermodynamic cycle shown in Fig. 3. ΔEb stands for binding
energy of a nanorod to the zirconia surface and step 5 in the thermodynamic cycle. To facilitate comparison, the energies are
divided by the number of rod units in the corresponding cell.

ZrO2 Nanorod Strain (%) Step 1 Step 2 Step 3 Step 4 ΔEb

t-ZrO2

(100)

−7.34 −0.034 +0.159 −0.363 −1.069 −1.306
−2.71 −0.034 +0.002 −0.005 −1.025 −1.061
−0.72 −0.034 +0.021 +0.007 −1.108 −1.113
+4.24 −0.034 +0.220 +0.014 −1.183 −0.983
+8.10 −0.034 +0.456 +0.055 −1.256 −0.779

(111)

−7.34 −0.012 +0.205 −0.199 −0.871 −0.877
−2.71 −0.012 +0.003 +0.035 −0.994 −0.968
−0.72 −0.012 +0.008 +0.102 −1.010 −0.912
+4.24 −0.012 +0.168 +0.045 −1.039 −0.838
+8.10 −0.012 +0.390 +0.120 −1.136 −0.638

m-ZrO2

(100) −1.02 −0.019 +0.008 +0.067 −0.787 −0.741

(111)
−4.02 −0.012 +0.035 +0.002 −0.714 −0.579
−1.02 −0.012 +0.001 +0.009 −0.743 −0.673
+5.57 −0.012 +0.225 +0.072 −0.898 −0.667
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FIG. 3. A thermodynamic cycle for the binding energy decomposition of a Cu
nanorod on ZrO2.

effects, and step 3 represents the energy change due to structure
deformation arising from the interaction between the nanorod and
zirconia. The remaining contribution, step 4, defines the pure elec-
tronic binding interaction between the deformed Cu nanorod and
zirconia.

The energy changes accompanying the thermodynamic steps
are collected in Table I. Overall, the contributions from steps 1–3
are small compared to step 4, which dominates. The slight energy
decrease seen in step 1 for all the models indicates that the Cu bulk
lattice constant is not optimal for the gas-phase nanorod. In fact, the
Cu–Cu distance decreases from the bulk value of 2.61 Å to 2.58 Å for
both nanorod models onm-ZrO22 and to 2.55 (2.57) Å for the (100)
model [(111) model] on t-ZrO22. Other minor variations in Cu–Cu
distances and energies in step 1 originate from the differences in the
computational cell shapes. As expected, increasing strain leads to a
positive (endothermic) energy change in step 2 as mainly also does
nanorod deformation in step 3. While irregularities introduced by
the support make it difficult to predict clear trends, the larger strain
is accompanied by stronger deformation and this is especially clear
for the two most strained (100) rods.

Cu nanorod binding energy on zirconia is dominated by elec-
tronic interaction (step 4), which is more exothermic for t-ZrO2
than for m-ZrO2 resulting most likely from the shorter Cu–O dis-
tance as also suggested for the minimum-strain interfaces. As illus-
trated in Fig. S9, the introduced strain correlates well with the elec-
tronic interaction energy, where the compression of the nanorod
decreases the electronic interaction between Cu and zirconia, while
the expansion of the nanorod enhances it. No clear correlation is
seen when attempting to link binding energies to strain. Multiple
factors may contribute to this, the main reason being the irreg-
ular structural deformations during structure optimization. The
d-band-center analysis supports the stronger interaction between
Cu and tetragonal zirconia as the shifts in the d-band center are
larger for tetragonal than for monoclinic surfaces. The net shift, see
Table S3, is to lower energies, and it is dominated by the “ligand”
effect introduced by the oxide, whereas the “strain” effect, including
deformation, constitutes minor contribution.

C. CO2 adsorption and activation

In order to estimate the significance of an interface site to CO2
adsorption and activation, we conducted a thorough screening of the
available sites for the structures explored in Sec. III A. In agreement
with previous calculations,8,26 we find that CO2 adsorbs preferably in
a bent configuration for the minimum-strain interface structures, as
shown in Figs. 4 and 5. Our results also demonstrate that adsorption
energies depend sensitively on the nanorod model and the interface
structure.

Figure 4 displays the minimum-strain Cu–t-ZrO2 interface for
which the most exothermic CO2 adsorption energies were com-
puted to be −1.01 and −0.52 eV for the (100) and (111) models,
respectively. CO2 adsorption to Cu–m-ZrO2 is an activated pro-
cess to Cu–m-ZrO2(111) with the activation energy of 0.38 eV with
respect to physisorbed CO2 computed with the NEB. The adsorp-
tion energies for other interfacial sites along these interfaces can
be found in Table S4. A previous DFT study26 reports as large as
−1.78 eV adsorption energy for CO2 with the (100) model. We
associate the large difference with two factors: first, a +0.41 eV
gas-phase correction was applied to CO226 and second, to the fact
that the employed interface model has substantial, 5.08%, strain,
which strongly impacts CO2 adsorption, as discussed below. Figure 5
illustrates the CO2 adsorption on the Cu–m-ZrO2 interface, where
the computed CO2 adsorption energies are −1.38 eV for the (100)
nanorod and −0.44 eV for the (111) nanorod. For a Cu38–m-
ZrO2(111) interface, the CO2 absorption energy is −1.86 eV8 being
substantiallymore exothermic thanwhat we found in this work. This
time, the observed adsorption energy difference is attributed, on one
hand, to the different exchange and correlation functional and, on
the other hand, to the 38-atom cluster geometry. In another compu-
tational work, an adsorption energy of −0.69 eV was reported for a
slightly thinner (111)-type Cu nanorod on a stepped m-ZrO2(212)
surface,7 where CO2 is at the interface but binds only to the Cu
atoms.

The most stable CO2 adsorption geometries are structurally
similar for both zirconia surfaces and nanorod models. CO2 prefers
a bidendate geometry, i.e., it binds to Cu via the carbon atom and
has both oxygen atoms pointing down toward the support cations
with the O–C–O angle being close to 120○. A substantial deviation
from the linear gas-phase structure and a slight, 0.14 Å, elongation of
the C–O bonds clearly indicate CO2 activation. This is further sup-
ported by the Bader charge analysis, showing that the CO2 molecule
gains 1.2 ∣e∣ upon adsorption to the Cu–ZrO2 interfaces, as seen
in Table S7, which is in line with the previously reported value.8
The angle and charge of adsorbed CO2 are similar to those of gas-
phase formic acid for which the calculated O–C–O angle is 125○ and
the charge of the COO skeleton is −1.26 ∣e∣. After CO2 adsorption,
the nanorod is charged positively by around 1.3 ∣e∣ (see Table S7).
The anionic behavior of the CO2 molecule reflects reductive acti-
vation due to the metal contacts. Interaction between CO2 and the
interface introduces structural deformations to the Cu nanorods.
While in the case of the t-ZrO2 surface, the distortion of the Cu edge
is minor, on m-ZrO2, CO2 clearly pulls out one Cu atom from both
the nanorods; see Fig. 5.

Table II summarizes the energy contributions defined in
Eqs. (1)–(5) and displays the origin of the variation of CO2 adsorp-
tion energies from one minimum-strain interface to the other. We
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FIG. 4. Front and side views of the most stable CO2 adsorption geometry at the minimum-strain Cu–t-ZrO2 interfaces for the (100) model [(a) and (c)] and the (111) model
[(b) and (d)].

FIG. 5. Front and side views of the most stable CO2 adsorption geometry at the minimum-strain Cu–m-ZrO2 interfaces for the (100) model [(a) and (c)] and the (111) model
[(b) and (d)].
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TABLE II. CO2 adsorption energies (ΔEads) and electronic interaction energies (ΔEtot
el , ΔECu

el , ΔEZr
el , and ΔEexc), defined in

Eqs. (2)–(5) for different models and strain values. All the energy values are given in eV.

ZrO2 Nanorod Strain (%) ΔEads ΔEtotel ΔECuel ΔEZrel ΔEexc

t-ZrO2

(100) −0.72 −1.01 −6.30 −2.49 −1.76 −2.05
+4.24 −1.17 −6.39 −2.86 −1.63 −1.89

(111)

−7.34 −1.91 −6.02 −2.34 −1.55 −2.13
−2.71 −0.51 −5.84 −2.38 −1.85 −1.60
−0.72 −0.52 −5.55 −2.58 −1.50 −1.47
+4.24 −0.71 −5.98 −2.49 −1.63 −1.87
+8.10 −1.33 −6.27 −2.17 −1.39 −2.71

m-ZrO2

(100) −1.02 −1.38 −6.06 −2.13 −1.63 −2.30

(111)
−4.02 −0.89 −5.79 −1.88 −1.72 −2.18
−1.02 −0.44 −5.57 −1.78 −1.62 −2.18
+5.57 −1.34 −5.81 −2.69 −1.70 −1.42

first focus on electronic interaction energies, which exclude all the
structural deformations. For example, the adsorption energy dif-
ference (ΔΔEads) between the (100) and (111) models is 0.49 eV
for the tetragonal surface, whereas the pure electronic, aka bind-
ing, interaction energy difference, ΔΔEtotel , shows a larger, 0.75 eV,
value. Interestingly, for the monoclinic surface, ΔΔEads is larger than
ΔΔEtotel (0.9 vs 0.5 eV). The opposite behavior is ascribed to non-
identical atomic relaxations for different CO2-interface systems. The
deformation energies vary heavily from one system to the other,
where the bending of the CO2 molecules is the dominant contri-
bution. However, the differences in deformation penalties between
rods of different structures are not consistent with the differences in
adsorption energies. In general, we attribute the observed adsorption
energy differences to different electronic interaction energies, which
are clearly more exothermic for the (100) model on both tetrago-
nal zirconia and monoclinic zirconia. The interaction energies from
the CO2–Cu and CO2–ZrO2 subsystems, whichmeasure the binding
between CO2 andmetal and CO2 and oxide, do not indicate that one
nanorodmodel or zirconia crystal structure is favored over the other.
The substantial synergy between Cu and zirconia is demonstrated
by the exothermic values of ΔEexc for all the studied system. This is
reflected by larger charge transfer to CO2 at the interface compared
to the individual CO2–Cu and CO2–ZrO2 subsystems, as can be seen
in Table S7

Next, a CO2 adsorption site at the (111)–ZrO2 interface is fur-
ther explored by moving the nanorod across the oxide surfaces.
Figure 6 displays the heat maps summarizing the energy variation
with respect to the most stable adsorption structure at the inter-
face. The plots show that for many nanorod positions, CO2 does
not either adsorb at all or adsorption is energetically very unfavor-
able. In order to interpret the heat map information, we analyzed the
calculated CO2 adsorption structures. For a favorable CO2 adsorp-
tion, it seems to be crucial to have lattice Zr cations sufficiently close
to the Cu edge to ensure that the oxygens of the CO2 molecule can
interact with them. The nanorod positions, where surface anions are

closer to the Cu edge than the Zr cations, lead to unfavorable CO2
adsorption due to repulsive interactions between the oxygen atoms
and anions. The central role of the zirconia support is further high-
lighted by the fact that, without the support, CO2 only physisorbs
maintaining a linear structure on a Cu(111) surface and on our (111)
and (100) nanorods. This agrees well with the previous DFT results,
which also demonstrate CO2 physisorption on Cu(111) and Cu(533)
surfaces.28,37

CO2 adsorption on the bare zirconia surface leads to carbon-
ate (CO3) formation with the lattice oxygen. We find this pro-
cess exothermic by −0.57 eV on t-ZrO2 and by −0.59 eV on
m-ZrO2. In the case of a (111) model, the carbonate formation is
thermodynamically slightly more favorable than CO2 adsorption at
the interface, which makes these two simultaneous reactions com-
peting. On the other hand, CO2 adsorption at the interface is clearly
preferred to carbonate formation for the (100) model. Previously
computed64 carbonate formation energy on the same monoclinic
zirconia surface is about −1.13 eV, which is substantially more
exothermic than the value reported here. We ascribe this energy dif-
ference to the different exchange and correlation functional and to
the thicker zirconia slab, not computationally feasible for the present
screening study. Note that under the reaction conditions, zirconia is
partially covered by OH groups, which are known to react with CO2
to create an extremely stable formate species.6,13,64,65

We close the discussion on CO2 adsorption and activation by
considering that at the strainedmetal–oxide interfaces. Similar to the
minimum-strained nanorods, CO2 is activated via electron transfer
and themolecule adopts a bent adsorption configuration. The biden-
tate binding is preferred, while monodentate geometries also appear
at slightly higher energies. CO2 adsorption energies and the elec-
tronic interaction energy components for the strained interfaces are
presented in Table II. While the data do not allow to make com-
prehensive conclusions for all the interfaces, we can say that for the
(111) model, the straining and compressing of the nanorod lead to
more exothermic electronic interaction energies. However, one has

J. Chem. Phys. 154, 214707 (2021); doi: 10.1063/5.0049293 154, 214707-8

Published under an exclusive license by AIP Publishing



The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

FIG. 6. Heat maps for CO2 adsorption upon varying the position of the (111) nanorod across the (a) t-ZrO2 and (b) m-ZrO2 surfaces. The nanorod lies parallel to the vertical
axis and is moved along the horizontal axis. The energy difference is given with respect to the most stable adsorption structure. The vertical axis numbers represent Cu
edge atoms to which CO2 was attempted to bind. Gray color corresponds to the nanorod positions, which do not bind or activate CO2.

to be careful with the nanorods exposed to larger (± > 7%) strain
as they experienced significant structural deformations during the
atomic structure optimization, which reduced the atomic coordi-
nation number of some Cu atoms, typically those interacting with
the C atom leading to enhanced CO2 adsorption. Therefore, these
systems are largely omitted from the detailed discussion. In general,
adsorption and total electronic interaction energies do not correlate.
This means that adsorption energy difference and total electronic
interaction energy difference, ΔΔEads and ΔΔEtotel , differ for a con-
sidered system pair. Again, this can be attributed to diverse defor-
mations of the nanorod and the molecule, giving system-specific
positive deformation energies. In addition, we see for all the sys-
tems strong synergy between the metal and oxide, which is reflected
by exothermic values of ΔEexc and highlights the unique nature of
the interface. Table II also shows that interfaces built from the (100)
nanorod give more exothermic CO2 adsorption energies than its
(111) counterpart.

In order to understand the variation of CO2 adsorption energy
from one system to the other, we performed d-band-center analysis
separately to each step in the thermodynamic cycle. The forma-
tion of a metal–oxide interface has been considered as a two-step
process,25 including the “strain” and “ligand” contributions similar
to bimetallic systems.66 The “strain” effects include both changes
in Cu–Cu distances along the nanorod and structural deforma-
tion of the nanorod due to interaction with zirconia, whereas the
ligand effect describes the electronic interactions between Cu and
zirconia. The first three steps in the thermodynamic cycle con-
tribute to the shift of the d-band center due to strain effects Δεstraind ,
while the shift of the d-band center for step 4 (Δεligandd ) measures
the change resulting from the ligand effect. The overall impact
of the support on the Cu nanorod is a clear shift of a d-band
center to lower energies for all the models; see Table S3 for explicit

numerical values. The ligand effects clearly dominate, and the
negative value of Δεligandd for all the interface models highlights
that binding interaction between Cu and zirconia shifts the
d-band center to lower energies. The contribution of the strain
effects to the shift of the d-band center is negligible, being positive
for some interfaces and negative for some others. Table S3 shows
that CO2 adsorption energies cannot be rationalized with the shift
of the d-band center as no correlation can be established between
the adsorption energy and the total shift in the d-band center. We
believe that the complex metal–oxide interaction effects at the inter-
face together with structural deformations, especially in the case
of the less stable (100) rod, make the d-band model insufficient to
explain CO2 adsorption energies.

Altogether, our DFT results highlight that CO2 adsorption and
activation depend sensitively on the atomic structure and composi-
tion, making only few site geometries favorable for CO2. Moreover,
care must be taken when building computational interface mod-
els as artificial strain enhances CO2 adsorption, and similar effects
might be present for reaction intermediates as well, let alone that the
possible strain effects may affect the activation barriers for elemen-
tary steps taking place at the interface. Structure sensitivity of CO2
adsorption suggests that not all the Cu–ZrO2 interfaces at real-world
catalytic systems are active toward CO2 chemistry. This is because
supported nanoparticles present various interface sites with differ-
ent compositions and atomic structures, and their direct structural
optimization is infeasible.

IV. CONCLUSIONS
We have investigated the properties of a Cu–ZrO2 interface and

its ability to adsorb and activate CO2 using density functional theory
calculations. Specifically, two Cu nanorod models were explored on
m-ZrO2(111) and t-ZrO2(101) surfaces.We observed that the (111)
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nanorodmodel is alwaysmore stable than the (100) one regardless of
whether it is supported by zirconia or not. Tetragonal ZrO2 stabilizes
both nanorod models more than monoclinic ZrO2, which is likely
due to the more exposed oxygen anions of the t-ZrO2(101) sur-
face. Our calculations demonstrate that the stability of the nanorod
depends sensitively on its local chemical environment on ZrO2 and
results from the fact that Cu atoms avoid the interaction with sur-
face cations and prefer to minimize a Cu-anion nearest-neighbor
distance. Compression along the nanorod enhances binding to zir-
conia, while tension of the nanorod weakens the interaction with the
studied oxide surfaces.

Our results demonstrate that the employed Cu–ZrO2 inter-
face model significantly impacts the adsorption characteristics of
the CO2 molecule. In general, the interfaces built using the (100)
nanorod adsorb CO2 more strongly compared to the interfaces cre-
ated with the (111) nanorods. The activation of CO2 is seen as
clearly negative Bader charge originating from the synergy between
Cu and ZrO2 and a bent adsorption configuration. Applying strain
to the nanorod enhances electronic interaction with CO2, which is
not always reflected in more exothermic adsorption energies due to
structural deformation effects. The excess interaction energy orig-
inating from the synergy between the metal and the support is
strongly exothermic for the all studied systems, highlighting the
importance of the metal–oxide interface. Furthermore, depending
on how the nanorod is positioned on ZrO2, CO2 might not adsorb
at the interface at all.

Overall, not only the chemical composition but also the diverse
structural features of an interface can impact the adsorption char-
acteristics of reacting molecules and, consequently, the computed
activity and selectivity profiles. Therefore, when building computa-
tional models for catalytic reactions taking place at the metal–oxide
interface, care should be taken in constructing interfaces and identi-
fying interfacial active sites.

SUPPLEMENTARY MATERIAL

See the supplementary material for details on the construction
and the structure of the atomic models, density of states plots, and
the d-band shifts for the thermodynamic cycle.

ACKNOWLEDGMENTS
This work was funded by the Academy of Finland under Project

Nos. 329977 and 307623 and the University of Jyväskylä. The elec-
tronic structure calculations were made possible by the computa-
tional resources provided by the CSC—ITCenter for Science, Espoo,
Finland (https://www.csc.fi/en/), and the Finnish Grid and Cloud
Infrastructure.

DATA AVAILABILITY

The data that support the findings of this study are available
from the corresponding author upon reasonable request.

REFERENCES
1S. Roy, A. Cherevotan, and S. C. Peter, ACS Energy Lett. 3, 1938 (2018).
2B. M. Tackett, E. Gomez, and J. G. Chen, Nat. Catal. 2, 381 (2019).
3R. P. Ye, J. Ding, W. Gong, M. D. Argyle, Q. Zhong, Y. Wang, C. K. Russell,
Z. Xu, A. G. Russell, Q. Li, M. Fan, and Y. G. Yao, Nat. Commun. 10, 5698
(2019).

4S. Kattel, P. J. Ramírez, J. G. Chen, J. A. Rodriguez, and P. Liu, Science 355, 1296
(2017).
5S. Kattel, P. Liu, and J. G. Chen, J. Am. Chem. Soc. 139, 9739 (2017).
6N. Scotti, F. Bossola, F. Zaccheria, and N. Ravasio, Catalysts 10, 168 (2020).
7Q.-L. Tang, Q.-J. Hong, and Z.-P. Liu, J. Catal. 263, 114 (2009).
8K. Larmier, W.-C. Liao, S. Tada, E. Lam, R. Verel, A. Bansode, A. Urakawa,
A. Comas-Vives, and C. Copéret, Angew. Chem., Int. Ed. 56, 2318 (2017).
9M. Zabilskiy, V. L. Sushkevich, D. Palagin, M. A. Newton, F. Krumeich, and J. A.
van Bokhoven, Nat. Commun. 11, 2409 (2020).
10Y. Wang, S. Kattel, W. Gao, K. Li, P. Liu, J. G. Chen, and H. Wang, Nat.
Commun. 10, 1166 (2019).
11Q. Fu and T. Wagner, Surf. Sci. Rep. 62, 431 (2007).
12Z.-J. Zhao, Z. Li, Y. Cui, H. Zhu, W. F. Schneider, W. N. Delgass, F. Ribeiro, and
J. Greeley, J. Catal. 345, 157 (2017).
13M.M. Kauppinen,M.M.Melander, A. S. Bazhenov, and K. Honkala, ACS Catal.
8, 11633 (2018).
14Y. Y. Wu, N. A. Mashayekhi, and H. H. Kung, Catal. Sci. Technol. 3, 2881
(2013).
15I. X. Green, W. Tang, M. Neurock, and J. T. Yates, Science 333, 736 (2011).
16M. Boronat and A. Corma, Dalton Trans. 39, 8538 (2010).
17P. Schlexer, D. Widmann, R. J. Behm, and G. Pacchioni, ACS Catal. 8, 6513
(2018).
18H. Tao, C. Choi, L.-X. Ding, Z. Jiang, Z. Han, M. Jia, Q. Fan, Y. Gao, H.
Wang, A. W. Robertson, S. Hong, Y. Jung, S. Liu, and Z. Sun, Chem 5, 204
(2019).
19Q. Fu, W.-X. Li, Y. Yao, H. Liu, H.-Y. Su, D. Ma, X.-K. Gu, L. Chen, Z. Wang,
H. Zhang, B. Wang, and X. Bao, Science 328, 1141 (2010).
20J.-Y. Luo, M. Meng, X. Li, X.-G. Li, Y.-Q. Zha, T.-D. Hu, Y.-N. Xie, and
J. Zhang, J. Catal. 254, 310 (2008).
21J. Shen, R. E. Hayes, and N. Semagina, Catal. Today 360, 435 (2021).
22N. T. S. Phan, M. Van Der Sluys, and C. W. Jones, Adv. Synth. Catal. 348, 609
(2006).
23V. Polshettiwar, C. Len, and A. Fihri, Coord. Chem. Rev. 253, 2599 (2009).
24Z.-c. Zhang, B. Xu, and X. Wang, Chem. Soc. Rev. 43, 7870 (2014).
25P. Mehta, J. Greeley, W. N. Delgass, and W. F. Schneider, ACS Catal. 7, 4707
(2017).
26S. Polierer, J. Jelic, S. Pitter, and F. Studt, J. Phys. Chem. C 123, 26904 (2019).
27J. K. Nørskov, T. Bligaard, J. Rossmeisl, and C. H. Christensen, Nat. Chem. 1, 37
(2009).
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Exploring CO2 hydrogenation to methanol at a
CuZn–ZrO2 interface via DFT calculations†

Aku Lempelto, Lars Gell, Toni Kiljunen and Karoliina Honkala *

Multi-component heterogeneous catalysts are among the top candidates for converting greenhouse gases

into valuable compounds. Combinations of Cu, Zn, and ZrO2 (CZZ) have emerged as promisingly efficient

catalysts for CO2 hydrogenation to methanol. To explore the catalytic mechanism, density functional

theory (DFT) calculations and the energetic span model (ESM) were used to study CO2 conversion routes

to methanol on CuZn–ZrO2 interfaces with a varying Zn content. Our results demonstrate that the

presence of Zn sites at the interface improves CO2 binding. However, the adsorption and activation

energies are insensitive to Zn concentration. The calculations also show that the hydrogenation of

adsorbate oxygen atoms at the interface is kinetically more favourable and requires hydrogen spillover from

the metal to the zirconia. This leads to barriers that are lower than those reported on interface or metal-

only sites in previous literature. While DFT calculations alone are unable to identify which one of the

competing pathways is more favourable, the ESM model predicts that the carboxyl pathway has a higher

turnover frequency than the formate route. Our findings also show the importance of considering effects

such as hydrogen spillover which take place at a metal-oxide interface when modelling complex catalytic

environments.

1 Introduction

Transforming CO2 into value-added products such as
methanol, hydrocarbon fuels, and other platform chemicals
has gained attention as an attractive approach to reduce the
negative impact carbon dioxide has on the climate.1–4 Using
renewable energy and sustainable hydrogen would allow us to
establish a circular economy based on carbon recycling.1,2,5–8

However, due to the stable nature of CO2, highly active,
selective, and deactivation-resistant catalysts are required to
make large-scale adaptation feasible.5 Various catalytic
systems with different combinations of active metal and
supporting metal oxide have been prepared and characterised
to maximise catalytic activity and selectivity for CO2

conversion to methanol (CTM):3,9–18

CO2(g) + 3H2(g) → CH3OH(g) + H2O(g). (R1)

Oxide-supported Cu nanoparticles have been extensively
studied for catalysing CTM due to their promising methanol

selectivity, which can be upwards of 60%.3,19 Several
experimental3,20–24 and computational3,21,23–26 studies have
associated the catalytic activity with active sites at the metal-
oxide interface. The type of oxide support can substantially
influence the activity and selectivity of the catalyst.3,4,24

Common choices for suitable oxides include zinc oxide ZnO,
zirconia ZrO2, titania TiO2, and alumina Al2O3. For example,
the ternary system of Cu/ZnO/Al2O3 is already an industrially
established CTM catalyst, but it displays relatively low
conversion, typically below 20%, leading to efforts to develop
more selective catalysts in addition to the continuous search
for increased activity.3,6,9,27 To this end, zirconia (ZrO2) has
been suggested as an alternative oxide support due to
increased turnover rates and selectivity of ZrO2-supported
Cu.3,24 Additionally, zirconia has been reported to offer
enhanced thermal and mechanical stability and to prevent
Cu particles from sintering and thus to hinder the
deactivation of the catalyst.3,24,28–33 Adding ZnO as another
oxide into Cu/ZrO2 has demonstrated higher methanol
production rates and total conversion percentages than either
Cu/ZnO or Cu/ZrO2, often reaching a 20% conversion
whereas a lower 5 to 10 percent conversion is typical for
binary systems.3,4,30,34

The precise function of ZnO in Cu/ZnO/ZrO2 (CZZ) is still
under debate.33 The ZnO component is suggested to be able
to temporarily store hydrogen,33 and it may also act as an
additional structural modifier, enhancing Cu dispersion and
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increasing its surface area.30 The actual oxidation state of Zn
and the mechanism of catalytic promoting remain somewhat
controversial,3,9–11,13,20,22,23,35–39 and the question of whether
or not a CuZn-alloy is involved as the active phase remains
open. It is known that the strong interaction between the
components may lead to partial ZnO coverage of a Cu
surface.11,20 Under certain conditions the ZnO component
can partially reduce into metallic Zn which has two possible
outcomes: either forming oxygen vacancies or creating
surface alloys of Cu and Zn.9,10,13,40,41 The CuZn alloys
formed at defect and edge sites of metal particles can then
be partially reduced by the adsorbates and serve as the active
sites of Cu/ZnO catalysts.9 Based on a combination of in situ
analyses, it has been determined that the extent of the
alloying varies largely based on the exact temperatures, the
presence of CO2 or other gaseous species i.e. the reducing
quality of the conditions.13,22,23,41,42 Therefore the
significance of the alloying remains controversial. A bulk
alloy may oxidise and separate into Cu and oxidised Zn,22 or
simply lose its ability to act as an efficient catalyst.42 Instead,
an oxidised phase of Zn in the form of Zn formates has been
suggested to be the active intermediate species that lead to
methanol formation.22,36 While the discussion is often
centered around bulk alloying, the presence of metallic Zn
impurities or dilute alloys at the metal-oxide interface acting
as the active sites demand investigation.

In computational studies, a pristine Cu facet such as
Cu(111) or Cu(211) has typically been chosen as the model to
represent the Cu-containing catalyst system.9,27,43 While simple
to work with, these models obviously omit the effects of the
supporting oxide. For example, when CO2 is electronically
activated upon adsorption, it takes a bent shape with an O–C–
O angle of 123°, as if sp2 hybridised. However, both at and
stepped Cu surfaces bind CO2 only in a linear fashion even
though physisorption energies as large as −0.56 eV and −0.71
eV have been reported on Cu(111)9,27,43,44 and Cu(211),9,45,46

respectively. On the other hand, the copper-oxide interface has
been reported to activate CO2, which bends upon adsorption
and the adsorption energy varies in the range of −0.4–1.8 eV,
depending on the specific structure of the interface.25,44,47

Therefore, binary systems where a metal cluster or nanorod is
supported on an oxide slab are a common alternative to a
purely metallic model.25,44,47,48 In a recent study combining
experiments and calculations, a single Cu atom catalyst on
ZrO2 was found to promote CTM with near 100% selectivity
whereas additional active sites at larger Cu clusters and
particles were shown to diminish this efficiency.14

As the precise role of the Zn promoter in CTM is
unsettled,35,41 the choice of how it should be included in
computational models has varied. The density functional
theory (DFT) studies on CZZ catalysts conducted so far have
only considered one or two of the three components. For
example, a CZZ system was recently modelled21 by depositing
a small ZrO2 cluster on a ZnO(112̄0) surface to better
understand the catalytic behavior on oxide interfaces. Very
recently, an inverse ZrZn2O3/Cu(111) system was used to

model ZrO2/Cu and ZnO/Cu interfaces.49 Purely metallic Cu
or CuZn models have also been used to mimic active sites at
facets and edges of nanoparticles.9,23,27,46,50 Even though a
CuZn(211) surface is unable to activate CO2 and the
intermediates bound to it are thermodynamically less stable
than the gas-phase reagents,9 the hydrogenation
intermediates are nevertheless more strongly bound to an
alloyed CuZn surface than to a pure Cu surface.9

While the reaction mechanism of CTM has been studied
for a variety of catalyst compositions, the views are not
unanimous on the identity of the key intermediates, the main
reaction pathway, and an active catalyst domain.3,19,24

Generally, the plausible pathways have been narrowed down
to two competing ones: one converting CO2 to a formate
(HCOO) which then reacts onwards to methanol, and the
other, where CO2 first breaks down to carbon monoxide (CO)
through a reverse water–gas shift (RWGS) reaction and then
hydrogenates to methanol via a formaldehyde intermediate.
Different interpretations of computational and experimental
results have led to differing opinions on the dominant
reaction route. For example, a formate species bound to the
zirconia surface has been both computationally and
experimentally determined to be highly stable and could be
considered a strong thermodynamic sink.25,28,44,48 Therefore,
formates have been suggested to accumulate at the zirconia
and poison the active sites rather than acting as key
intermediates in CTM. However, the barrier for HCOO
conversion to dioxymethylene (H2COO) has been computed
to be only 0.66 eV on a ZrO2/ZnO interface.21 This finding is
supported by in situ diffuse reflectance infrared spectroscopy
measurements, which have shown that the CZZ system can
quickly convert formate to a methoxy (CH3O) species.

21,25

Another key feature for a hydrogenation catalyst is the
ability to efficiently dissociate molecular hydrogen, which,
in a Cu-based system, is assumed to be take place on the
metal component, where hydrogen readily adsorbs
dissociatively.4,9,21,51–53 Hydrogen spillover from the metal to
the ZrO2 surface may take place and promote a zirconia-
bound hydrogen to participate in the CTM reactions.51,54,55

However, the efficiency and mechanism of the spillover on
irreducible oxides, such as zirconia, has been a subject of
debate56–58 and the importance of the kinetic control of the
spillover step is unclear.

In this work, we employ DFT calculations to examine the
intermediate and transition states for the branched reaction
network of CO2 CTM by first discussing the reactant
properties at the interface using supported CuZn nanorod
models, then outlining the formate and RWGS route
specifics, combining them to form the products, and finally
evaluating the kinetic aspects of the catalytic cycle. We model
the active interface by constructing mixed CuZn structures
with varying concentration of Zn atoms at the Cu-monoclinic
ZrO2(1̄11) interface mimicking a diluted interface nanoalloy.
The energetic span model is used to identify rate-controlling
intermediates and to draw a simplified comparison between
the optimal kinetics of competing mechanisms.

Catalysis Science & TechnologyPaper

O
pe

n 
A

cc
es

s A
rti

cl
e.

 P
ub

lis
he

d 
on

 2
1 

Ju
ne

 2
02

3.
 D

ow
nl

oa
de

d 
on

 7
/3

/2
02

3 
5:

59
:2

5 
A

M
. 

 T
hi

s a
rti

cl
e 

is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
Li

ce
nc

e.

View Article Online



Catal. Sci. Technol.This journal is © The Royal Society of Chemistry 2023

2 Computational methods

DFT calculations were carried out using the BEEF-vdW
exchange–correlation functional59 in the projector-augmented
wave (PAW)60 formalism as implemented in the GPAW61

package. The core electrons of all elements were described in
the frozen-core approximation. A maximum spacing of 0.20 Å
was used for the real-space grid basis, and the reciprocal
space was sampled at the Γ point. A Hubbard U correction62

of 2.0 eV, determined using a self-consistent linear response
method detailed in ref. 63, was applied to the d-orbitals of
the zirconium atoms. A higher value of 4 eV is common in
literature64–67 but the difference is not unusual as the value
of the U parameter is very sensitive to the specific DFT
implementation used. The geometry optimisations were
performed using the fast inertial relaxation engine (FIRE)
algorithm as implemented in the atomic simulation
environment (ASE).68,69 During optimisations, the bottom
layer of the ZrO2 slab was kept frozen in its initial bulk
geometry. All other atoms were allowed to relax until the
maximum residual force was reduced below 0.02 eV Å−1. The
transition state searches were carried out using the climbing
image nudged elastic band (CI-NEB)70,71 method where the
maximum residual force was set to 0.05 eV Å−1 which keeps
the computational cost feasible. Hydrogenation reactions
were carried out such that the H atom was initially placed
either on the metal side of the interface or on the oxide side,
close to the molecule to be hydrogenated. The transition
states were confirmed by calculating the vibrational modes
using the Frederiksen method72 and verifying that only one
mode with an imaginary frequency exists along the reaction
coordinate. Partial charges on atoms were analysed with the
Bader method73 using code written by Tang et al.74

For the metal-oxide interface, we utilise the oxide-
supported metal nanorod concept consisting of a Cu rod with
some edge Cu atoms replaced with Zn atoms at different
concentrations (see Fig. 1 for the structures and
denominations). The Cu–(m-ZrO2(1̄11)) interface model was

adopted from our previous study,47 where the length of the
nanorod is eight atoms and the thickness three atomic layers.
A (111) plane is exposed towards the interface. The zirconia
surface is described by a two-layer-thick slab model, built
from a 3 × 2 m-ZrO2(1̄11) supercell with periodic boundary
conditions in the horizontal directions. While a Cu rod was
found to be more stable on a tetragonal zirconia surface,47

the monoclinic variety is thermodynamically favoured under
reaction conditions75 and has shown activity towards CO2

activation and CTM in experiments.34,76 Three different Zn
concentrations were examined by replacing every fourth Cu
atom, 3/4 of Cu atoms, or all Cu atoms on the nanorod edge
with Zn. These models were named the Zn-dilute, the Zn-
rich, and the Zn interface, respectively. This represents
situations where Zn centres are dispersed to a varying degree,
such as the case where atomic layer deposition has been used
to prepare the catalyst.34 In this instance we have chosen to
place the Zn centers along the active interface instead of a
more homogeneous alloying with Cu, allowing the use of a
pure Cu interface model as a reference, assisting
interpretation.

The simulation cell measures 20.67 × 14.79 × 24.0 in Å
with angles of 90°/90°/116.5°. This unit cell size results in a
minor compressive strain of −1.02% for the Cu atoms along
the direction of the nanorod.47 For the Zn interface, the
strain is −4.2% as a result of the longer, 2.69 Å, Zn–Zn bulk
distance. The strains experienced by the other interfaces are
less clearly defined but are likely between the −1.02% of Cu
and −4.2% of the Zn interface. A strain of this magnitude at
the Cu interface47 was found to enhance CO2 binding by up
to 0.4 eV. On the other hand, a computed lattice constant of
2.91 Å has been reported for a bulk β-CuZn,77 corresponding
to a shorter Cu–Zn distance of 2.52 Å. This could mean that
the compressive strain of the Zn-dilute interface is slightly
lower than that of the Cu interface. All three doped interfaces
have a Zn atom at the site that binds CO2 and many further
reaction intermediates the strongest, so that they all measure
the impact of Zn against the performance of the pure Cu
interface. The relative strength of the adsorption at this site
is likely due to a lower coordination caused by the interaction
between the nanoparticle and the oxide. The models
represent cases where the Zn atoms exist as single atom
centers dispersed at the metallic interface or as more
conjugated assemblies that span several Zn centers. The
energy ΔEdef by which CO2 adsorption deforms the interface
was calculated as

ΔEdef ¼ E*CuZn=ZrO2 −ECuZn=ZrO2 ; (1)

where E*CuZn=ZrO2 is the energy of a CuZn/ZrO2 configuration
after removal of CO2 from an optimised adsorption geometry
and ECuZn/ZrO2

is the energy of the optimal interface without
any adsorbate.

A graph theory-based energetic span model78,79 (ESM) for
complex reaction networks was utilised to assess the catalytic
cycles. By summing together pairs of intermediate and

Fig. 1 The four metal/ZrO2 interface systems with varying amounts of
Zn in the Cu nanorod. A: Cu interface, B: Zn-dilute interface, C: Zn-
rich interface, D: Zn interface. Red: O, white: H, dark grey: C, purple:
Zn, turquoise: Zr, orange: Cu.
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transition state energies, it is possible to estimate turnover
frequency of each mechanism,

TOFn ¼ kBT
h

1 − eΔGr=RTP
i; je

Ti−IjþδGi; jð Þ=RT (2)

where kB is the Boltzmann constant, T is the temperature, h
is the Planck constant, ΔGr is the Gibbs energy of reaction,
and Ti and Ij are the Gibbs energies of a given transition state
and intermediate, respectively. Furthermore, a summation
over all n possible mechanisms in the network gives an
estimate of the total TOF.79

TOF ¼ kBT
h

X
n

1 − eΔGr=RTP
i∈cyclen ; j

e Ti−IjþδGi; jð Þ=RT (3)

The delta term δGi,j is defined as:79

δGi; j ¼
0 if i > j; i:e: TS follows intermediate

ΔGr if i ≤ j; i:e: TS precedes intermediate

�
(4)

The degree of turnover frequency control XTOF is defined for
intermediates and transition states according to eqn (5) and
(6) (see ESI† section S3).

XTOF;Ti;n ¼
P

je
Ti − IjþδGi; jð Þ=RT

P
i∈cyclen; j

e Ti−IjþδGi; jð Þ=RT (5)

XTOF;Ij ;n ¼
P

i∈cyclen
e Ti−IjþδGi; jð Þ=RT

P
i∈cyclen ; j

e Ti−Ij−δGi; jð Þ=RT (6)

The concept is similar to that of the degree of rate control. A
value closer to 1 indicates that changes in the state's energy
will affect the TOF more than the energies of states with XTOF
values close to 0. However, while the degree of rate control is
often determined for elementary steps, here we define the
degrees of TOF control separately for intermediates and
transition states. This way the values of XTOF can be maximal
for two states that are not part of the same elementary step.
We can show the direct influence of the energy of each
intermediate of transition state as:

Effect of Ti on TOF ¼ ∂TOF
∂Ti

(7)

Effect of Ij on TOF ¼ ∂TOF
∂Ij

(8)

which was estimated by using ∂Ti = ∂Ij = −0.001 eV. The DFT-
computed adsorption and transition state energies were used
as input. While the difference between free energies and DFT
energies for gas-phase species can be in the order of 0.6 eV,
we assume that the catalytic turnover frequencies (TOF) and
the degree of TOF control values (XTOF) can be compared
between different reaction pathways that mainly take place
on the surface, even though no free energy corrections were
included. The TOF values were computed at a temperature of
500 K, which corresponds to experimental reaction
conditions.80

The ESM analysis was originally developed for studying
homogeneous catalysis78 but it has also been successfully
applied for heterogeneous systems including CO2

hydrogenation to methanol on Cu(111).81 The basic
assumptions of the ESM include that: (i) Eyring's transition
state theory is valid, (ii) a steady-state regime is applicable,
and (iii) the intermediates undergo fast relaxation to the
thermodynamic equilibrium described by the Boltzmann
distribution.78 While the reaction kinetics for heterogeneous
catalyst systems is often studied via microkinetic modelling
or kinetic Monte Carlo simulations,23,26–28,48,49,82 the ESM
offers a simplified way to estimate which pathway is optimal.
We used the gTOFfee software,81,83 which was slightly
modified to improve the performance for the present reaction
network. Additionally, an extension was made to the code for
calculating the degrees of TOF control, see ESI† for details.

3 Results and discussion
3.1 CO2 and H2 activation

The CO2 adsorption properties of the interfaces were
determined first since the CO2 reduction pathways start with
the adsorption of the reactants on the catalyst surface. All the
interface atoms were first considered as potential sites for
the CO2 adsorption. Subsequent hydrogenation steps are
then performed for the most stable CO2 adsorption geometry,
which is similar to the one for the Cu interface.47 CO2 binds
to the CuZn–ZrO2 interface in a conformation where the
carbon atom resides on top of a Zn atom (C–Zn bond length
2.1 Å) and the two oxygen atoms bind on two Zr cations close
to the interface (see Fig. S6†). Upon adsorption, CO2 takes a
bent shape, which resembles a carbonate anion25,47 and
indicates the activation of the molecule with a partial charge
of 1.3|e|.47 The interaction of CO2 with the CuZn–ZrO2

interface leads to a local deformation of the rod such that
the metal atom in contact with the C atom is pulled out from
the (111) plane.

The CO2 adsorption is exothermic by −1.17 eV, −1.13 eV,
and −1.30 eV at the Zn-dilute, Zn-rich and Zn interfaces,
respectively. The Cu interface exhibits significantly weaker
binding with an adsorption energy of −0.64 eV.47 The
difference can be rationalised by examining the energy
penalty of deformation ΔEdef, calculated using eqn (1), which
is +1.7 eV for the Cu interface and +1.1 eV for the Zn-dilute
interface. The ΔEdef is consistent with the difference in
adsorption energies: the stronger binding at the Zn-
containing interface is due to smaller deformation energy. No
energy penalty is seen for the Zn-rich and Zn interfaces, as
their intrinsic strain already favours a deformed structure.
CO2 adsorption at the Zn-rich interface is a kinetically
activated process with a barrier of 0.16 eV, which is 0.22 eV
lower than the barrier computed for the Cu interface.47

Similarly to the more negative adsorption energies, the lower
barrier is likely due to the increased mobility of the Zn.
Adsorption of CO2 on the low-coordinated oxygen atoms of
the ZrO2 surface, without the involvement of the interface, is
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also possible in a trigonal carbonate-like geometry where the
carbon atom of the CO2 binds the lattice oxygen and one of
its oxygens rests on a Zr cation. With an adsorption energy of
−0.59 eV, this binding is likely in competition with the
adsorption at the interface. In addition to adsorption, we
considered dissociative adsorption of CO2 into CO and O, as
studied previously.84–86 However, the reaction is endothermic
with a barrier of 1.7 eV, see ESI† section 1.1 for details, and
therefore this pathway was omitted from further evaluation.

The dissociative adsorption of H2 was considered at the
CuZn–ZrO2 interface at various positions. The dissociation
can be homolytic, where both H atoms adsorb on Cu/Zn sites
on the rod and have similar small charges of ca. −0.3 e,
regardless of if they are in the vicinity of a Zn site.
Alternatively, it can happen across the interface either
homolytically, where one H binds on the surface of the rod
and the other on top of a Zr, or heterolytically, where a
hydride binds to the surface of the metal rod and a proton to
an oxide anion. These sites are illustrated in Fig. S7.†
Hydrides and protons on the zirconia have charges of −0.6 e
and +0.6 e, respectively. The heterolytic dissociation is
endothermic by ca. +1 eV and has a kinetic barrier of 1.4 eV,
while the homolytic path on the rod is endothermic only by
+0.4 eV with a slightly smaller activation energy of 1.1 eV.
The spillover of hydrogen from the metal to the oxide surface
is endothermic by ca. +0.6 eV depending slightly on the
interface site. The kinetic barrier for hydride migration from
the metal to the Zr on-top site of the oxide is 0.8 eV. However,
the presence of CO2 or further reaction intermediates can
stabilise the oxide-bound H, up to the point where it
becomes thermodynamically favourable compared to the
metal-bound H atom.

3.2 The formate and RWGS routes

The two most commonly proposed CTM reaction
mechanisms are considered here: the formate pathway with
intermediates labeled Fi, and the RWGS pathway with labels
Ri, Fig. 2 displaying the detailed reaction network. The
elementary steps along the formate and RWGS pathways were
examined at both the Zn-dilute and Zn-rich interfaces, as well
as examining selected steps at the Zn interface. We highlight
the differences between the systems when they are relevant
but in many cases they behave very similarly. In these
situations, we use the Zn-dilute interface as an example. The
computed adsorption and activation energies for all
interfaces are summarised in the ESI† in Table S2 and the
corresponding atomic structures are shown in Fig. S8–S13.†

CO2 to HCOO. Formate, HCOO, is formed across the
interface from co-adsorbed CO2 and H. The CO2 is initially in
its most stable geometry and the hydrogen is positioned on
the metal, close to the reaction site. The diffusion of the
hydrogen from its optimal geometry on surface of the Cu
particle is not included in the calculations. Formate (F01)
binds on the ZrO2 via O–Zr bonds and, unlike the CO2,
interacts only with the support as demonstrated by the long

Zn–C distance of 3.8 Å. The reaction is exothermic by −1.2 eV
and the activation energy is +1.2 eV. The energies are similar
across the interface models (see Table S2†). Fig. 3 shows the
atomic geometries for the initial, final, and transition states.
At the transition state (TS01), the hydrogen atom has
migrated from the Cu–Cu bridge geometry to a Zn-top
position while the C atom is still in contact with the Zn atom
with a mildly elongated C–Zn bond length of 2.2 Å. The
activation and reaction energies at CuZn interfaces are not
significantly different compared to a Cu interface (Table S2†).
The slightly lower activation energy of +1.0 eV at the Cu
interface is likely due to the Cu–H interaction at the
transition state being stronger than that between Zn and H.
The binding geometries of CO2 and HCOO as well as reaction
energies for formate formation are similar to those reported
in literature for a variety of different interfaces, i.e., Cu
clusters or rods on zirconia,25,44 zirconia clusters on
Cu(111),28 and other metal–zirconia interfaces.48 The
differences can be rationalised by the structural similarities
of the interfaces. In all cases, the reaction energy varies only
from −0.6 to −0.7 eV. Previously reported activation energies
are in the order of +0.7 eV (ref. 25 and 48) with the exception

Fig. 2 The CO2 the two most common reaction routes for the CTM
reaction network. The formate route is given in yellow whereas the
RWGS route is displayed in pink. Solid lines imply hydrogenation and
dashed lines stand for dissociation or ad-/desorption of the
intermediate. Less favourable intermediates/paths are more faintly
coloured.

Fig. 3 Initial, transition and final state geometries for formate formation
at the Zn-dilute interface. Light red: lattice O, dark red: adsorbate O,
white: H, dark grey: C, purple: Zn, turquoise: Zr, orange: Cu.
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of the inverse ZrO2 cluster on Cu(111) model28 where the
barrier was reported to be only +0.14 eV.

HCOO to H2COO. The next reaction step in the formate
route is formate hydrogenation to a dioxymethylene species
(H2COO). In this step, the hydrogen again reacts with the
carbon from the metal side. To this end, the HCOO has to
still be relatively close to the interface. This reaction is
shown in Fig. 4. The reaction is endothermic by +0.2 eV
with activation energies around +0.5 eV. In the transition
state (TS02), the C–H distance is around 1.5 Å, which is
shorter compared to the 2.0 Å observed during formate
formation (TS01). The activation energies are comparable to
the value of +0.5 eV that was previously computed at a Cu–
ZrO2(2̄12) interface.26 The transition state geometry is also
similar with a C–H distance of 1.58 Å. A study of a
zirconia-supported Cu38 cluster reported a slightly higher
barrier of ca. +0.7 eV (ref. 25) still suggesting a fast
interconversion between the HCOO and H2COO.
Interestingly, at a model ZrO2/ZnO interface,21 the reaction
energy for H2COO formation is exothermic by −1.27 eV, but
the activation energy of +0.66 eV is close to our values.
Low activation energies reported for Cu/ZnO, Cu/ZrO2, and
ZnO/ZrO2 interfaces are in strong contrast to the high
activation energies on bare Cu surfaces. For example, the
barrier on a Cu(111) surface has been reported to be 1.59
eV27 or 0.97 eV.43 On a stepped Cu(533) surface, the
activation energy was determined to be 1.42 eV.
Consequently, several computational studies9,23,27,28,45,46 on
metal surfaces and inverse oxide-on-metal models have
suggested that HCOO hydrogenation leads to formic acid
(HCOOH) instead. In these cases, an oxygen atom of the
adsorbate and the reacting H are connected to the same
component, e.g. the metal surface. Thus it is sensible that
the formation of an O–H bond to create formic acid is
more facile than the reaction with the carbon atom of the
formate, which points away from the surface. We find,
however, that on CuZn/ZrO2 the reaction to HCOOH is
thermodynamically and kinetically significantly less
favourable than the reaction to H2COO with an activation
energy that is over 1 eV higher, as apparent in Fig. S2 and
S4 (see ESI† section 1.2 for the full discussion). The
difference can be explained simply by the fact that the
structure of a metal-oxide interface is able to bring the
reacting H and the carbon centre of the HCOO species
closer together to create a more favourable pathway.

H2COO reduction to H2COOH and splitting into H2CO.
During the conversion of H2COO to a hydroxymethoxy
species (H2COOH), both the H2COO and the H2COOH
intermediates stay on the zirconia, attached by their oxygens
to Zr top positions but disconnected from the interface. The
reacting H atom is initially bound to a zirconia lattice oxygen
near the dioxymethylene intermediate. The reaction of
H2COO to H2COOH is exothermic in the range of −0.1 eV to
−0.5 eV with moderate activation energies of ca. 0.5 eV at the
mixed interfaces. Previous computational studies21,25 on
cluster systems (ZrO2 on ZnO, Cu38 on ZrO2) have found
comparable activation energies for this step but reported the
reaction to be slightly endothermic, likely due to a stabilising
effect of the zirconia surface.

The next step on is the dissociation of H2COOH into
hydroxyl (OH) and formaldehyde (H2CO). This reaction shows
significant energetic variation depending on the interface,
being practically thermoneutral at the Zn-dilute and Zn
interfaces, and slightly endothermic by +0.2 eV at the Zn-rich
interface. At the Cu interface, the reaction is more
endothermic by ∼+0.4 eV, due to the weaker adsorption of
the formaldehyde. The activation barriers are in the order of
+0.2 to +0.5 eV. A previous study80 found the reaction and
activation energies on a Zn-decorated Cu(211) surface to be
similarly slightly endothermic with a low barrier. When the
C–O bond is broken, the OH part remains bound to a Zr-top
site whereas the H2CO (F06), while still attached to an oxide
cation via its oxygen, tilts toward the nearby interface and
binds to a Zn via its C atom. The resulting C–Zn distance of
2.17 Å is similar to that of activated CO2. The Zn atom is
again slightly pulled out from the ideal position and there is
no significant energy difference regarding which of the two
neighbouring Zr atoms the oxygen atom binds to.
Alternatively, H2COOH may hydrogenate to methanediol H2-
COHOH (F07). However, we found the activation energy of
+0.9 eV to be clearly higher than that of the dissociation.
Therefore, the pathway was not considered further.

The full potential energy diagram of CTM through the
formate mechanism is shown in Fig. 5. The final steps from
H2CO to methanol are shared between both the formate and
the RWGS route.

CO2 to COOH. The RWGS route begins with the formation
and subsequent dissociation of a carboxyl intermediate
(COOH) at the metal-oxide interface. Starting from the
adsorbed CO2 and dissociated H, the reacting H atom must
be spilled from the metal to the oxide surface, from where it
reacts with an oxygen atom of the CO2 molecule (see Fig. 6).
Attempts to make the H react directly from the metallic
component to the CO2 oxygen were not successful. The
resulting COOH intermediate (R01) binds to the metal via the
C atom and to the oxide via both O atoms the same way as
CO2 does. This is in contrast to the formate, which detaches
from the interface. The formation of COOH at the CuZn
interfaces is endothermic by approximately 0.4 eV, and has a
moderate +0.7 eV barrier (see ESI,† Table S2, TS11 onward). In
contrast, the reaction barrier is 1.8 eV for a CuZn-bound H,

Fig. 4 Initial, transition and final state geometries for HCOO
hydrogenation to H2COO, at the Zn-dilute interface. Light red: lattice
O, dark red: adsorbate O, white: H, dark grey: C, purple: Zn, turquoise:
Zr, orange: Cu.
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which would severely hinder the RWGS mechanism.
Employing the oxide-bound H also minimises the distance
that the H atom needs to move to form the new O–H bond.

The COOH is thermodynamically less stable by ca. 1.5 eV
compared to the HCOO intermediate but the activation
energy for COOH formation is 0.5 eV lower. A similar 1.4 eV
difference in adsorption was found at a Cu38/ZrO2 interface.

25

However, in that case the H reacted directly from the Cu38
cluster which corresponds to an activation energy of around
+2 eV which is 1.2 eV higher than that of the formate
formation. These activation energies and their differences are
in line with our results but the case where H reacts from the
oxide was not previously included.

COOH dissociation. The COOH species dissociates into
carbon monoxide (CO) and an OH group that end up bound
to adjacent Zr atoms (see R02 in Fig. S9–S13†). In the

transition state, the CO is bound to a Zr cation via its O atom
while having a 2.2 Å C–Zn distance and a 1.8 Å C–OH
distance. After the reaction is complete, the CO can stay
physisorbed on the zirconia surface at a C–Zr distance of 2.8
Å or diffuse to bind at the interface. In both cases the CO
adsorption energy is very similar and in the order of −0.5 eV.
Bader analysis gives the OH group a charge of ≃0.7 e,
pointing to it having an anionic character, while the CO
adsorbed at the interface is neutral. The COOH splitting
reaction is exothermic by ≃0.1 eV and its activation energy is
ca. 0.2 eV at the mixed interfaces. At the Cu interface, the
reaction energy increases to −0.4 eV due to the CO binding
more strongly to Cu than to Zn. A previous study on
Cu(111)27 shows a +0.42 eV activation energy for the
dissociation of COOH, while the reaction energy remains
slightly exothermic by −0.14 eV.

CO to HCO. To produce a formyl (HCO) intermediate, a H
atom moves in from the metal component to the C atom of a
CO adsorbed at the interface (TS13 and R03 in Fig. S9–S13†).
During the reaction, the C–Zn distance shortens to ∼2.1 Å,
from the initial values ranging between 2.5 Å at the Zn-rich
interface and 4.1 Å at the Zn-dilute. The reaction is
exothermic by −0.4 eV, on average, and is accompanied by
barriers ranging from 0.32 eV at the Zn-rich interface to 0.67
eV at the Zn interface. We note that these results were
obtained in the presence of a bystander OH. We explored
COH formation as an alternative but found it endothermic by
+0.65 eV—that is—more than 1 eV less stable compared to
HCO. Therefore this option was not explored further.

In some previous studies, the formation of HCO has had a
different character compared to our CuZn/ZrO2 results.

Fig. 5 Potential energy diagrams of the formate route for CO2 hydrogenation to methanol. Dissociative adsorption steps of hydrogens are not
included as they are assumed to be available.

Fig. 6 CO2 hydrogenation to COOH at the Zn-dilute interface. Light
red: lattice O, dark red: adsorbate O, white: H, dark grey: C, purple: Zn,
turquoise: Zr, orange: Cu.
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Namely, on a Cu(111) surface,27 the reaction is endothermic
by +0.78 eV and has an activation energy of almost +1 eV.
Furthermore, on an inverse ZnO/Cu model, the reaction is
endothermic by +0.39 eV and the barrier is +0.88 eV.23 These
differences point to HCO adsorbing less strongly to Cu
surfaces, and to the stabilising effect of the interface.

HCO to H2CO. We start the reaction of HCO
hydrogenation to H2CO from a position where the molecule
is connected to the interface via a C–Zn bond its oxygen rests
on a Zr cation. Once again, the H preferably reacts from the
metal side of the interface to the C atom rather than from
the oxide. Both the intermediates and the transition state
(TS14) keep contact to the metal via a C–Zn bond while the
OH group, if kept in the vicinity, remains a spectator. The
reaction is exothermic by −0.9 eV to −1.2 eV on CuZn
interfaces. At the Cu interface, the reaction energy is −0.7 eV,
due to the slightly weaker binding of HCO compared to the
CuZn interfaces. The reaction has an activation energy of
+0.3–0.5 eV. This is close to the inverse ZnO/Cu model,23

where the activation energy is +0.25 eV. The other reaction
that HCO could participate in is the formation of
hydroxymethylene (HCOH, R06), which we found to be
endothermic with a 0.9 eV kinetic barrier (visible in Fig. S5†),
similar to the results on Cu(111).27 See section 1.3 in ESI† for
full discussion. The full potential energy diagram of the
RWGS route for the Zn-dilute interface is shown in Fig. 7.

3.3 Formaldehyde hydrogenation to methanol

The formate and RWGS pathways discussed above merge
after the formation of formaldehyde (H2CO). This species is

stable, as the adsorption energy of H2CO relative to
formaldehyde in the gas phase is −1.4 eV. Next, we address
two different ways to progress from H2CO onward by
considering the options of removing and keeping the ZrO2-
bound OH group produced during the previous reaction
steps. This is done to investigate the influence of OH on
reaction energetics, as it could have a co-catalysing effect via
hydrogen bonds or due to its Lewis acidity. The removal of
the OH from the zirconia can take place via H2O formation
and desorption, which is endothermic by +0.7 eV on average.
A previous study48 showed no kinetic barriers for the
dissociative adsorption of water on ZrO2 and therefore its
desorption likely does not have a kinetic barrier either. For
brevity, these two routes are shown in the PES diagrams of
the previously discussed formate and RWGS pathways. The
case where OH has been removed is shown in the diagram of
the formate route (Fig. 5) whereas the OH is kept on the
surface at the end of the RWGS path in Fig. 7.

H2CO to H3CO. Formaldehyde preferably adsorbs at the
interface with its carbon attached to the Zn site and the
oxygen on a Zr top site. The hydrogens of the H2CO are bent
away from the interface leaving the carbon with an sp3-like
geometry which shows that the formaldehyde is electronically
activated. The reacting H is again sitting on the metal
component.

Upon hydrogenation to methoxy (H3CO), the bond
between the product and the metal at the interface is broken
and the methoxy binds solely to ZrO2 via its O atom. The
reaction is exothermic by −1 eV and requires an activation
energy of 0.4–0.6 eV. In this case, the influence of the ZrO2-
bound OH is rather insignificant as the reaction and

Fig. 7 Potential energy diagrams of the RWGS path. States from H2CO forward include an OH on the zirconia surface.
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activation energies are similar to those without OH. In
previous studies, the reaction was practically thermoneutral
on Cu(111)27 and exothermic by −0.67 eV on an inverse ZnO/
Cu system.23 The kinetic barriers at the CuZn interfaces are
higher than those found on the Cu(111) and inverse ZnO/Cu
surfaces where in both cases an activation energy ∼+0.2 eV
was reported. This may simply be due to more favourable
adsorption and transition state geometries. We also studied
the alternative pathway forward via the formation and
hydrogenation of hydroxymethyl (H2COH) but found that it is
significantly less favourable due to its relative instability and
high activation barriers as seen in Fig. S2–S5.† Discussion of
this pathway can be found in the ESI† section 1.3.

H3CO to H3COH. In the final step of both pathways, the
reacting hydrogen transfers from the support oxide to the
methoxy to form methanol. The reaction energy is practically
thermoneutral and in all cases there is likely a fast
interconversion between the methoxy and methanol species.
The influence of surface OH on the reaction barrier is minor
as the activation energy is ca. 0.1 eV with OH present and
only a slightly higher ∼0.2 eV without (TS19 vs. TS09). The
methanol product binds solely to the ZrO2 surface, on a Zr
top site via its oxygen atom. The desorption of methanol into
the gas phase does not have an activation barrier but requires
a desorption energy of ∼1.3 eV. Alternatively, methanol can
decompose into a methyl (H3C) and an OH species with an
activation energy quite close to the desorption energy.
However, the splitting is clearly endothermic at most

interfaces and thus unlikely, although small amounts of
methane are observed in experiments.3,34 A complete
discussion of the splitting can be found in section 1.4 of the
ESI.† The desorption of both methanol and water is
endothermic by +2.2 eV, which leads to an overall reaction
energy of −0.53 eV for the completed reaction cycle. Because
of the stability of dissociated water on the zirconia surface,
some of it will accumulate on the surface as the reaction
cycles.

3.4 Potential energy landscape

Fig. 8 shows the potential energy profiles for the formate and
RWGS pathways. At the Zn-dilute interface, the formate
pathway exhibits lower energies and thus appears
thermodynamically more stable as compared to the RWGS
pathway. However, accessibility of the formate pathway is
limited by the major barrier (TS01) for HCOO formation
which is energetically well in line with previous
computational studies that have considered CuZn surfaces or
Cu cluster models.23,25 Despite the strong binding of formate,
it does not severely poison the CuZn/ZrO2 interface. This is
because it readily reacts onward to H2COO with a barrier
around +0.4 eV. After a further hydrogenation to H2COOH,
the reaction proceeds via decomposition into H2CO and a
surface-bound OH group, which is removed to the gas phase
as water. According to activation energies, the formation of
H2COH is favoured over H3CO. However, the activation

Fig. 8 Potential energy diagram of both the formate and the RWGS paths (Zn-dilute interface). States from H2CO forward include an OH on the
zirconia surface.
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energy required for the final hydrogenation step from
H2COH to methanol is considerably larger than that from
methoxy, which in turn favours the path through the H3CO
intermediate. Therefore, the methoxy intermediate is likely
the dominant one, similar to what previous computational
studies have suggested on both cluster and surface
models.23,25,27 In general, intermediates along the formate
pathway tend to be slightly more stable at the Zn interface
than the Zn-dilute and the Zn-rich interfaces (see Fig. 5).
Overall, the variation in energy is modest with the largest
difference being 0.25 eV in the case of the formate species.

Along the RWGS pathway, the activation energies are in
general lower than those of the formate route. The carboxyl
intermediate readily dissociates into OH and CO. At the
interface, CO prefers to bind to a Cu site over a geometrically
equivalent Zn site and can easily diffuse to a neighbouring
Cu or even onto the ZrO2 surface with no energy penalty. CO
converts to HCO and H2CO at a low energy cost. From this
point, the reactions proceed similarly to the formate pathway.
Again, the nearly non-existent barrier from H3CO to
methanol would suggest that the methoxy intermediate is
dominant over H2COH. In the case of the RWGS pathway, we
often see the Zn-dilute interface with the most stable
intermediates. The largest difference occurs for the COOH
species with 0.27 eV energy difference between the Zn-dilute
and Zn-rich interface. A possible explanation for these small
trends between different Zn concentrations could lie in the
increased mobility of Zn atoms going from Zn-dilute to the
full-Zn interface.

The CuZn interfaces bind several intermediates stronger
than the Cu interface does, including CO2, COOH, HCO,
HCOH, H2CO, and H2COH. The commonality between these
intermediates is that they are bound at the interface,
connected to the metal component via a Zn–C bond, and
most of them are found along the RWGS pathway. Zn centers
bind these adsorbates, on average, 0.4 eV stronger than
geometrically equivalent adsorption sites at the Cu interface.
The important exception to this is carbon monoxide, CO,
which is adsorbed 0.1 to 0.3 eV stronger to Cu sites. We also
note that a hydrogen placed in the immediate vicinity of the

Zn center weakens the adsorption of all aforementioned
intermediates and brings the adsorption energies roughly 0.3
eV closer to those at the Cu interface. Intermediates that
preferably bind to the support are largely unaffected by the
presence of Zn and its concentration.

3.5 Energetic span analysis

The results given by the energetic span model allow us to
compare the competing formate and RWGS mechanisms. We
note that the predicted turnover frequencies are unlikely
directly comparable to experimental numbers.78,79,81 They
are, however, representative of the relative kinetics of the two
pathways. The analysis was done separately for the Zn-dilute
and Zn-rich interfaces. The relative energies in Table S2 were
used as inputs and the model was run at 500 K. To obtain
reliable results and to avoid problems with coverage effects,
we limit the ESM analysis to competing pathways with the
same number of atoms. Therefore the model can not be used
to assess if the presence of OH groups speeds up latter
reaction steps and they are left out of the following
discussion. The endothermicity of the CO production and
release also prevents its examination using the
computational code of Garay-Ruiz and Bo81 as an
endothermic (endergonic) cycle would lead to a negative
TOF.78,79 Nevertheless, CO is observed in most real-world
CTM systems.3,19 The production of CO is likely controlled,
to some extent, by its endothermic nature and the fact that
typical reaction conditions include high pressures.

In the terminology of the ESM, the formate and RWGS
pathways are competing catalytic cycles. Both pathways are
combined and presented as a network graph in Fig. 9a),
labelling each intermediate state as a node and each
transition state as a line. Starting from the left by adsorption
of CO2, the network is simplified and categorised by ignoring
side branches or processes such as CO desorption. The four
cycles given in Fig. 9b) feature the mechanisms with the
highest turnover frequencies. The analogous Fig. S14 in the
ESI† represents the Zn-rich interface. Cycles 1 and 2 follow
the RWGS pathway, while Cycles 3 and 4 progress along the

Fig. 9 a) The simplified network used in the energetic span analysis. b) The catalytic cycles in the simplified network with their corresponding
turnover frequencies on the Zn-dilute interface.

Catalysis Science & TechnologyPaper

O
pe

n 
A

cc
es

s A
rti

cl
e.

 P
ub

lis
he

d 
on

 2
1 

Ju
ne

 2
02

3.
 D

ow
nl

oa
de

d 
on

 7
/3

/2
02

3 
5:

59
:2

5 
A

M
. 

 T
hi

s a
rti

cl
e 

is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
Li

ce
nc

e.

View Article Online



Catal. Sci. Technol.This journal is © The Royal Society of Chemistry 2023

formate route. Furthermore, cycles 1 and 3 progress via the
H2COH intermediate while cycles 2 and 4 go through the
formation of H3CO instead.

Cycle 2, i.e. the RWGS route with methanol formed from
H3CO, yields the highest TOF of the four cycles. Accordingly,
the energetic span is lowest, being 1.89 eV at the Zn-dilute
interface and 1.81 eV at the Zn-rich. The corresponding
calculated turnover frequencies are 5.6 × 10−5 s−1 and 2.9 ×
10−4 s−1, respectively, showing a relatively high degree of
sensitivity to the change in δE. The next highest TOF belongs
to cycle 4 representing the formate/H3CO pathway where the
effective energetic span is 0.48 eV higher. Cycles 1 and 3
which go through H2COH have to pass a very high transition
state, which becomes TOF-determining, and thus have
significantly higher energetic spans and lower turnover
frequencies.

A degree of turnover frequency control XTOF analysis
(detailed in the ESI† section 3) confirms that the formate acts
as a thermodynamic sink. The XTOF for HCOO is practically 1
in all unique cycles of the network (Fig. 9), indicating a large
degree of turnover frequency control. Near the calculated
formate energy, its effect on the TOF of cycle 2 (eqn (8)) is 1.2
× 10−3 s−1 eV−1. Note that, as described earlier, the presence of
Zn sites at the interface does not affect the stability of the
formate. Assigning the TOF-limiting transition states depends
on the cycle. The transition state from H2COH to CH3OH
(TS10), present only in cycles 1 and 3, has the highest degree
of TOF control owing to its significantly high activation
energy. In cycles 2 and 4 the transition state from H2CO to
H3CO (TS07) takes dominance. In cycle 4, corresponding to a
formate mechanism, the TS01 from CO2 to HCOO also has

some TOF-controlling character with a X TS01ð Þ
TOF of 0.32. The

influence of TS10 on cycle 1 (eqn (7)) is −9.0 × 10−11 s−1 eV−1

and the influence of TS07 on cycle 2 is −1.2 × 10−3 s−1 eV−1 near
the calculated energies. Interestingly, all these elementary
steps take place at the interface. Based on the energetic span
analysis, we can conclude that the RWGS pathway is more
favourable compared to the formate pathway, and that the
last steps clearly involve the methoxy intermediate.

4 Conclusions

We have employed DFT calculations to obtain a
thermodynamic and kinetic view of CO2 hydrogenation to
methanol using a Cu/Zn/ZrO2 catalyst. To this end, we
constructed a mixed CuZn/ZrO2 interface model using Cu
nanorods with a varying Zn concentration at the interface.
Our results show that intermediates binding to metal atoms
at the interface adsorb stronger to Zn sites than to
geometrically equivalent Cu sites. Enhanced binding is
visible for all the studied Zn configurations and most
pronounced on the interface where the Zn solute is the most
dispersed. CO is the one exception to this trend as it
preferentially binds to Cu sites. The addition of Zn at the
interface has minimal effect on intermediates that do not
bind to the metallic component, including some key

intermediates such as the formate and methoxy species.
Comparison between the four considered interface models
shows that the reaction steps are not very sensitive to the
concentration and arrangement of Zn at the interface. Zinc
centers are active regardless of the identity of their
surrounding atoms.

A graph-based energetic span analysis can provide
estimates for turnover frequencies to compare the competing
mechanisms. Analysing the catalytic cycle as a whole allows
us to identify the TOF-determining intermediates and
transition states. The results support the RWGS route being
the main CTM pathway. This can be explained by smaller
reaction barriers along the RWGS mechanisms. Considering
hydrogen spillover from the metal component to the support
oxide is necessary as it facilitates the protonation of the
surface-bound oxygen atoms of the intermediates. By
including spillover, the barriers for the formation of several
intermediates, notably carboxyl (COOH), become much lower
than previously reported making the RWGS route more
accessible.

Incorporating a Zn promoter into the interface structure
selectively stabilises some intermediates, highlighting the
importance of the effort to identify key intermediates and
transition states. As Zn binds H less strongly, the role of the
Cu is in hydrogen dissociation, storage, and spillover as well
as enhancing CO binding. An increased understanding of
promoter–adsorbate interactions allows tailoring of catalyst
properties to influence adsorbate binding, which is
important for selectivity and yield.
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ABSTRACT: Ternary Cu/Zn/ZrO2 catalysts prepared recently
using atomic layer deposition (ALD) have shown increased
performance toward methanol synthesis. In the present computa-
tional study, we have investigated the structure, composition, and
stability of various zinc- and copper-containing subnano size
species on a zirconia support. Density functional theory
calculations with minima hopping were used to sample the
positioning and geometry of supported ZnxCuyOz structures up to
8 metal atoms in total. ZnO monomeric species were found to be
energetically more favorable than small clusters, which could
suggest a resistance to initial stage agglomeration. Ab-initio
thermodynamics revealed that under typical methanol synthesis
conditions, the complete reduction of ZnO and mixed ZnO/Cu
clusters is unfavorable. The investigated ZnO monomers and clusters are able to provide CO2 activation sites, with the Cu/ZnO/
ZrO2 triple interface offering the best stabilization for the adsorbed CO2. All in all, the findings suggest that small ZnO species
generated by ALD could be stabilized by the zirconia component, while contact with copper species at the interface benefits CO2
activation.

■ INTRODUCTION

Methanol synthesis from carbon dioxide and hydrogen is a
promising approach to convert anthropogenic greenhouse
gases into valuable fuels and platform chemicals. Direct carbon
dioxide conversion to methanol (CTM) is an exothermic
reaction

+ +CO (g) 3H (g) CH OH(g) H O(g)2 2 3 2 (R1)

that requires active and selective catalysts in order to achieve
high enough conversion at relatively mild reaction conditions.
Conventionally, methanol is produced from syngas using a
ternary Cu/ZnO/Al2O3 (CZA) catalyst. In general, copper-
based materials, such as the commercial CZA catalyst, are the
most well-studied catalysts for methanol synthesis directly
from CO2, as well as syngas. However, relatively low
conversion and methanol selectivity remain an issue for such
catalysts.1−5 Further development of active, selective, and
stable CTM catalysts is required to improve the commercial
process.
Ternary Cu/Zn/ZrO2 (CZZ) systems have shown great

promise as active and selective CTM catalysts. Using zirconia
as an alternative support leads to increased performance,
especially methanol selectivity, as compared to the commercial
CZA catalyst.2,6,7 The ternary CZZ catalysts have been shown
to achieve higher production rates, total conversion, and

selectivity in methanol synthesis in comparison to the binary
Cu/ZnO and Cu/ZrO2 systems alone.7−9 One possible reason
could be the formation of special active sites, such as those at
the three-material interface, resulting in a synergistic effect.
However, the reaction mechanism, nature of the active site,

and roles that each component plays in the binary and ternary
systems are still under debate. This is mainly due to the
complexity of the systems, with many different synergies
between the metal and the oxide components. Several
candidate active sites have been brought forward, such as Cu
nanoparticles with ZnO overlayers,10−12 Cu−ZnO and Cu−
ZrO2 interfacial sites,2,6,9,13−17 and Cu−Zn surface al-
loys.3,15,18,19 In general, copper is proposed to be responsible
for the hydrogen splitting activity, while the oxide components,
especially the interfacial sites, are required for activation of
CO2 and stabilization of active surface intermediates.
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The structure and performance of CZZ catalysts are
sensitive to both the catalyst composition and the preparation
method. Many different catalyst preparation methods have
been used previously, such as precipitation,7,9,20,21 colloidal
crystal templating,9 sol−gel,22 flame-spray pyrolysis,23 and
atomic layer deposition (ALD).8 The preparation method can
affect the total surface area of the catalyst, the dispersion and
available surface area of the copper phase, and the number of
basic sites. However, the structure of the catalyst is a function
of the reaction conditions, and several studies have highlighted
the importance of structural changes, including formation of
active sites, during exposure to reactant gases.15,23−26 For
example, even if the as-prepared catalyst contains the CuZn
alloy, it may no longer be present under reaction conditions
due to interaction between the catalyst and the reacting
gases.15,24 Even so, the preparation method used is important
for the active state of the catalyst as it is a precursor for the in
situ-formed structure. Regardless of whether the most active
site for the reaction is the interface of Cu and ZnO or a CuZn
alloy, the preparation methods should facilitate increased
contact between Cu and Zn components. Controlled tuning of
the interaction between ZnO and ZrO2 could also be desirable
as the interface between the two oxides has been suggested as
an active site for CO2 adsorption and activation.9
ALD as a synthesis technique enables precise control over

the surface structure of the catalyst.27,28 Recently, ALD has
been demonstrated as a promising preparation method for
CZZ catalysts.8 The best performing ALD synthesized CZZ
consists of a ZrO2 support, with Cu nanoparticles or clusters
and a low (≈0.15 ML) coverage of ZnO monomers distributed
on the surface. The best performance was achieved with the
sample in which ZnO is deposited after copper rather than
before. The results suggest that contact between ZnO and
copper, but without Cu covering the ZnO units, is important
for high activity. On the other hand, a recent study29 found
that the activity of ALD-synthesized Cu−ZnO−CeO2 systems
toward methanol production was slightly higher when Cu was
deposited last. It was suggested that electron donation from Ce
to Zn created Cu+−Zn0−Ce4+ sites, to which higher activity
was attributed. Therefore, this effect is likely to be highly
support-specific. However, the specific structure of the CZZ
catalyst and the nature of the active site, especially during and
after exposure to the reaction conditions, are unclear.
Monomeric species are known to be highly mobile and
thermodynamically driven to agglomerate into larger structures
such as clusters or islands, and eventually nanoparticles.30−32

On the other hand, dynamic evolution of highly dispersed ZnO
clusters into monomeric Zn species on ZrO2 have been
recently observed with operando XAS of CZZ samples
prepared with flame-spray pyrolysis.23 The results suggest
that zirconia can stabilize the monomeric Zn species through a
strong interaction (facilitated by the preparation method). The
atomically dispersed catalyst exhibited superior activity, which
was rationalized by a mechanistic DFT study that found the H2
dissociation to be more favorable at the atomic Zn sites as
compared to Cu or Zr sites. To rationalize the structure−
performance relationship of ALD-prepared CZZ catalysts, it is
essential to have information about the structure, relative
stability, and interaction with reactant species of the various
surface motifs at different reaction conditions.
Previous computational studies have mainly employed two-

component models to elucidate the role of different structural
motifs found in CZZ and CZA systems.3,4,9,13,15,16,18,19 The

Zn-containing models especially differ in where and how the
Zn promoter is incorporated into the catalyst. Zn-decorated
extended copper surface models have been extensively used to
mimic sites on alloyed nanoparticles.3,15,18,19 In some recent
models, the Zn promoter is present as an oxide, e.g., as small
supported clusters15,16,33,34 or as periodic nano stripes or
ribbons.18,33,35 Naturally, two-component models cannot
capture effects that could arise at sites that form when all
components are in close contact with one another. Three-
component models have emerged recently in order to
represent those kinds of active sites.16,17,23 In our previous
study, we employed a zirconia-supported Cu nanorod with and
without Zn incorporated into the interface between the rod
and support.17 The model served as a representative of two-
and three-component metal support interface sites and was
used to elucidate the role of a dilute interfacial CuZn alloy.
Our results showed that especially CO2 activation was
promoted by the Zn component.
Although ALD enables the controlled synthesis of

monomeric ZnO promoter species on the catalyst surface, it
is unclear whether those small species can resist agglomeration
under the reaction conditions. Furthermore, are the monomers
located on the ZrO2 support, at the metal−support interface,
or do they decorate the Cu nanoparticle? The ALD Zn(acac)2
precursor has thus far been demonstrated to react with the
zirconia support, but no comparable data exist for the copper
component, which exists as an oxide prior to the reduction
treatment. In the present study, we have compared the stability
of ZnO monomers at various locations of the possible catalyst
domains. Another debated aspect of the nature of Zn promoter
is whether it is oxidized12,15,24,25,36 or alloyed to Cu.3,37−39

Even though the ALD-prepared catalyst should contain ZnO
units, it is possible that under the reducing methanol synthesis
conditions, ZnO would be reduced and form dilute surface
alloys with Cu as has been suggested previously.40−43

In our present work, we have investigated the stability and
structure of subnanoscale Zn and Cu species on zirconia and
copper-based supports by means of density functional theory
(DFT), minima hopping (MH) global optimization, and ab
initio thermodynamics. We model as-prepared monomeric
ALD CZZ structures as well as possible structures that result
from initial stages agglomeration of the Zn monomers on the
surface, surface migration, nanoalloying of Cu and Zn,
vacancies on the zirconia surface, and oxidation/reduction
under typical pretreatment/reaction conditions. Due to the
large number of possible atomic configurations, candidate
structures were sampled by MH, with the most stable
structures selected for further discussion. CO2 adsorption at
various sites was investigated to probe the capability of the
monomers/clusters to activate CO2.
Our study sheds light on the ALD-fabricated tertiary CZZ

catalyst structure and proposes that contact between ZnO, Cu,
and ZrO2 can promote methanol synthesis by the formation of
CO2 activation sites. We suggest that ALD is a suitable way to
ensure that monomeric ZnO species are initially present and
that they are in contact with the Cu/ZrO2 interface.

■ COMPUTATIONAL DETAILS

DFT calculations were performed using GPAW44 employing
the BEEF-vdW exchange−correlation functional.45 The wave
functions were treated in the projector-augmented wave
(PAW)46 formalism. The frozen-core approximation was
applied to the core electrons of all elements. The global
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optimization of clusters was obtained via the MH method.47

To enhance the computational efficiency and evaluate a large
number of structures, a double-ζ LCAO basis set was utilized
in the MH calculations. Structures identified as minimum-
energy candidates through MH were further optimized using a
real-space grid basis, with a maximum spacing of 0.2 Å and
with spin-polarization. All calculations were periodic in the
horizontal directions along the surface. The Brilloiuin zone was
sampled at the Γ point for the zirconia surface and Cu−ZrO2
interface models, while a 4 × 4 × 1 and 2 × 2 × 1 Monkhorst−
Pack k-point sampling mesh was applied to Cu(111) and
CuO(111), respectively. Additionally, a Hubbard U correc-
tion48 of 2.0 eV was applied to the d-orbitals of the zirconium
atoms.17,49 The geometry optimizations were performed using
the Fast Inertial Relaxation Engine algorithm as implemented
in the Atomic Simulation Environment.50,51 Atoms in the
bottom layers of surface slabs were fixed to their bulk positions
(specific number of layers given below), while all other atoms
were relaxed until the maximum residual force was reduced to
less than 0.005 eV/Å. Partial charges on atoms were analyzed
using the Bader partitioning method52 using code developed
by Tang et al.53
In this work, we employed a variety of zirconia-supported

single atom and cluster models. The composition of the
ZnxCuyOz clusters was varied to include pure Cu and Zn as
well as mixed metal clusters and reduced and oxidized clusters.
The maximum total number of metal atoms in a cluster was 6.
The zirconia surface was modeled with a m-ZrO (111)2 surface
slab that is two stoichiometric layers thick and built as a 2 × 2
supercell (32 Zr atoms, see Figure S1). During optimizations,
the bottom layers of the ZrO2 slab were frozen in its bulk
geometry. The (111) surface of monoclinic zirconia is highly
asymmetric, with four identifiable Zr cation sites and a diverse
selection of oxygen sites. A primitive repeating unit of the m-
ZrO (111)2 surface has 16 oxygens of which 5 are on the
surface. Among these, four are 3-coordinated and located
between Zr atoms and the remaining one is 2-coordinated,
bridging two cations.
Additional calculations were performed for selected clusters

adsorbed on a Cu(111) surface, an oxidized CuO(111)
surface, and a Cu−ZrO2 interface. The Cu(111) surface was
modeled as a periodic three-layer-thick slab, 10.5 × 13.6 Å in
size (see Figure S1). The bottom layer was fixed to bulk
geometry during optimization. Cupric oxide (CuO) was
identified as the major Cu phase in the as-prepared ALD
catalyst.8 The CuO(111) is the most stable surface of CuO in
all but the most reductive conditions.54 A three-layer-thick slab
of CuO(111) was therefore used to model the oxidized Cu
surface. The periodic computational cell is 12.0 × 12.8 Å in
size. Again, the bottom layer was kept in its bulk geometry.
The initial CuO bulk structure was taken from the
Crystallography Open Database55−58 and reoptimized compu-
tationally. The periodic model for a Cu/ZrO2 interface was
adopted from our previous studies.17,59 It comprises a 64-atom
Cu nanorod placed on a zirconia surface slab (see Figure S1c).
The zirconia surface was modeled as described above but as a 2
× 3 supercell to minimize the lattice mismatch between Cu
and ZrO2.
The stabilities of clusters were compared based on their

formation energies. The formation energy ΔEf of each cluster
containing x Cu atoms, y Zn atoms, and z O atoms is
calculated according to eq 1 relative to the adsorbate-free m-

ZrO (111)2 surface, gaseous oxygen, and bulk metal. The
formation energies of clusters on Cu(111) are calculated
similarly with the appropriate substitutions.
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To circumvent the known inaccuracy of the DFT energy of a
gas-phase oxygen molecule,60−62 EO2

was determined through
the formation of water

= °E E E H T(O ) 2 (H O) 2 (H ) 2 (H O, )2 2 2 f 2 (2)

Using ΔHf°(H2O, 0 K) = 2.476 eV from the NIST-JANAF
tables,63 eq 2 gives −32.997 eV for total energy of O2 and the
gas-phase error is εO2

= −0.83 eV. This matches well with
previously reported values of −0.83 and −0.81 eV for the
BEEF-vdW functional.60,61 Alternatively, when the amounts of
Zn and O are equal, the formation energy can be defined
relative to bulk ZnO instead of bulk Zn and gas-phase O
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However, we use eq 1 unless otherwise specified. The
cohesive energy, ΔEcoh, of a cluster is defined relative to that of
isolated Cu, Zn, and O atoms adsorbed on ZrO2.

= [ + ]

[ + + ]

E E N E

xE yE zE

(Cu Zn O /ZrO ) ( 1) (ZrO )

(Cu/ZrO ) (Zn/ZrO ) (O/ZrO )

x y zcoh 2 2

2 2 2
(4)

N is the total number of atoms in a cluster. Equivalently, the
cohesive energy can be calculated from the formation energies

=

[ +
+ ]

E E

x E y E
z E

(Cu Zn O /ZrO )

(Cu/ZrO ) (Zn/ZrO )
(O/ZrO )

x y zcoh f 2

f 2 f 2

f 2 (5)

If a cluster has an equal number of Zn and O (y = z) atoms,
then cohesive energy can also be defined relative to adsorbed
ZnO monomers on ZrO2.

=

[ + ]

E E

x E y E

(Cu Zn O /ZrO )

(Cu/ZrO ) (ZnO/ZrO )

x y zcoh,ZnO f 2

f 2 f 2
(6)

When assessing cluster agglomeration, it is also useful to
calculate the energy relative to two existing clusters. For this,
we can define a type of agglomeration energy using the
formation energies of the clusters

= [ + ]E E E E(AB) (A) (B)agg f f f (7)
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where A and B refer to the constituent clusters of the
agglomerate AB. The adhesion energy, ΔEadh, of a cluster is
calculated relative to the cluster in the gas phase.

= [

+ * ]

E E E

E

(Cu Zn O /ZrO ) (ZrO )

(Cu Zn O )

x y z

x y z

adh 2 2

(8)

where E*(CuxZnyOz) is the energy of the cluster without the
support but fixed in its adsorption geometry. The quantities
above are defined equivalently on the Cu(111) surface and at
the Cu/ZrO2 interface.
Atomistic Thermodynamics. DFT data were used as the

starting point for the ab initio thermodynamic treatment of the
oxidation and reduction of small Cu/Zn clusters. The most
thermodynamically stable oxygen content of each cluster is
found by calculating the Gibbs energy of the oxidation reaction
ΔGr(T, p) for each z oxygen-containing cluster relative to that
of the fully reduced cluster

+ zCu Zn
1
2
O Cu Zn Ox y x y z2 (R2)

= [

+ ]

G T p E E

z T p

( , ) (Cu Zn O /ZrO ) (Cu Zn /ZrO )

( , )

x y z x yr 2 2

O (9)

This examination is equivalent to the one in ref 34 as well as
energies of O adsorption used in ref 64 but calculated per
cluster as opposed to surface area. Vibrational energy
contributions of surface-bound clusters to the free energies
were assumed to be minimal. Therefore, DFT energies were
used for the clusters instead of the Gibbs free energies.
Temperature and pressure effects were included in the
chemical potential, μO(T, p), of oxygen. The contribution of
temperature to the standard chemical potential of O2 Δμ°(T)
was calculated using experimental values for H − H°(Tr) and
S° taken from the NIST JANAF thermochemical tables.63

° = ° + °

= [ ° ° ] [ ° ° ]
× [ ° ° ]

T H T S

H T H T H H T
T S T S

( )

( ) ( ) (0 K) ( )
( ) (0 K)

r r

(10)

We define the change in chemical potential relative to 0 K

= ° + °T p T k T
p
p

( , ) ( ) logB
(11)

Thus the chemical potential of a gaseous oxygen is

= +T p E T p( , )
1
2

(O ) ( , )O 2 O (12)

where O2 energy includes the correction according to eq 2. To
estimate the chemical potential of oxygen under the highly
reductive conditions typically used for CO2 conversion, we
applied the balance of molecular hydrogen and water gas:
ΔμO° = ΔμH2O° − ΔμH2

°

■ RESULTS AND DISCUSSION

We focus on small subnanometer clusters, each comprising up
to 8 Zn and Cu atoms supported on m−ZrO2 (0−4 Zn, 0−4
Cu, including mixtures of the two). Selected clusters
underwent further examination on Cu(111) and CuO(111)
surfaces as well as on a Cu−ZrO2 interface. Beyond metal-only

clusters, we generated and optimized clusters with varying
amounts of oxygen. Consequently, the smallest systems
consisted of single Cu or Zn atoms, while the largest cluster
was Cu4Zn4O4.

ZrO2-Supported CuxZnyOz Clusters. In the ALD-
prepared CZZ systems, the Cu and ZnO components are
added to the zirconia support by incipient wetness
impregnation (IWI) and ALD, respectively.8 In the case of
the best performing sample, the ALD step is performed last,
which should ensure that some of the ZnO units are initially
present on the ZrO2 support and not covered by Cu. All
minimum-energy structures optimized on monoclinic zirconia
are presented in Supporting Information Figure S2 for CuxOz
and ZnyOz clusters and Figure S3 for mixed CuxZnyOz clusters.

ZnyOz Clusters. Recent studies
8,18 that have used ALD for

catalyst preparation have suggested that Zn exists approx-
imately as atomically dispersed species on the surface of the as-
prepared catalyst. Depending on their mobility and relative
stability on the surface, the monomers could migrate and
eventually react together to form subnanometer clusters. Given
the varying reaction conditions the catalyst experiences during
synthesis, pretreatment, and operation, ranging from highly
oxidizing to very reductive, we considered both metallic Zny
clusters as well as oxidized ZnyOz clusters. We consider the
ZnO monomer as the reference system rather than separate Zn
and O units as it is the assumed form of the as-prepared ALD
Zn units.
In the most stable configuration, the ZnO monomer binds

to a two-coordinated oxygen site on the ZrO2 surface through
the formation of a Zn−O bond. The oxygen atom of the
monomer binds to a Zr top site. Adsorption at the low-
coordinated O site is 1.5 eV stronger than the best geometry
found for binding to a 3-coordinated oxygen, and the ZnO
monomers relax to the 2-coordinated site almost independent
of the starting geometry. This points to the maximum coverage
of 2.24 ZnO monomers per nm2, which is comparable to 1.9
Zn/nm2 determined experimentally for ALD-prepared Zn/
ZrO2.

8 The formation energy of the most stable ZnO
monomer is endothermic (+0.74 eV) relative to that of the
ZnO bulk. The adhesion energy is −4.40 eV, and the cohesion
energy relative to Zn and O adatoms is −1.51 eV. The same
coordination site and similar binding strength has been
previously found for sintering-resistant RuO monomers on
monoclinic ZrO2.

65 In general, subnanometer ZnyOz clusters
tend to attach to the ZrO2 support by bonding to the surface
oxygens through the Zn atoms, particularly those with lower
coordination. Additional oxygen atoms introduced as part of
the clusters create extra contact points by bridging surface Zr
cations and Zn atoms within the cluster. In cases where
possible, Znδ+ centers form planar, trigonal ZnO3 moieties with
surface and cluster oxygens. The geometric arrangement is also
observed in the Zn2O cluster, where one Zn atom is part of the
trigonal shape rather than an oxygen. This type of trigonal
motifs have also previously been identified in Cu(111)-
supported ZnyOz clusters.

34 However, many nearly linear O−
Zn−O moieties are also identifiable, as exemplified by Zn2O2.
It is noteworthy that oxygen atoms act as bridges between Zn
centers, although Znδ+ can also directly form bonds with one
another, as seen in Zn2O and Zn3O2. Stoichiometric 1:1 Zn/O
clusters are the most stable, and all show Ef = −1.35 per atom,
whereas removing or adding oxygen makes the clusters
progressively less stable. In some overoxidized clusters, two
oxygens can form O−O bonds, resembling an adsorbed O2
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molecule. For an example, see Zn3O4 in Figure S2. When the
cluster size increases, the cohesive energies of stoichiometric
(ZnO)n clusters are close to 0 eV with respect to ZnO
monomers on zirconia (see Table S1). Therefore, no clear
thermodynamic driving force is present for the formation of
oxidized ZnO subnano clusters (see Figure 1). There exists,
however, still the tendency toward bulk ZnO formation, as can
be seen by the positive formation energies in Table S1.

The possibility of Zn monomer species to exist as reduced
metal adatoms, e.g., due to highly reducing conditions, was also
considered. The single Zn adatom is most stable on a Zr cation
top site where it settles above the surface at a Zr−Zn distance
of ≈3.5 Å. The variation in energy between all Zr sites available
is less than 0.1 eV. Metallic 2−4 atom Zn clusters have
structures where Zn atoms are similarly located on Zr top sites.
These Zny clusters display longer Zn−Zn distances than bulk
Zn, decreasing the distance with an increase in cluster size.
Figure 2 shows that Zn3 and Zn4 take trigonal shapes, with the

latter being in a pyramidal form, although a planar rhombic
Zn4 is only 0.1 eV less stable. These geometries are similar as
those previously reported for small Rh clusters on m-ZrO2,

30

with the exception that Rh2 shows no significant Rh−Rh bond
elongation compared to bulk Rh. Notably, the formation
energies of the most stable Zn adatom and metallic clusters are
endothermic by 0.6 eV per cluster atom (see Table S1), which
is very close to that of the ZnO units described above but
significantly less endothermic than the +2.1 eV value that we
calculated for a Cu atom. The formation energies of metal
adatoms are typically strongly endothermic.30,32 Here, we find
that while there is ultimately a thermodynamic driving force for

large Zn particle growth, the initial stages of agglomeration are
nearly thermoneutral (Figure 2).
Despite zirconia’s tendency to resist reduction, several

studies have shown evidence for the formation of oxygen
vacancies on its surface either near metal−zirconia interfaces or
single metal sites.49,66−68 The oxygen vacancies formed have
been found to enhance adsorbate binding69,70 to ZrO2 and
suggested as the cause for increased activity toward CO2
conversion.66 They are also known to act as anchor sites that
can stabilize single atoms on catalyst surfaces.30,71 We
therefore addressed how the ZnO promoter binds to ZrO2
surface vacancies. Previous computational studies have found
that the vacancy formation energy is the least endothermic for
the 2-coordinated oxygen on the m-ZrO (111)2 surface.65,70,72

Therefore, we chose it as the model vacancy site for CuxZnyOz
binding. As can be seen from the relative energies in Table S4,
oxygen vacancies on the ZrO2 surface bind all clusters more
strongly than the pristine zirconia surface, often by several eV,
and can thus act as anchors. Furthermore, oxygen-containing
clusters are stabilized more than reduced clusters. Notably,
nonoxidized Zn and Zn2 show the smallest differences, only
being stabilized by ≈0.5 eV. A ZnO monomer that is captured
by an oxygen vacancy can spontaneously donate its oxygen to
fill in the vacancy, breaking the Zn−O bond in the process (see
Figure S5). Other oxygen-containing clusters, as well as the
CuO monomer, donate oxygen to fill the vacancy but are not
dissociated in the process. In these cases, then, the binding
geometries are effectively the same as the binding of a cluster
with one less oxygen on pristine ZrO2.

Mixed Clusters. Although copper tends to form larger
nanoparticles on a monoclinic zirconia surface,73,74 the
formation of mixed clusters with Zn cannot be ruled out, as
the thermodynamic feasibility of mixing Cu and Zn is evident
based on the computed formation energy of BCC-packed
CuZn (α-brass) being −0.16 eV per CuZn unit. Experiments
also demonstrate the possibility of Cu−Zn (nano)alloys
formation when the conditions become reductive.24,40−43

Although multiple studies point to ZnO being the more stable
state under the high-pressure reaction conditions,24,26,75 other
works have attributed a high activity for CO2 conversion to
alloyed/metallic Zn sites on the catalyst surface.3,43,76,77 Our
investigation delves into the interaction between ZnO subnano
structures, present in the as-prepared catalyst, and Cu particles.
The aim is to understand whether stable Cu−Zn mixtures
could form under reaction conditions. This scheme describes
the thermodynamic feasibility of a process where small copper
species detach from large copper nanoparticles to react with
ZnO species that are not initially in contact with the copper
component of the catalyst. Ultimately, such a process would
also depend on kinetics of Cu particle disintegration (e.g., via
the Ostwald ripening process32) and migration of Cu species,
which is beyond the scope of the present study. The stability of
reduced and oxidized CuxOz clusters was also determined as
they could exist as transient species during the agglomeration
process and besides serve as reference systems for the stability
of the mixed clusters.
A single Cu adatom binds to the 2-coordinated oxygen site

of the zirconia surface. Small Cux clusters are similarly attached
to the surface via Cu−O bonds and take flat or linear shapes,
which maximize oxygen contact. As expected, the growth of Cu
agglomerates is thermodynamically favorable (see Figure 2),
which is consistent with the formation of larger Cu
nanoparticles unless kinetically limited. Generally, mixed

Figure 1. Stepwise energy differences of building a cluster from
adsorbed atoms at infinite separation during the initial stages of
CuxOz and ZnyOz agglomeration. Brown: Cu, purple: Zn, red: O.

Figure 2. Stepwise energy differences of building a cluster from
adsorbed atoms at infinite separation during the initial stages of Cux
and Zny agglomeration. Brown: Cu, purple: Zn.
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CuxZny clusters take similar shapes and placements as Cux
clusters of the same size do and are geometrically flat,
maximizing contact with the support. Similarly, oxidized mixed
clusters bear a large resemblance to CuxOz and ZnxOz
structures. All clusters exhibit a tendency to bind to low-
coordinated oxygen sites in both their reduced and their
oxidized forms. The structures are generally more stable when
a maximal number of oxygens are in contact with the zirconia
surface. However, when multiple oxygens are present in the
cluster, this effect is restricted by internal forces within the
cluster, and thus some oxygen stays out of contact with the
support. Internally, Zn−Zn bonds are uncommon in mixed
clusters, and the zincs are typically separated by Cu and O
atoms in the lowest-energy configurations. The structures of
mixed clusters on ZrO2 can be seen in Figure S3. Figure 3

shows the initial stages of the agglomeration of nonoxidized
mixed clusters. At each step, the agglomeration is energetically
favorable. However, after the initial combination of Cu and Zn,
the agglomeration energies of additional Zn atoms become
clearly less negative, mirroring the case of Zny clusters. In
situations where an individual Zn adatom can combine with a
Zny or Cux cluster, the formation of a mixed cluster is
thermodynamically favored over the formation of a pure Zn
cluster (see Figure S6). Furthermore, while ZnO monomers do
not show a clear tendency to create ZnyOy agglomerates, the
formation energies of mixed metal clusters (Table S1) show
that mixing with copper could provide an alternative route for
initial stage agglomeration. However, verifying this would
require further computational and experimental investigations
into the mechanism and kinetics of Cu particle disintegration/
agglomeration.
Clusters on Cu Surfaces. During catalyst preparation and

CO2 hydrogenation, small Zn or ZnO deposits may also form
on larger Cu nanoparticleseither due to the chosen
preparation method, such as ALD.8,18 Although a reaction
between Zn(acac)2 and copper has not been explicitly
demonstrated, in principle, some of the ZnO units could be
deposited on the copper particles as well as the ZrO2 support,
when the ALD step is performed after IWI. Alternatively,
strong metal−support interaction between Cu and ZnO has
been suggested to result in the migration of the ZnO
component to form an overlayer on top of the Cu
component.26,78,79 However, a previous study has asserted
that Zn may need to be in its reduced form for substantial
migration of Zn on top of Cu particles to occur.78 Interfaces

between ZnO islands and Cu particles are proposed as active
sites for CO2 adsorption and activation in a CZA
system.2,15,18,36,80 Consequently, the Cu−ZnO interaction
can also contribute to the activity in ternary CZZ systems.
To explore this further, several CuxOz and ZnyOz clusters (see
Table S2 and Figure S4) were optimized on a Cu(111) surface,
representing a scenario where they are positioned on top of
larger metallic Cu particles.
The geometries of the optimized ZnyOz clusters on Cu(111)

are presented in Figure S4. Metallic Zn clusters are more Zny
particles and are generally more stable on Cu(111) by ≈0.6 eV
per Zn than they are on zirconia. However, both their
formation and cohesive energies approach effectively zero,
showcasing a behavior opposite that on the zirconia surface,
where the formation of ZrO2-bound Zn atoms is endothermic.
The average Zn−Zn distance in unoxidized clusters is 2.7 Å
and comparable to that of bulk Zn as well as the Cu−Cu
distance of the underlying surface, agreeing well with the
previously reported value.34 Moreover, the study reported only
marginal energy differences between reduced Zny clusters of
various shapes. These results suggest that the energy benefit of
forming a Zny cluster structure is relatively small. The ZnO
monomer and ZnyOz clusters show structural motifs similar to
those seen on a zirconia surface. These motifs are the same as
were identified in a recent study,34 and the structures found
here are very similar. Binding to the Cu surface happens
through both Cu−O and Cu−Zn bonds. Calculating the
difference in the formation energies, ΔEf given in Table S2, for
each cluster on ZrO2 and Cu(111) allows us to determine
whether adsorption is more favorable on a metal or oxide
surface. The formation energies of ZnyOz species on a Cu(111)
surface are 0.5 to 0.9 eV less negative compared to equivalent
clusters on zirconia. Therefore, there is a thermodynamic
tendency for oxidized Zn to migrate onto the zirconia support
if it is formed on the Cu surface during catalyst preparation.
Conversely, the migration of ZnO units from the zirconia
surface to the Cu and, consequently, the formation of ZnO
overlayers is thermodynamically unlikely. Additionally, it is
uncertain if encapsulation of a Cu component, similar to that
reported for CZA systems, would be feasible when the ZnO
units are widely dispersed on the surface and their loading is
low.
Cupric oxide has been identified as the primary oxidized Cu

phase in as-prepared catalysts produced using ALD prior to
reductive pretreatment.8 Hence, it is pertinent to examine the
binding of ZnO on CuO(111). Two zinc−oxygen clusters,
ZnO and Zn2O2, were considered as representatives of the
highly dispersed small ZnO species that have been suggested
to exist in the as-prepared catalyst after ALD.8,18 The ZnO
monomer favors a horizontal geometry with Zn binding to a
surface oxygen and a Cu top site. The ZnO formation energy is
≈+1.6 eV on CuO(111), being only slightly higher than on
Cu(111) but significantly more endothermic than on ZrO2.
This indicates that ZnO monomers are thermodynamically
more stable on the ZrO2 support than Cu particles, regardless
of the Cu-oxidation state. The ΔEagg of two ZnO monomers
combining on CuO(111) is exothermic by −1.08 eV, showing
that agglomeration is similarly favorable as it is on Cu(111).

Clusters at Interfaces. The interfaces forming between Cu
particles and the supporting ZrO2 play a crucial role in
multicomponent systems, potentially displaying unique
activity. Numerous computational studies have underscored
the importance of the Cu−ZrO2 interface as an active site for

Figure 3. Stepwise agglomeration of mixed, nonoxidized CuxZny
clusters from Cu, Zn, and CuZn units adsorbed on ZrO2. The
numbers are agglomeration energies (eq 7) in eV associated with
introducing a Cu (up), Zn (down), or CuZn unit (horizontal) from
infinite separation into the cluster. Brown: Cu, purple: Zn.
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CO2 activation and hydrogenation.13,17,59,81 Consequently, it is
reasonable to investigate the behavior of ZnO promoters in
this context. We calculated the stability of the ZnO and Zn2O2
units at the Cu−ZrO2 interface using a supported nanorod
model from our previous studies.17,59 Figure 4 displays the

most favorable ZnO and Zn2O2 binding structures at the Cu−
ZrO2 interface, showing that Zn interacts with the Cu rod and
that O binds to the Zr cation. The relative energies in Figure 4
demonstrate that the ZnO unit is 0.54 eV more stable at the
interface than on the ZrO2 surface and 1.20 eV more stable
than that on the Cu(111). While ZnO agglomeration is
thermoneutral on ZrO2, it is unfavorable at the interface, as
indicated by the endothermic agglomeration energy of +0.18
eV for the Zn2O2 formation from two ZnO units.
In summary, the binding of ZnO monomers is stabilized by

the Cu−ZrO2 interface, leading to a thermodynamic tendency
for them to migrate from Cu and ZrO2 surfaces and into
interfacial areas. While the Cu(111) surface is the least stable
support for ZnyOz species to bind to, it is the most favorable
location for their agglomeration. Conversely, the initial ZnO
agglomeration is thermoneutral on zirconia and slightly
endothermic at the Cu−ZrO2 interface. It should be noted

that this thermodynamic examination cannot take into account
the possible kinetic barriers of cluster diffusion on Cu and
ZrO2 surfaces or across a metal−oxide interface. Methods such
as mean-field or Monte Carlo microkinetic modeling82 and ab
initio molecular dynamics simulations83 could be used to gain
further understanding of the rate of agglomeration/sintering.

Cluster Composition under Reaction Conditions. The
extent of reductive or oxidative conditions varies widely
between the catalyst preparation steps and the operation
conditions for the conversion of CO2 to methanol. During
synthesis, the catalyst undergoes an oxidative pretreatment,
such as heating under synthetic air (80% oxygen).8 On the
other hand, the CTM reaction is carried out under high
pressures ranging from 10 to 50 bar in a mixture of typically
1:3 CO2 and H2.

2 Despite extensive research efforts, the
precise oxidation state of Zn under reaction conditions remains
a source of debate.2,3,12,15,24,26,37,41,76,77,84−87 As has been
noted before,24,26,41 the disparate results can largely be
explained by the diverse conditions and the pressure gap
between catalyst preparation, ex situ characterization studies,
and the reaction conditions. To address this ambiguity, we
employ atomistic thermodynamics to assess the stability of
both reduced and oxidized clusters at conditions relevant to
catalyst pretreatment and CO2 conversion to methanol.
As the phase diagrams presented in Figure illustrate, small

Zn clusters adsorbed on zirconia exhibit greater stability in
their oxidized formseven under the highly reductive reaction
conditions of hydrogenation of CO2 to methanol. As the initial
agglomeration of ZnO on ZrO2 is practically thermoneutral,
the promoter may be present in a wide variety of sizes, ranging
from ZnO monomers to larger clusters. However, the
stoichiometric 1:1 composition (ZnyOy) proves to be the
thermodynamically most stable form among all of the ZnyOz
clusters considered, both in the reductive atmosphere used in
CTM as well as conditions corresponding to the oxidative
pretreatment that is a part of catalyst preparation. We note that
the Gibbs energies of oxidation are often very close to one
another (e.g., Figure 5a). Therefore, while the most stable
compositions at each oxygen chemical potential are high-
lighted, in reality, many states may exist as an ensemble. The
activation barriers of oxygen gas adsorption or the

Figure 4. Blue arrows represent the energy differences of building a
Zn2O2 cluster from two infinitely separated ZnO units on each
support. Orange arrows depict diffusion of the cluster to different sites
on the surface of a CZZ catalyst. The orange energy values are relative
to the cluster on zirconia. Brown: Cu, purple: Zn, red: O. Lighter
colored atoms are part of the support.

Figure 5. (a) Phase diagrams showing the relative stabilities of zirconia-supported Zn1Oz species with different oxygen contents (from eq 9) as a
function of oxygen chemical potential. Colored lines corresponding to each cluster show their energies relative to the fully reduced cluster and gas-
phase O2. The background is colored according to the lowest-energy state for ease of identification. Oxygen chemical potentials relevant to
pretreatment and CTM reaction conditions are indicated with vertical lines and regions with diagonal hatching, respectively. (b) Formation
energies at several oxygen chemical potentials in the regions of the reaction and oxidative pretreatment conditions. The values of ΔGf are calculated
according to eq 1 by substituting μO for E(O )1

2 2 . The numbers inside the graphs indicate the number of oxygen atoms in the most stable structures.
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Zn + H2O ↔ ZnO + H2 process were not studied here but
may bring further nuance to the situation, as the reduction or
oxidation of certain clusters could be kinetically limited. As
Figure 5b shows, the Gibbs free energy of formation becomes
increasingly more negative for larger cluster sizes at oxidizing
conditions. The differences in ΔGf become smaller as the
temperature increases. A similar trend with respect to
temperature has been previously observed for ZnyOz clusters
on Cu(111).34 However, we find that at the methanol
synthesis reaction conditions, the difference between mono-
mers and larger clusters is nonexistent or even reversed. This
indicates that monomers may be more able to resist
agglomeration during the reaction as opposed to during the
oxidizing pretreatment. For all conditions, the formation free
energy change is monotonic.
The oxidation characteristics of small Cu clusters are more

diverse. Under oxidative conditions, Cu clusters again display
the highest stability in a stoichiometric composition (see
Figure S8). However, in a reductive atmosphere, a single Cu
atom adsorbed on zirconia is more likely to exist as an adatom
with no additional oxygen. For Cu2 and Cu3 clusters, the
thermodynamics favor partial oxidation. However, the
oxidation energies of different cluster compositions can be
very similar. In particular, Cu3Oz clusters are all no more than
0.3 eV apart in the range of typical reaction conditions. The
partial oxidation of small Cux units is preferred, in contrast to
the stoichiometric oxidation of ZnyOy. This is consistent with
bulk oxide formation energies: CuO formation energy is −1.48
eV and for ZnO, it is −3.47 eV relative to bulk metal and gas-
phase oxygen. This, together with the considerable agglomer-
ation and cohesive energies of Cuz clusters, is consistent with
experimental results that have generally identified large Cu
deposits with a significant amount of reduced Cu.8,88−90 The
redox properties of mixed CuxZnyOz clusters primarily
resemble those of small Zn clusters in that completely metallic
clusters are thermodynamically unfavored (see Figure S9).
However, the oxygen content per metal atom varies. The ab
initio thermodynamics indicate that metallic alloy clusters are
not stable under reaction conditions, although there is a
possibility of forming mixed oxidized clusters.
CO2 Adsorption and Activation. Methanol synthesis

requires activation of the inert CO2 molecule on the catalyst
surface. Activation may take place through adsorption and
bending of the molecule, followed by dissociation or
hydrogenation. The bent adsorption configuration could be,
e.g., a CO2

δ− on a metal surface, or a carbonate-like CO3
2− on a

metal oxide, which both require charge transfer from the
catalyst to the molecule. The computed formate pathways on
metal surfaces often imply that CO2 activation occurs through
direct reaction between linear CO2 and a dissociated hydrogen
species on the surface.3,4,15,90 In previous studies,13,17,59,81 it
has been found that the Cu/ZrO2 interface is capable of
adsorbing and activating CO2, enabling the surface reaction
between adsorbed bent CO2 species and hydrogen to produce
a carboxyl (COOH) instead of formate. In line with the
previous studies,3,4,17,81,91 we find that a (111) facet of Cu
weakly physisorbs CO2 in a linear, nonactivated configuration,
with an adsorption energy of −0.21 eV. On ZrO2, CO2 adsorbs
in a trigonal, carbonate-like geometry, wherein the carbon
atom coordinates to a ZrO2 lattice oxygen and the oxygens of
the adsorbate rest on Zrδ+ sites. The most favorable adsorption
site is the 2-coordinated lattice oxygen, where Eads = −0.62 eV.
However, one-fifth of surface oxygens are 2-coordinated and

the adsorption energies to other sites are only mildly
exothermic varying from −0.09 to −0.16 eV. When adsorbed,
the CO2 takes a small negative charge of −0.20e, which is in
the same order as has been determined before.13 Previous
computational studies using diverse models for Cu−ZrO2
interfaces13,17,59,81 indicate that CO2 adsorbs at a Cu−ZrO2
interface in a bent geometry. In our previous study, we found
that CO2 attaches to the Cu component through the carbon
atom with both oxygens binding to the nearest Zr cations.17
The adsorption energy is −0.63 eV, which is comparable to
that at the most stable adsorption site on ZrO2. Our earlier
work demonstrated that incorporating Zn into the Cu matrix at
the interface can strengthen CO2 adsorption by up to 0.66 eV
compared to the Cu-only interface.17 Here, we investigate the
adsorption of CO2 on ZnO monomers on ZrO2, Cu(111), and
the Cu−ZrO2 interface to further quantify the promoting effect
of ZnO.
Figure 6 illustrates CO2 adsorption geometries and energies

at potential active sites on a Cu/ZnO/ZrO2 catalyst,

particularly when ZnO is deposited with ALD. In the preferred
binding configuration on the zirconia supported ZnO, CO2
forms bonds between its carbon atom and the oxygen of the
ZnO monomer and between its oxygen atoms and Zr surface
cations. The adsorption energy of −0.69 eV is only slightly
more negative than that of the most stable adsorption
geometry on promoter-free ZrO2. In contrast to a bare
Cu(111) surface, CO2 bound to the oxygen atom of a ZnO
unit on Cu(111) is clearly activated and stable featuring an
adsorption energy of −0.42 eV. The activation is evident from
the carbonate-like structure, which is similar to that observed
on zirconia. CO2 bound to ZnO has a slight negative charge of
−0.20ethe same as the charge of a CO2 molecule adsorbed
on ZrO2 in a carbonate geometry (see Table S5 for atomic
charges). The dispersion of ZnyOz units on Cu particles can
increase the number of sites where activated CO2 interacts
with the Cu catalyst. This could facilitate the reaction between
adsorbed CO2 and dissociated hydrogen that is produced on
Cu particles. Previous computational studies have similarly
explored the adsorption of CO2 to ZnO clusters on copper
surfaces. For example, one study modeled the ZnO/Cu
interface using a hydrogen-terminated Zn6O7H7 cluster
model.15 In this case, CO2 adsorption and activation was

Figure 6. CO2 adsorption energies on different supports and Zn-
promoter sites: (a) ZrO2, (b) Cu−ZrO2 interface, (c) CuZn−ZrO2
interface (Zn-poor), (d) ZnO/ZrO2, (e) ZnO/Cu(111), (f) ZnO/
Cu−ZrO2.
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achieved at the edge of the cluster with the molecule binding
to the Cu surface through its carbon and to the cluster through
its oxygen. However, the binding energy was found to be
endothermic by +0.47 eV, making it unfavorable. The disparity
in CO2 adsorption energy between this model and ours is
likely explained by their inclusion of the H termination, which
reduces the reactivity of the cluster toward CO2 activation.
Another study using a graphitic-like ZnO layer model
supported on a Cu(111) surface suggested that the adsorption
of CO2 to ZnO edges was facilitated by the presence of oxygen
vacancies in the zinc oxide.18 At the vacancy site, CO2 binds to
the ZnO layer through both carbon and oxygen atoms with an
adsorption energy of −0.56 eV. However, we find that
stoichiometric ZnO monomers also act as efficient adsorption
sites.
While the Cu−ZrO2 interface is already capable of activating

CO2, ZnO units that have migrated to the interface can also
serve as sites for CO2 adsorption and activation. In the most
stable structure, the molecule again binds to the oxygen of the
ZnO unit, forming the familiar carbonate-like structure and
taking a negative charge of −0.29e. The oxygens originally
belonging to the molecule reside on the zirconia surface,
mirroring their positioning during adsorption to the interface
without ZnO. The corresponding adsorption energy of −1.60
eV indicates significantly stronger adsorption compared to
adsorption at the simple Cu−ZrO2 interface (−0.63 eV) and
somewhat stronger than adsorption at mixed CuZn−ZrO2
interfaces (−1.1 to −1.3 eV).17 It is also markedly stronger
than that of the adsorption of CO2 to zirconia alone. The
atomic charges in the ZnO-bound CO2 are similar on Cu and
ZrO2 surfaces and the interface, and thus, charge transfer
cannot explain enhanced binding. In our recent DFT study, we
found that CO2 adsorption on the Cu−ZrO2 interface depends
both on electronic as well as structural features.59 Enhanced
binding may be due to the conformational flexibility of the
ZnO monomer at the interface, which allows a bidentate
binding geometry and a lower geometric strain for the formed
CO3 moiety. Nevertheless, this demonstrates that dispersed Zn
can have a substantial impact on CO2 binding at Cu/ZrO2
interfaces regardless of its oxidation state. In a recent
computational study,16 the ZnO/Cu and inverse ZrO2−Cu
interfaces were modeled using a Zn1Zr2O3 cluster model
deposited on Cu(111). This model effectively activated and
bound CO2, with the molecule coordinated to the Zr center of
the cluster through an oxygen. The adsorption energy of −1.07
eV falls within the same range as the aforementioned CuZn−
ZrO2 interfaces. However, the authors report significantly
weaker binding (Eads = −0.17 eV) on the ZnO/Cu side of the
cluster.
After the successful adsorption of CO2, the reaction can

continue through a formate (HCOO) intermediate or via the
reverse water−gas shift pathway (COOH intermediate) and
eventually into methanol. A recent computational study92
examining the binding of CO and CO2 at a Cu/MgO interface
determined the binding free energy of CO2 to be −0.36 eV. It
was suggested that at this stage, the adsorption may be strong
enough to lead to catalyst poisoning and thus reduced
conversion activity. While the free energies of the adsorbed
molecules were not determined here, the strongly exothermic
CO2 binding to ZnO monomers as well as the known stability
of HCOO on zirconia13,17,81 may pose similar challenges if the
barriers for further hydrogenation steps are high. In the past,
the intermediate networks along both pathways have been

studied on zirconia, Cu/CuZn surfaces, and metal−oxide
interfaces.3,4,13,15,17,81 From these results, one can conclude
that certain sites are more optimal for the binding of different
reaction intermediates, as some (such as COOH) adsorb more
strongly to the Cu−ZrO2 interface, while others (such as
HCOO) bind on the ZrO2 alone. A correlation has been
identified between CO2 adsorption strength and the binding of
other intermediates, including COOH, HCO, and H2CO.17 It
should be noted that, although promising, the strongly
exothermic CO2 adsorption does not directly imply that later
hydrogenation steps are selective toward methanol or other
desired products. While the binding of further intermediates
and their elementary reactions were excluded from the present
study, the ZnyOz species may also act as favorable active sites
for later hydrogenation steps. Optimizing the amount of ZnO
on the catalyst surface may selectively stabilize some CTM
intermediates.
The dissociative adsorption of H2 is crucial for CTM. It is

generally agreed to take place on Cu nanoparticles.3,9,93−96

Typical calculated dissociative adsorption energies on Cu(111)
range from −0.1 to −0.3 eV4,81,91 and −0.2 to −0.3 eV on the
Cu(211) step site.3,81 To investigate if ZnO monomers on
zirconia influence H2 dissociation, we considered H2
adsorption and dissociation over the ZnO monomer. The
heterolytic cleavage of H2 leads to a structure where the proton
is on the monomer oxygen and the hydride sits on the Zn
cation (see Figure S10a). The dissociative adsorption energy is
−1.28 eV. Alternatively, H2 may adsorb on the monomer O
atom only, in which case the formation of a H2O species is
possible. The formation of water leads to the breaking of the
Zn−O bond (Figure S10b). The separated water molecule is
strongly bound to the zirconia surface with an adsorption
energy of −1.38 eV. The separated Zn center behaves as
described earlier. However, this process is 0.76 eV less
favorable relative to the aforementioned heterolytic cleavage
and adsorption.

■ CONCLUSIONS

Our results show that monomeric ZnO units are resistant to
initial stages of agglomeration on the zirconia surface, as there
is no significant thermodynamic driving force to form small
clusters. Instead, alloying ZnO with copper single atoms is a
thermodynamically feasible pathway for particle growth, which
could result in mixed metal particles of varying degrees of
oxidation. Ab initio thermodynamic analysis shows that even
under the reducing methanol synthesis conditions, the ZnO
and mixed ZnO/Cu clusters on zirconia are not completely
reduced. Formation free energies imply that ZnO monomers
could be more resistant to agglomeration at the reaction
conditions as opposed to oxidizing pretreatment conditions.
Furthermore, ZnO migration to the copper−zirconia interface
is thermodynamically favorable, whereas migration to the
extended Cu nanoparticle (111) facets is not preferred.
However, ZnO clustering is more feasible on the copper
surface. If the ZnO species present on Cu are large enough
(beyond the sizes explored in the present work), they may be
able to resist migration to the interface and the support. Our
results do not rule out the presence of larger structures, such as
ZnO islands, on the copper particles, especially for larger ZnO
loadings.
Small ZnO clusters are able to adsorb and activate CO2 on

ZrO2, Cu(111), and the Cu−ZrO2 interface. CO2 binding is
strongest at the Cu−ZrO2 interface where dispersed ZnO
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promoter units are also thermodynamically most stable and
resistant to forming larger ZnO structures. The Cu−ZnO−
ZrO2 interface offers stronger adsorption than the promoter-
free Cu−ZrO2 or nanoalloyed CuZn−ZrO2 interfaces. ZnO
dispersed on the surface of a Cu particle may also offer sites
where CO2 can be activated upon adsorption, as opposed to
the physisorption typical of Cu surfaces. Our results offer an
atomic-level look at the behavior of the hypothesized highly
dispersed ZnO on a zirconia support and the origin of their
promoting effect.
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Abild-Pedersen, F.; Zander, S.; Girgsdies, F.; Kurr, P.; Kniep, B.-L.;
et al. The Active Site of Methanol Synthesis over Cu/ZnO/Al2O3
Industrial Catalysts. Science 2012, 336, 893−897.
(4) Grabow, L. C.; Mavrikakis, M. Mechanism of methanol synthesis
on Cu through CO2 and CO hydrogenation. ACS Catal. 2011, 1,
365−384.
(5) Etim, U. J.; Song, Y.; Zhong, Z. Improving the Cu/ZnO-Based
Catalysts for Carbon Dioxide Hydrogenation to Methanol, and the
Use of Methanol As a Renewable Energy Storage Media. Front. Energy
Res. 2020, 8, 545431.
(6) Scotti, N.; Bossola, F.; Zaccheria, F.; Ravasio, N. Copper−
Zirconia Catalysts: Powerful Multifunctional Catalytic Tools to
Approach Sustainable Processes. Catalysts 2020, 10, 168.
(7) Arena, F.; Barbera, K.; Italiano, G.; Bonura, G.; Spadaro, L.;
Frusteri, F. Synthesis, characterization and activity pattern of Cu−
ZnO/ZrO2 catalysts in the hydrogenation of carbon dioxide to
methanol. J. Catal. 2007, 249, 185−194.
(8) Arandia, A.; Yim, J.; Warraich, H.; Leppäkangas, E.; Bes, R.;
Lempelto, A.; Gell, L.; Jiang, H.; Meinander, K.; Viinikainen, T.; et al.
Effect of atomic layer deposited zinc promoter on the activity of
copper-on-zirconia catalysts in the hydrogenation of carbon dioxide to
methanol. Appl. Catal. B: Environ. 2023, 321, 122046.
(9) Wang, Y.; Kattel, S.; Gao, W.; Li, K.; Liu, P.; Chen, J. G.; Wang,
H. Exploring the ternary interactions in Cu−ZnO−ZrO2 catalysts for
efficient CO2 hydrogenation to methanol. Nat. Commun. 2019, 10,
1166.
(10) Le Valant, A.; Comminges, C.; Tisseraud, C.; Canaff, C.;
Pinard, L.; Pouilloux, Y. The Cu−ZnO synergy in methanol synthesis
from CO2, Part 1: Origin of active site explained by experimental
studies and a sphere contact quantification model on Cu + ZnO
mechanical mixtures. J. Catal. 2015, 324, 41−49.
(11) Vesborg, P. C.; Chorkendorff, I.; Knudsen, I.; Balmes, O.;
Nerlov, J.; Molenbroek, A. M.; Clausen, B. S.; Helveg, S. Transient
behavior of Cu/ZnO-based methanol synthesis catalysts. J. Catal.
2009, 262, 65−72.
(12) Lunkenbein, T.; Schumann, J.; Behrens, M.; Schlögl, R.;
Willinger, M. G. Formation of a ZnO Overlayer in Industrial Cu/
ZnO/Al2O3 Catalysts Induced by Strong Metal-Support Interactions.
Angew. Chem., Int. Ed. 2015, 54, 4544−4548.
(13) Larmier, K.; Liao, W.-C. C.; Tada, S.; Lam, E.; Verel, R.;
Bansode, A.; Urakawa, A.; Comas-Vives, A.; Copéret, C. CO2-to-
Methanol Hydrogenation on Zirconia-Supported Copper Nano-
particles: Reaction Intermediates and the Role of the Metal−Support
Interface. Angew. Chem., Int. Ed. 2017, 56, 2318−2323.
(14) Tang, Q.-L.; Hong, Q.-J.; Liu, Z.-P. CO2 fixation into methanol
at Cu/ZrO2 interface from first principles kinetic Monte Carlo. J.
Catal. 2009, 263, 114−122.
(15) Kattel, S.; Ramírez, P. J.; Chen, J. G.; Rodriguez, J. A.; Liu, P.
Active sites for CO2 hydrogenation to methanol on Cu/ZnO catalysts.
Science 2017, 355, 1296−1299.
(16) Dharmalingam, B. C.; Koushik V, A.; Mureddu, M.; Atzori, L.;
Lai, S.; Pettinau, A.; Kaisare, N. S.; Aghalayam, P.; Varghese, J. J.
Unravelling the role of metal-metal oxide interfaces of Cu/ZnO/
ZrO2Al2O3 catalyst for methanol synthesis from CO2: Insights from
experiments and DFT-based microkinetic modeling. Appl. Catal. B:
Environ. 2023, 332, 122743.
(17) Lempelto, A.; Gell, L.; Kiljunen, T.; Honkala, K. Exploring CO2
hydrogenation to methanol at a CuZn-ZrO2 interface via DFT
calculations. Catal. Sci. Technol. 2023, 13, 4387−4399.
(18) Liu, X.; Luo, J.; Wang, H.; Huang, L.; Wang, S.; Li, S.; Sun, Z.;
Sun, F.; Jiang, Z.; Wei, S.; et al. In Situ Spectroscopic Characterization
and Theoretical Calculations Identify Partially Reduced ZnO1−x/Cu
Interfaces for Methanol Synthesis from CO2. Angew. Chem., Int. Ed.
2022, 61, No. e202202330.

The Journal of Physical Chemistry C pubs.acs.org/JPCC Article

https://doi.org/10.1021/acs.jpcc.4c01300
J. Phys. Chem. C XXXX, XXX, XXX−XXX

J



(19) Kauppinen, M.; Posada-Borbón, A.; Grönbeck, H. Methanol
Synthesis Over PdIn, In2O3, and CuZn From First-Principles
Microkinetics: Similarities and Differences. J. Phys. Chem. C 2022,
126, 15235−15246.
(20) Dong, X.; Li, F.; Zhao, N.; Xiao, F.; Wang, J.; Tan, Y. CO2
hydrogenation to methanol over Cu/ZnO/ZrO2 catalysts prepared by
precipitation-reduction method. Appl. Catal. B: Environ. 2016, 191,
8−17.
(21) Zhan, H.; Shi, X.; Tang, B.; Wang, G.; Ma, B.; Liu, W. The
performance of Cu/Zn/Zr catalysts of different Zr/(Cu+Zn) ratio for
CO2 hydrogenation to methanol. Catal. Commun. 2021, 149, 106264.
(22) Huang, C.; Chen, S.; Fei, X.; Liu, D.; Zhang, Y. Catalytic
Hydrogenation of CO2 to Methanol: Study of Synergistic Effect on
Adsorption Properties of CO2 and H2 in CuO/ZnO/ZrO2 System.
Catalysts 2015, 5, 1846−1861.
(23) Yang, M.; Yu, J.; Zimina, A.; Sarma, B. B.; Pandit, L.;
Grunwaldt, J.; Zhang, L.; Xu, H.; Sun, J. Probing the Nature of Zinc in
Copper-Zinc-Zirconium Catalysts by Operando Spectroscopies for
CO2 Hydrogenation to Methanol. Angew. Chem., Int. Ed. 2023, 62,
No. e202216803.
(24) Zabilskiy, M.; Sushkevich, V. L.; Palagin, D.; Newton, M. A.;
Krumeich, F.; van Bokhoven, J. A. The unique interplay between
copper and zinc during catalytic carbon dioxide hydrogenation to
methanol. Nat. Commun. 2020, 11, 2409.
(25) Laudenschleger, D.; Ruland, H.; Muhler, M. Identifying the
nature of the active sites in methanol synthesis over Cu/ZnO/Al2O3
catalysts. Nat. Commun. 2020, 11, 3898.
(26) Beck, A.; Zabilskiy, M.; Newton, M. A.; Safonova, O.; Willinger,
M. G.; van Bokhoven, J. A. Following the structure of copper-zinc-
alumina across the pressure gap in carbon dioxide hydrogenation. Nat.
Catal. 2021, 4, 488−497.
(27) van Ommen, J. R.; Goulas, A.; Puurunen, R. L. Atomic Layer
Deposition. In Kirk-Othmer Encyclopedia of Chemical Technology;
Wiley, 2021; pp 1−42..
(28) Zhang, B.; Qin, Y. Interface Tailoring of Heterogeneous
Catalysts by Atomic Layer Deposition. ACS Catal. 2018, 8, 10064−
10081.
(29) Jiang, K.; Zhao, H.; Chen, Y.; Li, B.; Zhang, Z.; Cao, F.; Wu, L.;
Tang, Y.; Li, T.; Tan, L. Tuning interfaces between Cu and oxide via
atomic layer deposition method for CO2 hydrogenation to methanol.
Catal. Sci. Technol. 2024, 14, 261−266.
(30) Kauppinen, M. M.; Melander, M. M.; Honkala, K. First-
principles insight into CO hindered agglomeration of Rh and Pt single
atoms on: M-ZrO2. Catal. Sci. Technol. 2020, 10, 5847−5855.
(31) Di Liberto, G.; Pacchioni, G. Modeling Single-Atom Catalysis.
Adv. Mater. 2023, 35, 2307150.
(32) Ouyang, R.; Liu, J.-X.; Li, W.-X. Atomistic Theory of Ostwald
Ripening and Disintegration of Supported Metal Particles under
Reaction Conditions. J. Am. Chem. Soc. 2013, 135, 1760−1771.
(33) Reichenbach, T.; Mondal, K.; Jäger, M.; Vent-Schmidt, T.;
Himmel, D.; Dybbert, V.; Bruix, A.; Krossing, I.; Walter, M.; Moseler,
M. Ab initio study of CO2 hydrogenation mechanisms on inverse
ZnO/Cu catalysts. J. Catal. 2018, 360, 168−174.
(34) Reichenbach, T.; Walter, M.; Moseler, M.; Hammer, B.; Bruix,
A. Effects of Gas-Phase Conditions and Particle Size on the Properties
of Cu(111)-Supported ZnyOx Particles Revealed by Global Opti-
mization and Ab Initio Thermodynamics. J. Phys. Chem. C 2019, 123,
30903−30916.
(35) Mondal, K.; Megha; Banerjee, A.; Fortunelli, A.; Walter, M.;
Moseler, M. Ab Initio Modeling of the ZnO-Cu(111) Interface. J.
Phys. Chem. C 2022, 126, 764−771.
(36) Palomino, R. M.; Ramírez, P. J.; Liu, Z.; Hamlyn, R.; Waluyo,
I.; Mahapatra, M.; Orozco, I.; Hunt, A.; Simonovis, J. P.; Senanayake,
S. D.; et al. Hydrogenation of CO2 on ZnO/Cu(100) and ZnO/
Cu(111) Catalysts: Role of Copper Structure and Metal−Oxide
Interface in Methanol Synthesis. J. Phys. Chem. B 2018, 122, 794−
800.
(37) Kuld, S.; Thorhauge, M.; Falsig, H.; Elkjaer, C. F.; Helveg, S.;
Chorkendorff, I.; Sehested, J.; Elkjær, C. F.; Helveg, S.; Chorkendorff,

I.; et al. Quantifying the promotion of Cu catalysts by ZnO for
methanol synthesis. Science 2016, 352, 969−974.
(38) Fujitani, T.; Nakamura, J. The effect of ZnO in methanol
synthesis catalysts on Cu dispersion and the specific activity. Catal.
Lett. 1998, 56, 119−124.
(39) Choi, Y.; Futagami, K.; Fujitani, T.; Nakamura, J. The role of
ZnO in Cu/ZnO methanol synthesis catalysts  morphology effect
or active site model? Appl. Catal., A 2001, 208, 163−167.
(40) Topsøe, N.; Topsøe, H. On the nature of surface structural
changes in Cu/ZnO methanol synthesis catalysts. Top. Catal. 1999, 8,
267−270.
(41) Grunwaldt, J. D.; Molenbroek, A. M.; Topsøe, N. Y.; Topsøe,
H.; Clausen, B. S. In situ investigations of structural changes in Cu/
ZnO catalysts. J. Catal. 2000, 194, 452−460.
(42) Kuld, S.; Conradsen, C.; Moses, P. G.; Chorkendorff, I.;
Sehested, J. Quantification of Zinc Atoms in a Surface Alloy on
Copper in an Industrial-Type Methanol Synthesis Catalyst. Angew.
Chem., Int. Ed. 2014, 53, 5941−5945.
(43) Amann, P.; Klötzer, B.; Degerman, D.; Köpfle, N.; Götsch, T.;
Lömker, P.; Rameshan, C.; Ploner, K.; Bikaljevic, D.; Wang, H.-Y.;
et al. The state of zinc in methanol synthesis over a Zn/ZnO/
Cu(211) model catalyst. Science 2022, 376, 603−608.
(44) Enkovaara, J.; Rostgaard, C.; Mortensen, J. J.; Chen, J.; Dułak,
M.; Ferrighi, L.; Gavnholt, J.; Glinsvad, C.; Haikola, V.; Hansen, H.
A.; et al. Electronic structure calculations with GPAW: a real-space
implementation of the projector augmented-wave method. J. Phys.
Cond. Mater. 2010, 22, 253202.
(45) Wellendorff, J.; Lundgaard, K. T.; Møgelhøj, A.; Petzold, V.;
Landis, D. D.; Nørskov, J. K.; Bligaard, T.; Jacobsen, K. W. Density
functionals for surface science: Exchange-correlation model develop-
ment with Bayesian error estimation. Phys. Rev. B 2012, 85, 235149.
(46) Blöchl, P. E. Projector augmented-wave method. Phys. Rev. B
1994, 50, 17953−17979.
(47) Goedecker, S. Minima hopping: An efficient search method for
the global minimum of the potential energy surface of complex
molecular systems. J. Chem. Phys. 2004, 120, 9911−9917.
(48) Dudarev, S. L.; Botton, G. A.; Savrasov, S. Y.; Humphreys, C. J.;
Sutton, A. P. Electron-energy-loss spectra and the structural stability
of nickel oxide: An LSDA+U study. Phys. Rev. B 1998, 57, 1505−
1509.
(49) Korpelin, V.; Melander, M. M.; Honkala, K. Reducing the
Irreducible: Dispersed Metal Atoms Facilitate Reduction of
Irreducible Oxides. J. Phys. Chem. C 2022, 126, 933−945.
(50) Hjorth Larsen, A.; Jørgen Mortensen, J.; Blomqvist, J.; Castelli,
I. E.; Christensen, R.; Dułak, M.; Friis, J.; Groves, M. N.; Hammer, B.;
Hargus, C.; et al. The atomic simulation environmenta Python
library for working with atoms. J. Phys. Condens. Mater. 2017, 29,
273002.
(51) Bitzek, E.; Koskinen, P.; Gähler, F.; Moseler, M.; Gumbsch, P.
Structural Relaxation Made Simple. Phys. Rev. Lett. 2006, 97, 170201.
(52) Bader, R. F. W. Atoms in Molecules: A Quantum Theory
International series of monographs on chemistry; Oxford University
Press: Oxford, 1990; .
(53) Tang, W.; Sanville, E.; Henkelman, G. A grid-based Bader
analysis algorithm without lattice bias. J. Phys.: Condens. Matter 2009,
21, 084204.
(54) Gattinoni, C.; Michaelides, A. Atomistic details of oxide
surfaces and surface oxidation: the example of copper and its oxides.
Surf. Sci. Rep. 2015, 70, 424−447.
(55) Crystallography Open Database, 2023. http://www.
crystallography.net/cod/(accessed 2023-05-11).
(56) Downs, R. T.; Hall-Wallace, M. The American Mineralogist
Crystal Structure Database. Am. Mineral. 2003, 88, 247−250.
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