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Abstract
Human digital twins are computational models of the human actions involved in interacting and operating technical arti-
facts. Such models provide a conceptual and practical tool for artificial intelligence designers when they seek to replace 
human work with intelligent machines. Indeed, digital twins have long served as models of technical and cyber-physical 
processes. Human digital twins have such models as their foundations but also include models of human actions. As a 
result, human digital twin models enable technology designers to model how people interact with intelligent technical 
artifacts. Yet, development of human digital twins is associated with certain conceptual problems. To clarify the basic 
idea, we constructed a human digital twin for Minsky’s M-Machine. The abstract conceptual structure of this machine 
and its generality allowed us to analyze the general properties of human digital twins, their design, and their use as tools 
in designing intelligent technologies.

Keywords  User modeling · Interaction design · HTI design theory · Human digital twins · M-machine · Design science · 
Cognitive mimetics

1  Introduction

Society 5.0 and its industrial component, Industry 5.0 programs, are changing thinking regarding technology design 
[1–3]. In the future, the focus of design will likely be as much on what people do with technologies as on the actual physi-
cal or cyber-physical artifacts [4]. The ultimate motivation for this changing perspective is the emergence of intelligent 
technologies and artificial intelligence (AI). Future technologies will be able to perform tasks that previously only people 
could perform [5, 6]. The efficiency of new technologies makes it necessary to shift the focus of design to more holistic 
concepts, including what people will do with future technical artifacts. Indeed, it is no longer wise to separate technical 
artifacts from their social effects during design processes.

Instead of designing mere technical artifacts, the goal of emerging technology design is to shape how people live 
and work when they use the designed technical solutions [2, 4]. For example, choosing the best form and best materials 
for turbine blades remains a vital problem in aircraft design, although understanding how people use air travel in their 
daily life is equally important. In fact, everyday life is becoming an increasingly important design problem.

Designers should consider how people interact with new, intelligent technical artifacts and not only seek to create 
cyber-physical objects. The focus of technology design in Society 5.0 is as much on creating new social actions as on con-
structing new technical artifacts. Thus, the design of the properties of artifacts, such as algorithms, remains an important 
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issue in designing intelligent technologies, although it represents only part of the challenge. It is also important to model 
how people process information in using and interacting with these technological artefacts. Such models we have called 
Human Digital Twins (HDTs) [7].

The technology-driven orientation in design has led to confusion in the information and communication technology 
(ICT) field because the importance of fully understanding humans has been underestimated [6, 8]. A good example of 
this can be seen in the short message service (SMS), which was designed in 1984 but only adopted for public use years 
later, in early 1990, by mobile phone companies. Designers had not identified the ultimate use for the idea, as the design 
culture then did not support holistic thinking [9, 10]. Later, the SMS model led technology providers to focus their design 
efforts on the expensive and futile wireless application protocol (WAP) paradigm, which could not work due to the inher-
ently poor usability [11] and the poorly designed message length.

Technical artifact-oriented design thinking may lead to many cul-de-sacs that could have been avoided by paying 
more attention to the changes in the ways people live after they have adopted new kinds of technical solutions. Under-
standing the problems of users and their memory limitations might have drawn designers’ attention to the importance 
of graphic interface technology in mobile phones, which had been standard in the world of personal computers for years. 
The SMS example illustrates how cyber-physical society- and Industry 4.0-level artifact design is a necessary part of future 
technology design thinking, even though it is barely sufficient in the era of the emerging intelligent Society 5.0 world.

The problems associated with a technology-oriented way of thinking invite consideration of what future technology 
design should be like. Relatedly, one can ponder what the conceptual structure of future intelligent interaction design 
could be.

Here, we call attention to conceptual and cognitive engineering [12–14]. Conceptual engineering involves applying 
the principles of conceptual analysis to solve engineering design problems, while cognitive engineering entails applying 
cognitive research to improve design work. Both forms of engineering are intimately linked to the concept of founda-
tional analysis, which investigates the intuitive foundations of scientific knowledge [14]. We focus on a way to combine 
the above modes of thinking by applying cognitive modeling of the mind [15]. The scientific grounds for modern design 
thinking lie in the cognitive scientific research of Newell and Simon [16, 17]. The presented approach has two aspects: 
modeling human information processing by means of cognitive mimetics and systematizing the developed knowledge 
into HDTs [4, 7, 18–20]. In this paper a set of new conceptual tools will be developed to improve holistic AI design thinking 
[21]. This paper presents theoretically new concepts, such as HDTs as information processing systems, cognitive mimet-
ics, human information points, and IEC-modelling. We apply the new design concepts by designing interaction design 
process model using Minsky’s M-Machine as an example. M-Machine is a general model for all intelligent artifacts and 
thus can be used to model general human AI design processes. The main problem in this paper is to extend digital twin-
ning from technology to human intelligent technology interaction processes. Thus, we work to develop a new holistic 
conceptual tool for designing.

In sum, our research question is how to use human research in digital twinning, i.e. how to construct human digital 
twins. The question makes sense, because digital twinning is generally used in technology design paradigm, but it largely 
ignores modeling human users. Modern technology design should be holistic and consider how technologies function 
in human life [1–4].

2 � Thought, mind, machine

Cognitive mimetics is a method of design by which designers imitate human information processing. In traditional bio-
mimetic thinking, designers imitate biological structures to support their ideation. Thus, the structure of a bird’s wing 
has been used to search for solutions concerning the forms of airplane wings. In the future, intelligence will be central 
to the innovation of technological solutions, which indicates that an additional model imitating nature will be required.

Actions related to intelligence have their origins in human intellectual information processing. People can perform 
intelligent tasks because they are able to process information in an intelligent manner. A good example of this is the 
Turing machine, a model of mathematical thinking and, consequently, a computational machine that follows the formal 
aspects of human thinking [22]. In light of this, it is necessary to know what human thinking is like in order to understand 
intelligent artifacts.

A good example of human intelligent information processing is problem-solving. Newell and Simon explain the mind 
as an information-processing system and thinking as problem-solving [16]. Problem-solving is an information process 
whereby different situations are understood as objective task environments containing different tasks that need to be 
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resolved to achieve goals. For an individual, task environments are represented as subjective problem spaces that con-
tain representations of the initial and desired goal situations, the intermediate steps required to achieve the goals, and 
the concepts used to describe those situations [16, 17]. Constructing new mental representations and action plans can 
help individuals to explain and solve novel problems [23]. Individuals use different mental and behavioral strategies to 
resolve their problems. The issue of which problem spaces are used in certain situations depends on the individual’s 
intelligence and knowledge in that domain [24, 25], how the problem is represented, how the nature of the problem is 
understood, what steps the individual takes to reach their goals [23], how well the individual’s thoughts are organized, 
and how focused the individual’s thinking is [26].

The structure of the task environment determines how the internal problem space is structured and, consequently, 
what selective search programs can be used in problem-solving [16]. The issues of how problem spaces are determined 
and what programs are used are both affected by the available information (e.g., the task instructions), previous experi-
ences with similar or analogous tasks, and general programs in the memory that can be applied directly or integrated 
with new information. The way in which the problem-solving itself proceeds over time can also modify programs and 
problem spaces [16, 27].

The information process consists of various components. Interrelated elements, which are known as symbols and are 
able to form symbol structures, can be stored and retrieved from the memory [16]. Information processing, the short-term 
memory, and an interpreter make up the processor. Symbolic structures can act as the inputs, outputs, or programs of 
an information process. Particular symbols and symbol structures denote or refer to certain objects. These objects can 
be different processes, stimuli, or stimulus patterns from the environment [16].

After an internal representation of the situation has been created, the information-processing system forms a plan and 
chooses the method and information processes most suitable for the problem space in question in order to achieve the 
desired goal [16]. The individual executes a mental search for learned hypothetical solution options or thought models 
by going through information about similar possible situations, patterns, and cues stored in their memory [16, 27]. The 
individual progresses deeper into the problem space in phases from one node or state of knowledge to the next until a 
solution to the problem is found and the task is completed [16, 24].

Each state is evaluated, and a choice is made regarding whether to proceed to the subsequent state, go back a few 
steps, or select some alternative state. One method can be stopped to try another method, the problem space can be 
reformulated or abandoned, new subspaces can emerge, or the problem-solving process can be ended [16, 27]. Com-
bining and restructuring problem spaces into new representations and possible solutions can lead to the construction 
of new concepts, ideas, and insights [26–28].

The conception of the mind as an information-processing system allows us to analyze how people process informa-
tion when performing tasks that demand intelligence. Such knowledge enables us to consider how computational 
machines could carry out the same tasks. For example, it is possible to assess how machines could load ships or trucks, 
how machines could drive cars or ships, how the whole transportation chain could be automatized so that human work 
was minimized, and what the social consequence of replacing millions of truck drivers with intelligent transportation 
systems would be. As these tasks can currently be performed by people, there must be information processes taking 
care of such tasks. As a consequence, when designing computational processes, it is important to explicate how people 
perform the mental aspects of their work. To concretize our concepts over the paper we use car user interface as a toy 
example, as it is familiar to practically all readers.

3 � Cognitive mimetics

Intelligence can be understood as adaptive, sense-making information processing [22]. Thus, intelligence depends on the 
system’s capacity to organize information effectively. For example, when solving problems, people are able to transform 
an initial information state into a solution state by means of logical operations [16]. Solutions are reached using organ-
ized sets of operations or deeds leading from an initial state to a definite goal state. AI systems can also intelligently 
solve problems [6, 16]. A practical example of this can be seen in Alan Turing’s work on deciphering German naval codes 
during World War Two [29].

As the human mind is recognized as the best example of intelligent information processing, it is natural to question 
how one could benefit from knowledge of the human mind when designing intelligent technological systems. Arguably, 
the first model of this kind was the Turing machine [22]. While this machine was essentially a device used by Turing to 
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demonstrate that the meta-mathematical decision problem was unsolvable, it was also a model of human–computer 
information processing. Later, the Turing model was generalized in the works of Herbert Simon, his collaborators, and 
many other researchers [6, 16]. Instead of introspectively analyzing assumed human information processes, they began 
to empirically study how people process information in their thinking. As a consequence of this paradigmatic research, 
a large number of psychologically inspired theoretical models of the human mind were developed [15, 30].

It takes just a brief step to move from modeling human thinking to designing intelligent processes. For instance, if 
there is a technical artifact, such as a ship that can move from one harbor (A) to another (B), there must be an information 
process that makes it possible to sail from location A to location B. Hence, following Turing’s [22] original design logic, it 
is possible to design an information-processing system that can sail a ship from harbor A to B. The system could imitate 
human information processes if it could be opened, explicated, and transformed into a form suitable for artificial systems. 
It must be implemented—that is, designed. The two sides of the equation, research and design, must be able to enter 
into a constructive co-design process to realize the basic ideas of cognitive mimetics. The core idea is simple: just as in 
biomimetics [31], where designers have imitated biological structures and mechanisms to create novel technological 
solutions, in designing intelligent technology, we can turn toward human cognition as a source of solutions [18, 19]. The 
key difference is simply the perspective adopted with respect to the source: cognitive mimetics analyses information 
processes (and contents) rather than biological structures or mechanisms. As a result, cognitive mimetics is a good tool 
for hybrid AI thinking that unifies human and machine processes into a sense-making whole.

In case of car driving researcher explicates drivers’ thought processes using e.g. protocol analysis [32]. Drivers relate 
what come in their minds and on the grounds of this information researchers can design mimetic model of what hap-
pens in the minds of the drivers. Such model entails e.g., route plans, how drivers observe traffic situations, meters and 
how they use controls.

4 � Human digital twins

Cognitive mimetics is a model for designing intelligent industrial and everyday technology-supported processes. How-
ever, a mere process is not sufficient. It is also essential to construct models of intelligent actions in which people and 
machines process information as systems [33]. HDTs provide a conceptual framework for operationalizing the research 
and design of cognitive mimetics. The main goal of cognitive mimetics is to investigate what happens in the human mind 
during thinking and then to use that finding as a central element in the design of intelligent technology.

Digital twins (DTs) are computational models of machine and other mechanical or cyber-physical processes that are 
typically connected to their reference systems via dataflows [34]. They can be used to develop new technological solu-
tions. Rather than building physical-scale or miniature models, designers can study the properties and behaviors of their 
potential solution alternative using computational models. Furthermore, DTs can be used as a basis for automation and 
other intelligent control methods. They can also be used in studying and comparing alternative solution models. These 
applications means that digital twins are practical tools for designers to use in cyber-physical systems.

However, the cyber-physical world operates in causally organized, physically or mathematically determined data 
realms. The human mind follows different kinds of principles. Causes precede effects in cyber-physical systems, whereas 
the human mind operates intentionally, meaning that it pursues goals to be achieved later [35, 36]. Human systems are 
intentional. Human minds, as mental systems, contain information content about something—for example, a represen-
tation or state of an ideal situation. Therefore, digital models of human action (or HDTs) should be based on different 
modeling types to cyber-physical systems but also harmonize with them. AI tools such as ChatGPT offer the possibility 
for researchers to quickly work through information to create literature reviews for example, although evaluation of the 
provided data still requires more scientific validation.

If similar benefits are to be gained from DTs, the models need to mimic human thought and action to a degree that 
is fit for purpose. Cognitive mimetics and HDTs form a natural pair from this perspective. In practice, human actions 
should be harmonized with the actions of technical artifacts in models; however, thanks to differences in the principles 
that human minds follow, it is essential to use paradigms that best fit mental operations, such as perception, attention, 
language, and thinking [15]. Such models have been developed, for example, within cognitive psychology, over the years, 
beginning with the Turing machine [22], test–operate–test–exit (TOTE) model [37], and physical symbol systems [17] as 
well as the goals–operators–methods–selection (GOMS)—[30] and adaptive character of thought–rational (ACT–R)-like 
[15] architectures. Moreover, additional kinds of models have been built based on neural networks [38–40]. In this paper, 
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we suggest an additional model of human action in process control that we refer to as the ideal–exception–correction 
(IEC) model [20]. The proposed model is characteristic of industrial control processes.

In constructing HDTs our model specifically focusses on human information processing. Human mind represents situ-
ations, actions and information contents in mind and uses the properties of information contents in the minds of users 
to solve interaction design problems. Thus, differently from many approaches thoroughly revied in a recent study [41, 
Table 5], we look humans in HDTs as human information processing systems and focus especially on relevant information 
contents ofpercepts, thoughts and mental representations, i.e. on mental contents [42].

5 � The M‑Machine

One way to develop an HDT is to design it based on an abstract conceptual machine, which could be, for example, a 
Turing machine, finite automaton machine, post-Turing machine, or Kleene machine [43]. The basic idea behind such 
a theoretical approach is to conceptualize key problems with a general conceptual model. If some aspect of designing 
an HDT would become obvious when designing an HDT for a general machine, the same problem would emerge with 
any concrete solution.

In this paper, as our conceptual machine, we chose the M-Machine (or the Minsky Machine) proposed by Marvin Minsky 
[, p. 13–14] (Fig. 51). The reason for constructing interaction model of the M-Machine is that as a general description of 
any imaginable machine it enables us to discuss constructing HDTs on the most general level.

The M-Machine is a general model of any machine that people use. It can also well represent paper machines as a 
can opener. The M-Machine is, therefore, an abstract conceptual model of any possible machine that people use in their 
daily lives. Consequently, developing an HDT for the M-Machine allows us to consider the general properties of an HDT 
for any machine, meaning that we can define the basic questions to be answered when working with any specific and 
concrete machine.

Minsky [5] rightly claimed that the M-Machine is a general model of any machine. Thus, we designed an HDT for inter-
acting with the M-Machine in order to construct a conceptual HDT for general human–machine control-type interactions.

In our conceptual model, as presented in Fig. 2, the technical artifact is the M-Machine. The user interacts with the 
M-Machine by means of the tool provided at the human interaction point (HIP), while the machine works in some seman-
tic or physical environment. We claim that any technical artifact designed for process control has the same abstract struc-
ture as our conceptual model. Hence, it is a general model for constructing HDTs for control tasks. To further clarify our 
way of thinking, the three elements of the model—the M-Machine, HIP, and user—will now be discussed in more detail.

Minsky [5] constructed the M-Machine as an abstract model of any machine (Fig. 2). It has a set of input information 
types controlling the analysis of both task and situation information. It also has a set of output channels that manipulate 

Fig. 1   The M-Machine 
(adapted from [5])

Fig. 2   A human digital twin 
for the M-Machine. U = user or 
operator, HIP = human interac-
tion point, M = machine, and 
EN = (action) environment
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the objects of actions following the instructions provided in the input information. The M-Machine offers a set of pro-
cesses to transform target environments or objects of industrial actions into a desired end state. Human intentions define 
the ideals for process states. In addition to the input processes, the M-Machine has a set of output processes.

While Minsky’s [5] M-Machine is a black box, it makes sense to define a set of internal processes that make it possible 
to effectively manipulate the object of action. Input actions manipulate these internal processes, which explains why 
definite input operations make sense. Internal states also make it possible to automatically or autonomously modify the 
processes of the M-Machine.

In terms of cognitive and conceptual engineering, the M-Machine provides a conceptual structure for designing spe-
cific machines. Therefore, it is possible to use the M-Machine to analyze the interaction processes of human technology 
on a general conceptual level. Through analyzing how people interact with the M-Machine, it is also possible to construct 
HDT models and so to consider the structure of the designed human technology interaction (HTI) processes.

The M-Machine is a general and abstract model of a machine for which an HDT can be built. As such, it cannot be a 
model for any concrete industrial process because such processes all have a type of M-Machine as one level of abstrac-
tion. Rather, it must be interpreted or concretized by defining all the process-relevant inputs, all the relevant outputs, 
as well as the structures and operations of the internal processes. In this way, the M-Machine can serve as a model for a 
definable machine process.

A paper machine, for example, has controls that enable users to steer the behavior of this often almost 100-m-long 
machine and its internal processes. More specifically, a paper machine involves complicated processes. For instance, 
wet pulp that is over 90% water is transformed at a speed of over 90 km/hour into 11-m-wide sheets with a 2/100-mm 
tolerance [44]. The purpose of a paper machine is to produce paper sheets for different uses. The related control systems 
enable users to ensure the smooth operation of this action. Similarly, in our car driving example there are several controls, 
such as steering wheel, car’s brake pedal and gears, which allow the user to steer the vehicle.

The M-Machine can, by means of interpretation—defining the input variables, output variables, and internal pro-
cesses—be modified to model any machine. As a result, it can become a model of any control-dominated HDT. The core 
process is the interpretation of the key elements, which concretizes the machine component of the HDT. In our mind, 
the proposed IEC model is an example of this concretization [20].

6 � HIP

People operate machines, and they are also involved in the processes therein. However, the degree of human involvement 
may vary. The control of a room’s temperature regulation can be fully automatized so that people can set it and then not 
touch it for a decade. Nevertheless, the thermostat is still operated by people. Of course, sometimes, as in driving a car, 
people are very much in the loop and constantly steer the process. The points and actions through which people are 
involved in the processes of any machine, including the M-Machine, can be termed HIPs.

An HIP is not a model of a user interface; rather, it describes how an operator can and should be involved in a machine’s 
processes. Thus, it is a description of human actions. Moreover, an HIP should not be confused with the concept of a 
“touchpoint” for user interface usability. In marketing-oriented customer experience research and management, a touch-
point refers to any type of stimulus—such as an interaction with a product, service, atmosphere, or communicative tool 
or instrument—that creates a subjective experience for its user [45].

In the field of paper production, operators must walk several hundred meters to take a liquid sample and analyze it. 
HIPs describe such operations. HIPs also entail controls and meters. Importantly, an HIP is a framework for defining pos-
sible operations with respect to the M-Machine as well as a schema upon which actual operations can be populated. 
Therefore, all actions are selections from this space of possibilities.

HIPs define the actions people perform when they operate a definite technology, and for this reason, they must be 
concretized with regard to their application. The core issue is how people are involved in the actual machine process. 
Relatedly, what people do and why they do it are essential problems to solve. Defining HIPs renders HDTs concrete. All 
machines have HIPs, although the nature of the concrete operative actions within an HIP depends on the particular 
technology. Moreover, these actions are made possible by controls and meters in the user interface.

When we start to apply large language models, neural networks, and other AI technologies as part of machines and 
HDTs, the HIPs will include the possible ways a human can operate the relevant process. Interactions and communica-
tions with such systems could happen in many ways, such as traditional digital buttons, speech recognition, sensor data, 
brain–computer interfaces, and so on.
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Technically, an HIP in the widest sense entails all the possible states of all the possible controls, but that is all. The 
combination of all the possible states of all the available control instruments forms the human interaction space. In addi-
tion, control states define what any machine can be controlled to do. Thus, an HIP is defined by the machine, intelligent 
or otherwise, and it determines what people can do. In case of a car, for example, steering wheel, gas pedal, and brakes 
are analogical and have infinite set of values. For purpose of modelling, analogical controls can be digitalized, by giving 
them big but limited number of possible states. Gears have limited value sets, normally from four to six states. Car HIP 
contains all the logically possible combinations of states of these control instruments.

An HIP space can often be analogical, such as when playing a violin or driving a car. However, if required, analogical 
action spaces can be digitalized, as is possible when recording music. The key issue is that the controls and their possible 
states create limits for people when it comes to operating machines. An HIP refers to control instruments and feedback 
meters as well as to the direct observational states of the machine. Direct and instrumented observations play the same 
role in terms of the HIP. They provide knowledge concerning the current state of the process and the way the process 
has deviated from the assumed ideal state, thereby providing information about the expected correction operations. 
HIP is state space combining all possible human input states, (e.g., meter values) with all the possible instrument values.

7 � Describing the users of HDTs

A necessary component of an HDT is the description of the user or operator. Minsky [5] did not include a model of the 
user in his M-Machine, although it still makes sense to consider what kinds of properties are needed when describing 
human users. The issue may be complicated, but it still makes sense to model users and their actions [46]. In fact, user 
modeling is key to constructing HDTs.

A model of a user, for example a driver of a car, should offer solutions to four core questions associated with HTI design 
[7]. These questions concern what technologies are used for, whether people can use technologies, whether they like to 
use technologies, and how they interact with artifacts [7]. These four questions underlie any interaction design process 
and inform the highest level of interaction design thinking, which means that the known design paradigms, such as 
usability, HCI, user experience, and Kansei engineering, can be subsumed under them [7].

The starting point for understanding and modeling the users of HDTs is action. Here, the background questions con-
cern why people use this technology, what they intend to do with an artifact, and what they intend to achieve by using 
an artifact. Usability is central, as technical design tools vary.

Action can be considered from different perspectives. In this paper, we focus on two major perspectives on user mod-
eling in HDTs. The first can be characterized as intentional, and it defines what people are doing—that is, what is the end 
state they intend to reach? The second perspective involves answering the question of whether people can do what they 
intend. The latter is basically a causal view, and its analysis is based on human beings’ limited information-processing 
capacity. It can be used to analyze, explain, and design human errors.

The first perspective defined by the goals of the action is intentional. It explicates why it is good to do what people are 
doing and what people hope to achieve by performing the relevant actions. The investors and industrialists interested in 
paper machines, for example, hope to make good and competitive paper for their clients. A secondary motivation may 
be the return on investment (ROI) and profit. However, good paper is the precondition for the success in achieving the 
latter goal. Thus, technologies have impacts on multiple human interests.

An alternative perspective on machine use is opened up by the following question: can people use technology? 
Human information processing is limited. People can attend to one issue at a time or remember 4–8 new chunks in 
their working memories [47]. Secondary tasks also illustrate the limits of the human working memory [47]. Two visual 
memory tasks, for example, will interfere with each other. Hence, the way people have to use their capacities may affect 
the correctness of their performance.

When modeling human users, designers should explicate the information contents required in both planning and 
performing the relevant task [42]. They should also investigate the limits of information-processing systems and support 
both attention and memory in processing task-relevant information. The model of the user in an HDT describes human 
intentions (e.g., operative intentions, reasons for carrying out some definite action, or life-level intentions, such as reasons 
for being involved in the paper business). In the case of any machine, including the M-Machine, people play different roles. 
They can be operators, management personnel, or owners. The notion of the user is designed to cover all these roles.

The third issue to be considered in relation to human modeling is the user experience or emotional usability [4]. This 
aspect entails how people feel and how motivated they are to use a certain technical artifact. A reason for this dynamic 
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dimension of usability can be suggested. In principle, several models for the psychology of emotional processes have 
been developed over the years, and for this reason, it is not impossible to develop HDTs for the emotional aspects of 
human–technology interaction. However, we will not discuss this aspect any further, because the M-Machine is abstract 
model.

As all the defining parameters of the M-Machine HDTs are abstract, the HDT model presented in this paper can be 
applied to very different types of machines whose operations people intend to control. Our approach to the design of 
HDTs is based on the idea that HDTs are abstractly analogous. Thus, by creating abstract HDTs, it is possible to study HDT 
design problems on a higher level and by bonding abstract variables to concrete processes.

8 � Ideal, exception, and correction

HDTs serve as tools for designers. The spectrum of technology-supported human actions that can be modelled by HDTs is 
wide; therefore, the palette of possible HDTs and their different types also vary extensively. Our IEC model was designed 
based on modeling the empirical results of the work of operators within the paper industry [20].

The original IEC model was specific. Hence, it made sense to consider how to generalize the original model, and one 
way to do so was to construct an IEC model for people interacting with some general technical artifact. This kind of HDT 
is abstract, although it is applicable to a large number of concrete processes associated with the same control-based 
action logic [20].

The IEC model emerged as a consequence of an empirical investigation into the thoughts and actions of operators 
in an experimental paper mill in Finland [20]. Through analyzing the collected think-aloud protocols and interviews, a 
pattern emerged (see [5] for details). More specifically, the operators’ thinking on a higher level appeared to take the 
form of IEC. They notice how things are straying from the path toward the goal they desire to reach, and subsequently, 
they comprehend that they must do something to inhibit things from realizing the wrong state. To accomplish this, they 
compare information on the current state of the process with the aim of determining a way to reach the ideal state [20].

Based on the collected protocols, it was possible to find the central logic behind the operators’ thoughts and actions 
[20]. They have some ideal state in their minds; however, what that ideal state is rests on various factors, such as the qual-
ity of the produced paper, the available raw materials, and the production process stage. The operators determine the 
present state of the technical process and record exceptions that deviate from the ideal state by comparing the current 
state with the predicted ideal one. Furthermore, they can anticipate deviations based on their extensive knowledge. 
Finally, the operators have an inventory of potential corrective actions in their minds, which they then implement to 
turn the process to the ideal state [20].

Based on these findings, we developed a small-scale operator information processing model, which we named the 
IEC_0.81 model [20]. This model supposes that the operators’ thinking undergoes an IEC loop. The operators monitor the 
behavior of the machine process via measurement instruments and visual observation in the control room. Moreover, 
real-life information is also conveyed by fellow operators who work in close proximity to the paper machine. When they 
notice an unanticipated state of the process (i.e., a deviation from the ideal), they take appropriate actions by obeying 
the models of their anticipated effects [20].

The IEC_081 model is grounded on the idea that all HIPs can be outlined. This notion involves a set of observation 
values (OVs) and a set of possible actions (PAs) [20]. As the machines represent defined and closed systems, for each HIP 
they have a confined collection of OVs and PAs. Therefore, “all the possible human actions of involvement in the ongoing 
machine process can thus be defined in terms of the HIPs, OVs, and PAs." [20, p. 172].

The IEC_081 model itself is very simple, nonetheless it can give us a vision of the role of HDT models in collection of 
information. It provides a suggestion of one potential resolution to the question of how human information processes 
and their contents operate concerning paper machine controlling [20]. Thus, the model allows for the representation 
and interpretation of the empirical results of operators’ actions.

Yet, the IEC_081 model does not yet supply comprehensive descriptions of ideal processes and states or of reme-
dial acts. In addition, it does not offer precise information about the operators’ actions. Nonetheless, the model 
can be advanced further by examining how the operators perform their actions in differing circumstances. Hence, 
the model can efficiently help the direction of information gathering regarding mental contents of operators. The 
IEC_081 model also facilitates researchers to assess the logic of their interpretations of data. If the simulations func-
tion, it implies that the interpretations are valid in terms of their formal constitutes. By contrast, if the simulations 
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do not work, it implies that the interpretations should be reanalyzed. Internally conflicting models are impossible, 
so the simulation process enables self-corrective analysis and inferences of data concerning mental contents [20].

Thus, the IEC model fulfills the function of guiding research. If it reaches a final state, it becomes an HDT in the 
sense that it is both a model of operators’ actions and a reflection of their mental contents. Essentially, it would be 
a potential automatic controller (or, at least, form a basis for one) that is cognitively mimetic of operators’ actions 
and thoughts. This simple basis can, however, be taken in many directions.

9 � IEC 2.0

Methodologically, one of the most conceptually insightful methods is to model human thinking by means of 
simulation [15, 17]. Simulation models of human thinking make it necessary to consider the conceptual structure 
of the thought processes in detail and, therefore, to eliminate illogical intuitive assumptions. For this reason, we 
modelled mental processes by developing a computational model of human information processing known as the 
IEC model [20].

As mentioned above, IEC is an abbreviation for the terms “ideal,” “exception,” and “correction.” What is ideal is 
defined by the users’ intentions. The model was constructed based on empirical results concerning paper workers’ 
control of a paper manufacturing process. The core idea here is that the paper workers have in mind an ideal (I) 
state of affairs, they compare the present state with the ideal, and if there is a difference or exception (E) between 
the images of the ideal and present states, they seek to eliminate the exception and correct (C) the states of affairs.

The IEC model first defines the HIP space by registering all the state descriptions of the M-Machine and all the 
possible states of control tools. The HIP space can be seen as a Cartesian product of the binary pairs of the observ-
able M-Machine states (oms) and all states of controls (cs) and their possible states:

Equation (1) refers to a state space of machine states (observations, meter values) and respectively the states 
of control instruments. Thus, Eq. (1) defines the space of all the possible combinations of pairs of machine states 
and the values of controls. Consequently, the formula defines the HIP interaction state space. HIP state space is 
actually a variant of the general human problem space [16, 17]. HIP space defines thus all the possible interaction 
operations. The operations people in practice use form a subspace of theoretical HIP-space.

The HIP interaction states form the input to the M-Machine, which can be seen as a function from the HIP states 
to the relevant output effects. The function in the M-Machine has no definable contents, although it can have any 
form depending on the specification of the M-Machine. The effectors modify the environment, which can be seen 
as a matrix of possible states. Some of those states are goal states.

The IEC model compares the present state with the goal state, and based on analyzing the difference, it adjusts 
its input states. The functions regulate the actions of human–computer systems. Defining what kinds of adjustment 
processes would be relevant to reach the goal state represents an empirical task. Human adjustment processes need 
not be simple because they are commonly complicated. However, they cannot be specified with such an abstract 
conceptual tool as the M-Machine. The IEC model opens up practical possibilities to analyze human processes in 
interacting with technologies, as it is possible to give the model different interpretations depending on the empiri-
cal case, and this tests the properties of various models.

The IEC model is unique, although this does not mean that the same process could not be realized by standard 
models of the mind, such as the GOMS [30] or ACT-R [15] models. However, among the various models of the com-
putational mind, the old TOTE model developed by Miller, Galantr, and Pribram [37] arguably comes the closet to 
IEC thinking. Nevertheless, it is not computational in the sense that it has been implemented as a simulation model. 
Rather, the model is grounded in the idea that people test the state of affairs and execute the processes following 
the tests. The IEC model is an independent way of modeling the mind, and it is a plausible methodological tool for 
analyzing people who work to steer different types of technologies.

(1)
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10 � Discussion: using HDTs in designing human‑operated technical artifacts

In developing new super intelligent Society 5.0 it is essential to combine designing what people do with technical 
artifacts with designing what kinds of artifacts they use [4]. This presupposes holistic design practices, in which the two 
aspects are combined. As Digital twinning is a very commonly used approach in technology design [34] it makes sense 
to add human digital twins (HTDs). We have used M-Machine as a demonstration platform for such a design practice.

HDTs are conceptual and computational models of people using technologies to achieve their action goals in life. 
HDTs are constructed to analyze and explicate the features of human interactions involving technical artifacts in order 
to reach their operation-specific and broader life goals [4]. They are models that designers can use when developing 
new technological solutions. HDT models can also be used to assess alternative solutions. Modeling interaction prob-
lems at the generalized level of designing interaction models for M-Machine-like abstract-but-general conceptual 
models is a tool in the HDT designer’s toolbox.

Abstract HDT models, such as the M-Machine, have their uses in developing practical design models for developing 
intelligent technological solutions. Moreover, HDT designs can be organized to proceed from abstract and general models 
to concrete cases. General user parameters, such as user intentions, can be defined in a process-specific manner. At the 
same time, it is possible to specify both internal machine functions and human operative functions. Therefore, moving 
from abstraction to concrete cases makes working with HDTs easier to organize. This allows for the generalization of HDTs 
to a large class of design problems. As the IEC model can be interpreted at various levels of sophistication based on the 
generality and simplicity of the control structure (ranging from simple lookup tables to richer structures of intentional 
and representation modeling), it provides a holistic basis for the design of intelligent technology.

In this compact context, we have omitted discussion of mental architectures and general action models. As men-
tioned above, numerous such architectures can be found in the cognitive–psychological and cognitive–scientific 
literature. They make it easier to study the human preconditions for HDT modeling and design. For example, they 
can provide advanced information on processing limitations, such as working memory models or the expertise and 
skill-specific properties of users’ minds.

It is possible to study semantic networks as systems by controlling attentional spotlights or limitations in expertise. 
It is also possible to use different kinds of mental model theories to describe what users should do, what they can do, 
and what they should learn in order to be able to use complicated technological systems effectively. HDT modeling 
represents a practical tool for working with such design problems.

The cognitive psychology of human information processing provides many tools for HDT design thinking. Archi-
tectural models such as the ACT-R or GOMS, which entail descriptions of important human processing capacities 
and limitations, can prove helpful in clarifying mental architectures to design intelligent technologies [15, 16, 30]. By 
modeling the mind, one can gain a better understanding of how people work now, how they should work, and how 
technology designers could improve tools so as to make work processes faster, easier, and more reliable.

The IEC model is an example of an HDT model. It is intended to assist work by modeling people in process control 
tasks [20]. In this paper, we have illustrated how to construct a very abstract IEC model and then concretize it to 
model individual interaction processes. The method of using abstract engines as platforms for modeling concrete 
processes is one possible model for how to operate using HDTs.

HDTs can serve as a framework that captures actions and, over time, learns to act increasingly autonomously. 
Human operators can simply choose to capture an activity as a macro, while the episodic structure apparent in 
many contexts can be automated from a human perspective. The adaptive intentionality inherent in human action 
can thus be abstracted bit by bit to higher orders of actions so that machine operations are no longer strange, alien 
processes but rather recognizably human ones. This will situate human actions in the future intelligent society in the 
place they belong—as conductors of intricate machine intelligence with human roots.

HDTs provide a good tool for conceptual engineering when working toward holistic design processes in which design-
ers focus as much on human actions and the ways people live as they do on artifacts [13, 48]. This is necessary in relation 
to transforming technology design from mere artifact design into the construction of new kinds of societies.
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