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Metal–water interfaces are central to many electrochemical, (electro)catalytic, and materials science processes and
systems. However, our current understanding of their thermodynamic properties is limited by the scarcity of accurate
experimental and computational data and procedures. In this work, thermodynamic quantities for metal–water interface
formation are computed for a range of FCC(111) surfaces (Pd, Pt, Au, Ag, Rh, and PdAu) through extensive density
functional theory based molecular dynamics and the two-phase entropy model. We show that metal–water interface
formation is thermodynamically favorable and that most metal surfaces studied in this work are completely wettable,
i.e., have contact angles of zero. Interfacial water has higher entropy than bulk water due to the increased population
of low-frequency translational modes. The entropic contributions also correlate with the orientational water density
and the highest solvation entropies are observed for interfaces with a moderately ordered first water layer; the entropic
contributions account for up to ca. 25 % of the formation free energy. Water adsorption energy correlates with the water
orientation and structure, and is found to be a good descriptor of the internal energy part of the interface formation free
energy but it alone cannot satisfactorily explain the interfacial thermodynamics; the interface formation is driven by
the competition between energetic and entropic contributions. The obtained results and insight can be used to develop,
parametrize, and benchmark theoretical and computational methods for studying metal–water interfaces. Overall, our
study yields benchmark-quality data and fundamental insight into the thermodynamic forces driving metal–water inter-
face formation.
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I. INTRODUCTION

Metal–water interfaces are pivotal for various applications
in catalysis, materials science, and electrochemistry.1–5 In
electrocatalysis and electrochemistry, much of the current re-
search is aimed at understanding how the aqueous metal inter-
faces or electrochemical double layers affect reaction kinet-
ics and selectivity.6,7 Given the role of the interface in deter-
mining reaction thermodynamics and kinetics of the system,
it can even be said that the interface is the electrocatalyst.8

However, our understanding of metal–water interfaces at the
atomic scale is quite limited. In addition to the many open
questions regarding the influence of interfacial water and ions
on (electro)chemical reactions, even the basic thermodynamic
properties of the interfaces remain deficient. For instance, it
is generally unknown whether the formation of the interface
is primarily driven by energetic or entropic factors and how
each contribution depends on the electrolyte and the elec-
trode material. It also remains largely unknown how the in-
terfacial structure and dynamics are linked with its thermo-
dynamic properties.9,10. The fundamental understanding of
solid–liquid thermodynamics may have a crucial influence
in the design of electrocatalytic systems, where the catalyst

a)Previous affilition: Nanoscience Center, Department of Chemistry, Univer-
sity of Jyväskylä, P.O. Box 35 (YN), FI-40014 Jyväskylä, Finland

wetting11 or the liquid entropy12 may substantially impact ac-
tivity and selectivity.

The main difficulty in understanding the thermodynamics
of metal–water interfaces lies in the inherent complexity and
heterogeneity at the sub-nanometer scale, which poses severe
challenges to computational, theoretical, and experimental ap-
proaches. Although it is possible to directly measure inter-
facial thermodynamic quantities such as the surface tension
and the contact angle, the solvation energies of metals have
not been reported due to the difficulty of preparing smooth
defect- and impurity-free surfaces. The experimentally mea-
sured quantities strongly depend on the sample quality and
are available only for a handful of metal surfaces. While
the low-temperature adsorption of water on metal surface is
well-characterized,13 the values of surface tension, work of
adhesion, and contact angle measured at room temperature
are scattered and even contradictory.14–16 For instance, wa-
ter contact angle measurements for the same material indi-
cate either complete wetting (contact angle is zero) and strong
hydrophilicity17–19 or a partial wetting and hydrophobicity.20

Although most studies seem to agree that water completely
wets metal surfaces and that the contact angle is zero at room
temperature, this only sets the lower limit for the work of
adhesion that can be estimated from contact angle measure-
ments. In particular, the Young-–Dupré equation that relates
the work of adhesion (Wad) and the liquid–vacuum surface
tension (γlv) to the contact angle shows that the angle zero
is reached when Wad exceeds twice the γlv. Hence, the exper-
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imental value21 of 4.54 meV/Å2 for the water–vacuum sur-
face tension means that one cannot use contact angle mea-
surements to extract thermodynamic quantities such as work
of adhesion, metal–water surface tension, or the free energy
of formation, for interfaces that interact strongly with water,
i.e., when Wad > 9.1 meV/Å2.22,23

Only the recent meniscus measurements have successfully
measured the absolute surface tensions and works of adhe-
sion for Pt, Au, and Ag interfaces with water, showing that
these surfaces are hydrophilic.24 However, even the meniscus
experiments were performed with macroscopic samples con-
taining multiple surface orientations and possibly defects. The
absence of pristine single-crystal experiments is the main ob-
stacle to quantitatively match the experimental findings to the
atomic-scale surface structures.

Electrochemical techniques provide alternative ways of
measuring interfacial thermodynamic quantities through the
relations between temperature, electrode potential, and capac-
itance. Mercury electrodes, in particular, allow the direct mea-
surement of interfacial absolute entropies, surface tensions,
excess free energies, and capacitances.25,26 In other cases, and
solid electrodes in particular, the obtained information is indi-
rect because only differential quantities are available. There-
fore, the typical observables are changes of the surface tension
or in the entropy. For instance, several studies demonstrated
the change of entropy as a function of surface charge by using
the temperature dependence of the surface capacitance and the
potential of zero charge (PZC).25,27–30 Furthermore, the re-
sults of electrochemical measurements always depend on the
electrolyte, and the extraction of pure metal–water thermody-
namics is generally not possible without extrathermodynamic
assumptions.28

While both explicit and implicit solvent models provide the
means to study electrode-electrolyte interfaces at the atomic
scale,9,31–34 relating the solid–liquid interface structures with
their thermodynamic properties poses a serious challenge.9,10

Given that implicit solvent models are based on approxi-
mate free energy functionals35 they can directly provide ther-
modynamic quantities. In practice, however, their accu-
racy depends very sensitively on the used method and its
parameterization.36,37 Several techniques are also available
for computing the free energies of solid–liquid interface for-
mation and surface tensions using explicit molecular dynam-
ics (MD) simulations.38 The most straightforward method to
compute the surface tension consists of evaluating the free
energy change with respect to the interfacial area, that is,
γ = (∂F/∂A).39,40 The surface tension can also be calculated
from Young’s equation after estimating the droplet contact an-
gle from a MD simulation.41 Another way to compute the
surface tension is to use its mechanical definition, which re-
quires estimating the differences between the longitudinal and
transversal pressures.42 Also various thermodynamic integra-
tion schemes and free energy perturbation methods have been
developed for computing various interfacial thermodynamic
quantities.39,43–45 Finally, the entropy can be directly com-
puted by using the two-phase perturbation theory (2PT),46,47

which relies on separation of translational, rotational, and vi-
brational degrees of freedom (DoF) and calculating the en-

tropy of each DoF from their density of state (DoS) function
obtained from relatively short, ∼20 ps,48,49 MD trajectories.

Most of the above methods require extremely long trajec-
tories and thorough phase sampling to yield converged ther-
modynamic quantities. Hence, most of the methods for com-
puting interfacial entropies are practical only when performed
with classical MD simulations rather than using ab initio or
density functional theoretical (DFT) methods. Therefore, to
our knowledge, information on water–metal entropy, free en-
ergy of formation, or surface tension at the ab initio qual-
ity is not available while studies on interfacial structure and
capacitance are abundant.50–56 In the absence of DFT-quality
data, perhaps the most accurate computational data available
on metal–water thermodynamics has been obtained by com-
bining a quantum mechanical (QM) description of metal with
classical molecular mechanics (MM) model of water. For ex-
ample, QM/MM-MD simulations by Gim et al. have provided
insight on formation energies and wetting as well as linking
them to interfacial structures.14,57 However, the MM force
fields cannot properly describe interfacial electron transfer or
the formation of metal–water covalent bonds.52,58. The dis-
crepancies between QM/MM-MD and DFT-MD can already
be seen in the structures of metal–water interfaces: while MM
and QM/MM methods predict a single peak in the water dis-
tribution at the interface for all the metals considered14,59,
DFT-MD simulations predict significantly more nuanced and
varying distributions ranging from strongly adsorbed water
molecules to more free, bulk-like water, depending on the
metal element.52,60.

In this work, we have carried out an extensive DFT-MD
thermodynamics study of metal–water interfaces. We report
metal–water interfacial free energies, surface tensions, and
works of adhesion for a range of FCC(111) surfaces. With the
help of the 2PT model, our results explicitly account for the
contributions of entropy. In addition, we establish correlations
between the thermodynamic quantities, structural, and elec-
tronic properties of the metal–water interfaces studied. Our
work provides detailed fundamental understanding of metal–
water interface thermodynamics and establishes a DFT-level
benchmark dataset that can be used to guide the development
of empirical force fields and implicit solvent models.

II. NUMERICAL METHODS

The computational framework to obtain the free energies
of formation consist of three parts. First, we performed DFT-
MD simulations to obtain the trajectories of the atomic struc-
tures and the internal energies of the interfaces. Second, we
calculated the entropy of each system using the 2PT method.
Finally, we evaluated the free energy changes with respect to
three different experimentally relevant reference systems cor-
responding to either metal–water surface tension, surface sol-
vation energy, or work of adhesion measurements, as shown in
Figure 1. In practice, the reference systems are bulk forms of
both metal and water, the metallic surface and bulk for water,
or the metal and water surfaces, respectively.
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FIG. 1. Thermodynamic cycle used to assess the formation of solid–liquid interfaces and to illustrate the connections between different
systems, references, and measurable quantities. The black arrows correspond to the route used in the present work and the equations defined in
the SI. The grey arrows present an alternative route to connect the surface and bulk references. The red arrows show the DFT models of the sl,
sv, and lv interfaces as well as their connections with the experimentally relevant systems. The highlighted (purple frame) system depicts the
ideal experimental sl interface, which is our target of evaluation. The top right system corresponds to the DFT model of the sl interface used
in the actual simulations. The bottom systems display the alternative reference schemes to obtain γsl, Fsolv, or Wad. The rightmost panel shows
the auxiliary systems needed for closing the thermodynamic cycle. The different interfaces present in each system are colored as sl: purple,
sv: grey, and lv: cyan.

A. DFT-MD simulations

We modelled the metal–water interfaces using a water film
deposited on different metal surfaces. The metal parts con-
sisted of five-layer-thick FCC(111) surface slabs modelled
using a 6 × 6 unit cell. The water film consisted of 144
molecules, which amounts to ca. 20 Å thick film. The slab
models were periodic in the xy-direction and 15 Å of vacuum
was inserted in the z-direction to separate the periodic images
from each other in this direction. We call this solid–liquid
system as the sl model.5,55,56,61 The reference model for wa-
ter, called l, was computed as a bulk liquid using 96 water
molecules in a simulation cell that corresponds to water den-
sity of 1 g/cm3. The calculations regarding the bare 144-atom
water film, corresponding to the liquid–vacuum interface sys-
tem, are labelled by lv. Similarly, the reference systems for
metal are labelled by s for the solid bulk and sv for the solid–
vacuum interface system, i.e., the bare slab. The size of the
solid bulk reference system s was set to 6×6×6 atoms. Dur-
ing the DFT-MD simulations, two layers forming the base of
the metal slab were immobilized at their optimized bulk posi-
tions. Therefore, we also evaluated the energies of unrelaxed
s and sv models to obtain reference energies corresponding to
the immobilized parts of the systems (see SI Equations (S4)–

(S5) for details).
All the DFT-MD simulations were performed using the

Vienna Ab initio Simulation Package (VASP).62–65 The one
electron bands were expanded in a plane wave basis with
a cutoff energy of 400 eV. The electronic cores were de-
scribed by the projector augmented wave (PAW) method.66

The energy convergence criterion was set to 10−6 eV. To ac-
curately model both the metal and the liquid systems61,67–69

the exchange-correlation energies were evaluated using the re-
vised Perdew-Burke-Ernzerhof (RPBE) functional70 with the
semi-empirical D3 dispersion correction scheme of Grimme
using the zero-damping function.71,72 The pair-interaction
cutoff radius of the D3 correction was set to 10 Å. The disper-
sion correction for all metal atoms below the first layer was
excluded since the screening of the van der Waals interactions
in bulk metals is not correctly described in dispersion correc-
tion schemes.68,73,74 The spurious dipole interactions between
periodic images were removed by using the dipole correction
in the z-direction. Due to the large unit cell sizes, only the Γ

point was used for the k-point sampling in the simulations of
interface, slab, and bulk models. However, to obtain the lattice
constant for each metal, the optimizations were performed us-
ing a single atom in its FCC bulk geometry and using a fine
k-point grid of 21×21×21.
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The DFT-MD simulations were performed within the
canonical NVT ensemble at 298 K using the Langevin ther-
mostat with a friction coefficient of 5 ps−1. The Langevin
thermostat is recommended for uniform kinetic energy distri-
bution over all degrees of freedom.75 However, the friction
coefficient may impact the velocity auto-correlation functions
and thereby the density of states distributions76 and entropy
values computed from them. We selected the friction coef-
ficient to provide both good temperature control and mini-
mal change of the DoS. Each system was first thermalized
at least for 5 ps, whereas the lengths of the subsequent statis-
tical sampling runs were 40 ps for the interfaces (sl), 20 ps
for the bulk water (l), 11 ps for the water film (lv), and
5 ps for reference metal systems (s and sv). Based on the
previous studies,48,49 these sampling times are long enough
for converged 2PT entropies within ±1 J K−1 mol−1. Our
thorough convergence study (Supplementary Material Sec-
tion S6) also shows that the internal energies, entropies, and
free energies are well-converged and have uncertainties of
± 2 meV/Å2, ± 0.01 meV K−1, and ± 2 meV/Å2, respec-
tively. The employed setup gives a liquid–vacuum surface
tension of 71.5 dyn cm−1 in excellent agreement with exper-
iments (72.8 dyn cm−1)21 thus providing a robust benchmark
for the chosen approach and used parameters.

B. Analyzing the interfacial structure

We quantify the average water structures using the time-
averaged planar density distributions in the z-direction using

ρ(z) =
ρbulk

A

〈
nl

∑
l=1

δ (z− zl)

〉
, (1)

where z is the distance from the metal surface, A is the sur-
face area, l counts the water molecules, δ is the Dirac delta-
function, and ρbulk is the bulk density of water. The distribu-
tion of water orientation with respect to the metal surface was
computed as

⟨θ(z)⟩=
∫

π

0
dθ θP(θ ,z) , (2)

where θ was defined as the angle between the bisector (dipole-
orientation) of the water molecule and the reverse surface nor-
mal. P(θ ,z) is the probability distribution function of observ-
ing that angle at z. The orientational water density was then
defined as

ρ̂ = ρ(z)cos⟨θ(z)⟩ . (3)

To quantify the average number of hydrogen bonds between
water molecules in the trajectories, a similar procedure as in
Eq. (1) was employed. The criteria for hydrogen bond identi-
fication were set as follows: the distance between two oxygen
atoms of individual water molecules was rO−O < 3 Å and the
angle between an OH bond and an O atom in another molecule
was ∠HOO < 30◦.

C. Free energy calculations

The Helmholtz free energies F were calculated directly by
the definition

F(T ) = ⟨E(T )⟩−T ⟨S(T )⟩ , (4)

where F(T ) is the canonical free energy at temperature T , and
⟨E(T )⟩ and ⟨S(T )⟩ denote the expectation values of the inter-
nal energy and the total entropy, respectively, of the systems.
The expectation values were obtained as time averages over
the DFT-MD trajectories.

The total entropies were evaluated within the 2PT
method46,77,78 from the DFT-MD trajectories using the
DoSPT code by Caro et al.79 In brief, the 2PT method com-
putes the entropy in three steps: 1) splitting the DFT-MD
trajectory dynamics into vibrational, rotational, and transla-
tional degrees of freedom (DoF), 2) computing the DoS func-
tions for each DoF from the velocity auto-correlation func-
tions, and 3) computing the total entropy as a sum of the
three modes obtained using a weighted integral over the DoS
of the corresponding DoF.46,77 While originally developed for
liquids77,80,81, the 2PT formalism can also be applied to solid–
liquid systems without issues.82–84 Here we customized the
use of the DoSPT code from tetragonal to monoclinic simu-
lation cells. In the interfacial systems, the entropy can fur-
ther be divided into metal and water contributions by defining
the so called supergroups in the DoSPT program. To decom-
pose even further, we partitioned the entropy of water into in-
terface and bulk-like regions according to the distance of the
molecules from the metal surface.

Our primary goal was to compute various thermodynamic
quantities related to the formation of the solid–liquid inter-
face. This was achieved by following the thermodynamic cy-
cle, shown in Figure 1, which relates the needed total free
energies (F), free energy changes (∆F), and surface tensions
(γ = ∆F/A). The primary quantities of interest were the area-
normalized free energy of formation of the solid–liquid in-
terface (∆Fsl/Asl = γsl), the free energy of solvation of the
metal surface (Fsolv), and the work of adhesion (Wad). Fig-
ure 1 demonstrates how the free energy of bulk solid metal
Fs and that of the bulk water Fl can be used as the references
for γsl. Similarly, for Fsolv, the reference states are the metal
surface in vacuum and the bulk water with the free energies
of Fsv and Fl, respectively. Wad is obtained by referencing
against the metal–vacuum and water–vacuum surfaces. Here,
we give a general description of the methodology while the
detailed working equations used in the present work are pro-
vided in the Supplementary material (SM), Section S1 and
Equations S1-S9.

To compute γsl, Fsolv, and Wad, the free energies of forma-
tion of the liquid–vacuum and solid–vacuum interfaces were
needed as these were present in our finite DFT model setups.
To obtain the thermodynamic quantities for our target system,
the experimental solid–liquid interface alone, these contribu-
tions need to be removed surface solvation (Fsolv) and metal–
water interface (γsl) free energies as well as the work of ad-
hesion (Wad). This was accomplished by computing the free
energies Flv and Fsv and the corresponding surface tensions
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γlv and γsv. An additional complication for such referenc-
ing arises due to the frozen base layers of the metal slabs,
which required appropriate treatment detailed in SM, Equa-
tions (S4)-(S5).

D. Interfacial thermodynamics from DFT-MD simulations

The differential quantities are always computed with re-
spect to some well-defined reference state, which is specified
by the choice of the corresponding chemical potentials µ . By
working within an “ab initio thermodynamics” framework,34

the free energy change is

∆Fi = Fi −∑
j

nj µj , (5)

where i is the interfacial system of interest (sl, sv, or lv), j cor-
respond to the references (sv, lv, s, or l), and nj is the number
of atoms or molecules in the corresponding system. Thus, the
chemical potentials are considered as free energies per com-
ponent j by µj = Fj(n)/n. In case the reference state itself
contains an interface of area Ai, the free energy can be en-
dowed with a surface work term such that the chemical po-
tential assumes the form µj = (Fbulk

j (n) + γjAi)/n. The ad-
sorption energy of a single water molecule can be obtained by
reducing Eq. (5) to ∆Eads = Eslab+H2O −Eslab −EH2O, where
the terms represent the total energy of the the slab with an ad-
sorbed water molecule, energy of the bare slab, and energy of
a gas-phase water molecule, respectively.

Interfacial quantities are more meaningful and comparable
when normalized by the surface area, which directly leads to
surface tensions. The different surface tensions can generally
be calculated as

γi =
∆Fi

Ai
. (6)

The required total free energies Fsl, Fsv, Fs, Flv, and Fl, were
calculated using Eq. (4). These values were then used for
computing the free energy changes. According to Eq. (5),
the free energy of formation of the liquid–vacuum interface
is given by

∆Flv = Flv −nl µl , (7)

where nl is the number of water molecules, µl = Fl(n)/n is
the water chemical potential, and the free energy of vacuum is
zero. The water–vacuum surface tension was calculated using
the auxiliary lv reference system and the equation

γlv =
∆Flv

2Alv
, (8)

where the factor two is included because the water film has a
vacuum interface on both sides. Equivalent definitions apply
for the formation of solid–vacuum interfaces ∆Fsv and surface
tensions γsv. The metal–water surface tension, characteriz-
ing the formation free energy of the sl interface from the bulk
metal and water phases, is given by

γsl =
Fsl − (Fs +Fl)

Asl
− γlv − γsv , (9)

where bulk references are used. Alternatively, using the bulk
reference for the liquid only and maintaining the bare slab as
the reference for metal, the surface-normalized free energy of
solvation was calculated as

Fsolv =
Fsl − (Fsv +Fl)

Asl
− γlv . (10)

The resulting γsl > 0 as otherwise the bulk phases would spon-
taneously decompose to maximize the interfacial area. On the
other hand, Fsolv can be either negative or positive as it mea-
sures the effective solvation energy of the metal surface per
unit area. Note that Fsolv measures the surface–water interac-
tion only and does not directly tell whether a surface is wetting
or not because the contact angle (Eq. (11b)) depends also on
the properties of the water–vacuum and metal-vacuum inter-
faces.

The free energies and surface tensions can be used to calcu-
late various experimental observables. For instance, the sur-
face tensions are used in the Young–Dupré equation to com-
pute the work of adhesion (Wad) and the contact angle (θsl):

Wad = γlv + γsv − γsl , (11a)

cos(θsl) =
Wad

γlv
−1 . (11b)

As shown in Equations (S8)-(S9), the adhesion work can also
be computed directly from the simulated free energies. It
should be noted that the accuracy of Wad depends not only on
the solid–liquid and liquid–vacuum surface tensions but also
on the solid–vacuum surface tensions. The accuracy of γsv de-
pends on the computational method used. For example, GGA
functionals are known to underestimate γsv, which may cause
an overestimation of the hydrophilicity.85,86

We also separately considered the contributions of (inter-
nal) energy (E(T )) and entropy (S(T )). The entropy contribu-
tion to the surface tension is defined as

∆γsl(S) = γsl(E)− γsl(F) , (12)

where γsl(E) is the energetic version of the surface tension
computed from Eq. (6) but neglecting the entropy contribu-
tions of Eq. (4) throughout.

We have also used the flexibility of DoSPT to separately
study the entropy of the first water layer (1WL) close to
the metal surface as well as the entropy of the other wa-
ter molecules comprising the interfacial bulk-like water layer
(IBL), see the rough illustration in Figure 2. The division was
made based on the ρ(z) structure. More precisely, the 1WL
was defined as the region between the metal surface at z = 0
and the dip in ρ(z) at z≈ 4 Å after the first density peak for Au
and Ag and after the second peak for Pd, Pt, and Rh. Hence,
the 1WL corresponds to an interfacial region where the water
molecules have a preferential orientation and higher density
as compared to bulk water. The IBL was considered to extend
from the dip up to the onset of the lv interface (at z ≈ 15 Å),
which was estimated by fitting a Gaussian function to the tail
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FIG. 2. Graphical representation of the water partition into first inter-
facial water (bi-)layer (1WL) and interfacial bulk water layer (IBL)
contributions.

of ρ(z) and considering only those water molecules that were
at least one full-width at half maximum (FWHM) distance
away from the fit function center value. Because the water
molecules are free to exchange positions between 1WL, IBL,
and vapor regions, the division of molecules to these groups
is not unique and only qualitative analysis of the entropy was
possible. To this end, we chose to track which molecules were
located within the 1WL and IBL for more than 80 % of the
simulation time, and computed the 1WL and IBL entropies
accordingly. The influence of the residence percentage on the
entropies was preliminarily checked, and we observed that the
50–80 % criterion lead to very similar interfacial entropies.
For details, see Supplementary material Table S1.

III. RESULTS

A. Water structure near metallic surfaces

The distribution profiles ρ(z) and orientation of water
molecules at the metal surfaces are presented in Figure 3. The
Au and Ag feature only a single broad ρ(z) peak at ca. 3 Å
from the surface. The other metals generate a doublet peak
with maxima at ca. 2 and 3 Å corresponding to a more or-
dered water structure in the first layer. Going from Au to Rh,
the density dip that defines the 1WL region boundary shifts
slightly inwards, from 5 Å to 4.5 Å indicating a stronger in-
teraction between Rh and water. As shown in Figure S2, the
more structured interfacial water layer also leads to more pro-
nounced oscillations in the electrostatic potential. In general,
the obtained structures are similar and in agreement with the
previous DFT-MD51 and experimental results87.

The central and bottom panels in Figure 3 show that the
water orientations depend on the metal. The density-weighted
orientational distribution, ρ ⟨cosθ⟩, shows that on Rh, Pt, Pd,
and Ag the closest water molecules are preferentially oriented
with ⟨θ⟩ ≈ 120◦ corresponding to O–H pointing away from
the surface. On Au water does not have a preferential orienta-
tion. The outer maximum of the resolved ρ(z) doublet in Pd,
Pt, and Rh coincides with orientations of ⟨θ⟩= 70◦–75◦ from
tilted molecules. Interestingly, the middle panel in Figure 3
displays a rather similar trend of water orientation for all the
metal surfaces, i.e., the metal type does not affect the averaged
water configuration at a distance from the surface. However,

FIG. 3. Water structure profiles as a function of distance from the
metal surface. a): averaged density distribution, b): averaged water
bisector (dipole) orientation, c): averaged orientational density.

the abundance of the water and hence the orientational density
depend strongly on the metal–water interaction strength, as
discussed in Section "Analyzing interfacial metal–water ther-
modynamics".

In most cases, the water molecules retain their molecular
structure and do not dissociate during the DFT-MD simula-
tions. On Rh, however, a spontaneous dissociation to H3O+

and OH− was observed. The charge analysis (see Supple-
mentary material, Figure S2) showed that the dissociation is
due to the charge polarization at the interface as an electron
transfer event from the water to the Rh surface was observed.
The electron transfer effectively removes one electron from
the water film which was followed by autoionization of a wa-
ter molecule and emergence of a neutral OH fragment and a
proton in water. As the computed potential of zero for the
Pd(111) is in a good agreement with the experimental value
(see Figure S5), the simulated systems with one OH fragment
is expected to be a good model for the Rh(111)–water inter-
face.
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In addition to the spatial and orientational densities of wa-
ter, the interfacial hydrogen bonding also varies as a function
of the distance from the metal. Figure 4 maps the number of
hydrogen bond donors51 and shows that the water molecules
within the 1WL assemble into a network with a dual nature.
First, at z ∼ 2 Å from the metal surfaces, there are more
hydrogen-bonded molecules than in the bulk region (z ≳ 9 Å),
while at z ∼ 3 Å the number of hydrogen bonds dips below
the bulk value. Thus, the oscillation reflects the bilayer-type
⟨cosθ⟩ distribution in Figure 3. Quantitatively, in the peak
(dip) region the water molecules donate 1.50–1.75 (0.50–
0.75) hydrogen bonds in average depending on the metal. In-
spection of the distribution shows that at Au and Pt interfaces,
water has the highest peak number of hydrogen bonds while
Rh has the lowest dip below the bulk value.

FIG. 4. The average number of hydrogen bonds donated by a water
molecule as a function of distance from the metal surfaces.

B. Decomposed Density of States Analysis

The decomposed density of states for the entire water film
on different metals as obtained by the DoSPT program are
shown in Figure 5. Since the studied water films have two
interfaces, one with the metal and another with the vacuum,
the changes with respect to bulk DoS occur on both sides.
The translational bulk frequencies correspond to the skewed
Gaussian band that peaks at around 50 cm−1, while the rota-
tional motions lead to the broad Gaussian type band centered
at around 500 cm−1. The rotational contributions to the DoS
on the metal surfaces are rather independent of the presence
of the metal substrate and are nearly indistinguishable from
those of bulk water. Because the high-frequency stretching
and bending modes are also close to their bulk liquid proper-
ties (shown in Figure S1), here we focus on the translational
modes only.

As previously identified by Gim et al.,88 bulk liquid wa-
ter exhibits two overlapping DoS bands for the translational
modes. The bands arise from the collective dynamics of
the water molecules interconnected through hydrogen bonds,
i.e., the major peak ν̃OOO around 50 cm−1 corresponds to in-
termolecular O–O–O motions while the lower-intensity peak
ν̃OO around 200 cm−1 is due to intermolecular O–O stretch-
ing. In general, the water films on all metals exhibit a higher
DoS peak intensity for the ν̃OOO motion than bulk water does

FIG. 5. Density of states (DoS) plot of translational (solid line) and
rotational (dash-dotted line) degrees of freedom for the water films
on Au(111), Ag(111), Pt(111), Pd(111), Pd/Au(111), and Rh(111)
surfaces, and for bulk water. The bulk DoS is normalized by the
number of water molecules (144) in the metal–water systems.
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while the ν̃OO motion is very similar across all the studied sys-
tems. This means that a water film on a metal surface has more
O–O–O torsional than O–O stretching modes as compared to
bulk water. The increased torsional motions are due to the wa-
ter molecules at liquid–vacuum interfaces, where molecules
drift more freely into the vacuum region.

While the total DoS distribution of the entire water film is
rather similar across all the studied systems, the DoS for the
first interfacial water layer (1WL) does depend on the under-
lying metal, as shown in Figure 6. The rotational DoS of the
1WL depends only slightly on the presence or the nature of
the metal surface while the translation part is more sensitive.
As the rotational frequencies remain unaffected, the rotational
reorganization dynamics at the interface are also independent
of the metal surface. For Au and Ag, the translational fre-
quency retains its bulk value, while on Pt, Pd, and Rh, the
band shifts to higher frequencies because of the higher lo-
cal water density below 3 Å from the metal surface. Since
the higher frequencies correspond to shorter velocity auto-
correlation times, shifts in the DoS towards higher transla-
tional frequencies indicate faster translational reorganization
of the interfacial water layer.

The translational DoS of the 1WL slightly differ from the
bulk water by the shape and maximum position while the max-
imum intensity is largely unaffected. In particular, the two
bands corresponding to intermolecular O–O–O and O–O mo-
tions in bulk water cannot be distinguished at the interfaces,
where only a single broad band is observed. Figure 6 shows
that on Au the translation peak maximum is slightly shifted
to lower frequencies while on Ag the peak position remains
unchanged as compared to bulk water. On Pd, Pt, and Rh
the translational peak is shifted to slightly higher frequencies
when compared to bulk water.

The broadened peaks and shifts in the maxima can result
from various changes in the the O–O–O or O–O dynamics,
which can be addressed by analyzing differences between the
1WL and bulk water DoS. The overlain DoS in Figure S3
shows that the translational maximum shifts to a lower fre-
quency while the DoS in the region between the O–O–O and
O–O frequencies increases on Au surface. The lower max-
imum frequency indicates that the torsional O–O–O inter-
actions are weakened by the surface. Combining this with
the coalescence of the O–O–O and O–O peaks indicates that
also the O–O frequency distribution becomes skewed towards
lower frequencies. Together these observations mean that on
gold the average O–O–O and O–O interactions are slightly
weaker than in bulk water and that the interfacial water would
be looser and less organized than bulk water. On Ag, the O–
O–O peak maximum is not affected by the surface but the
O–O peak is shifted towards a lower frequency. These ob-
servations suggest that on silver the long-range interactions
and ordering remain unaffected while the O–O interactions are
slightly weakened and the 1WL would have less short-range
ordering. On Pt, Pd, and Rh the shift in the peak maximum
towards higher frequencies indicates stronger O–O–O inter-
actions and increased long-range ordering. However, on Pd
the O–O intensity is skewed towards lower frequencies, on Pt
the O–O frequencies are slightly skewed towards higher fre-

quencies while on Rh the O–O region is rather unchanged as
compared to bulk water. These findings indicate that 1WL on
Pd has less O–O correlation and hence less short-range order,
on Pt the O–O interaction is slightly stronger while on Rh the
short-range order does not not deviate from bulk water.

The 1WL DoS can also be understood by correlating it with
the the average water structure on the surface. In particular, in
the first high-density water region on Pt, Pd, and Rh (∼ 2 Å,
Figure 3) the metal–water molecule angle θ ∼ 120◦. In this re-
gion, number of hydrogen bonds donated by a water molecule
is higher than in bulk water (Figure 4). Together these factors
lead to an increased O–O–O DoS and indicate a rigid inter-
facial water in the first high-density water region on Pt, Pd,
and Rh. In the second high-density region (∼ 3 Å, Figure 3)
the metal–water angle θ ∼ 70◦–75◦ for Rh, Pd, and Pt while
Ag and Au do not notably prefer any water orientation. The
number of hydrogen bonds made by a water molecule on all
the studied metal surface is lower than in bulk water. Only on
Au and Ag the total DoS in the O–O region is slightly more
populated than in bulk water which would indicate a slightly
increased short-range water structure on these metals when
combined with the structural information. However, correla-
tions between the structure and DoS in the second high density
region cannot be readily identified.

Additional insight into the water dynamics can be gained by
using the linear correlation between the DoS at zero frequency
and the water diffusion constant.47 The DoS at 0 cm−1 (Fig-
ure S3) shows that the water diffusion within the 1WL on Au
and Ag is similar to that in bulk water while on Pd, Pt, and
Rh the water diffuses slightly slower. A similar trend holds
for the entire water film, as shown in Figure ??. The trans-
lational DoS of water molecules within the 1WL can tenta-
tively be understood by considering the four water diffusion
mechanisms and barriers on different surfaces as suggested
by Fang et al.:89 on Ag, water diffusion takes place through
dimer translations with a barrier of 0.05 eV; on Pt, monomer
translation has the lowest barrier of 0.18 eV; on Rh, a water
exchange dominates the diffusion with a barrier of 0.1 eV; on
Pd, all diffusion mechanisms have a barrier of 0.1 eV.89 In
particular, monomer and dimer diffusion lead to total water
displacements, but rotation and site exchange do not, which
impacts both the diffusion constant and the correlated mo-
tion of the water molecules. Pt has the slowest water sur-
face diffusion due to the higher barrier and single molecule
translations. Water is most diffusive on Ag due to the low en-
ergy barrier and concerted motion of several water molecules.
Pd presents an intermediate case with modest energy barriers
and various diffusion pathways. Overall, the surface diffusion
mechanisms and barriers qualitatively explain the interfacial
part of the translational DoS on different metals.

The right-hand-side panel of Figure 6 shows the vibrational
modes of water on the metal surfaces and in bulk. The nar-
row band of the water bending mode is shifted to a lower fre-
quency from the bulk value of ca. 1700 cm−1 on Pd, Pt, and
Rh, where the water density distribution ρ(z) shows two peaks
at the interface region. Since the bending mode doesn’t couple
strongly to the movement of other water molecules, the fre-
quency decrease reflects softer intramolecular bonds, which
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FIG. 6. DoS for the first interfacial water layer (1WL) on different FCC(111) surfaces compared to bulk water. Because the number of water
molecules within the 1WL is different for different surfaces, the DoS are normalized by the number of molecules within the 1WL of each
surface.

is likely caused by partial charge transfer from adsorbed wa-
ter molecules to the surface. The O–H stretching mode around
3500 cm−1 in the bulk liquid phase is rather broad due to the
dynamic forming and breaking of the hydrogen bonds. The
small red-shift of the stretching mode on Pd, Pt, and Rh indi-
cates softer O–H bonding at these surfaces. On Ag, both vi-
brational modes are relatively close to their bulk liquid coun-
terparts. On Au, however, the surface seems to induce a blue-
shift in the stretching mode while the bending mode remains
at the bulk position. The blue-shift is peculiar since the Au–
water has the weakest chemisorption and it would be expected
that the DoS were then more bulk-like, similar to the Ag case.
The apparent blue-shift may result if a hydrogen-bonding re-
lated broadening mechanism is effectively suppressed. We

suggest that the blue-shift of the stretching mode indicates
a weaker or looser hydrogen bond network at the Au–water
interface.

C. Thermodynamics of metal–water interfaces

The computed thermodynamic quantities for metal–water
interface formation are listed in Table I. Overall, the entropy
of water molecules in the water film is increased compared to
the calculated bulk value of 0.55 meV/K. This is due to the
increased DoS at the low-frequency range as shown in Fig-
ure 6. All the studied interfaces have positive free energies
of formation with respect to the bulk references; correspond-
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ingly, γsl(F) > 0. Rh and Pt exhibit the highest surface ten-
sions, Pd and Pd-Au have intermediate values similar to each
other, while Au and Ag form the pair of lowest values. The
same energetic ordering is observed for γsl(E). As both γsl(E)
and γsl(F) contain energetic contributions from the cleavage
as well as solvation of a metal surface, a good correlation be-
tween them and the solid–vacuum interfacial energies90 is ex-
pected and observed; the metals with the highest γsv also have
the highest γsl. The data also show that the magnitude of the
entropy of the interface formation varies from one metal to
another. For instance, on Pd the entropy contribution to γsl(F)
is about 25 % of the total free energy while on Rh and Pt the
entropy contribution is less than 3 %. For Au and Ag the en-
tropy contributions to the surface tension are about 7 % and
15 %, respectively.

Direct thermodynamic measures for forming the metal–
water interface from a metal and a water surface or from a
metal surface and bulk water are given by the work of adhe-
sion (Wad) or the free energy of surface solvation (Fsolv), re-
spectively. These measures show that Pd is the most strongly
solvated surface, followed by Pt and Rh, and then by Pd-Au,
Ag, and Au. Note that the ordering between γsl and Wad or
Fsolv depends on the used reference system. Most of the metal
surfaces are also hydrophilic and completely wetting as the
contact angles are 0◦. Ag and Au are the only exceptions
with contact angles 52◦ and 95◦, respectively. The predicted
works of adhesion are in a decently satisfactory agreement
with those measured using the meniscus technique:24 the cal-
culated (measured) Wad in meV/Å2 are 4.06 (15.92) for Au,
7.23 (15.56) for Ag, and 20.49 (15.9) for Pt. This comparison
shows that the calculated and experimental values are of sim-
ilar magnitude but the experimental data indicates that all sur-
faces are completely wetting while the simulations predict that
water would not completely wet the Ag and Au surfaces. The
qualitative disagreement between the computational and ex-
perimental results for Ag and Au is attributed to the different
surface structures and morphologies in the simulations and ex-
periments; we used ideal FCC(111) surfaces while the menis-
cus experiments used macroscopic samples without control-
ling the surface orientations or presence of defects. It is well-
known that more open surfaces exhibit stronger metal–water
interactions13 and are thereby more wettable.

Our results for the work of adhesion and contact angle dif-
fer significantly from the QM/MM results reported by Gim et
al.14 who predicted that Ag and Au would have much stronger
water adhesion and contact angles of zero. We should also
note that their water distribution functions are quite different
from ours. The QM/MM simulations predict the water distri-
bution on Ag and Au to be very similar to that on Pd and Pt
while our results in Figure 3 show that both the water density
and orientation of Ag and Au are drastically different from
those of Pd and Pt; the QM/MM simulations do not capture
the water adsorption peak on Pd and Pt but still predict a high
interfacial water concentration. While the adsorption ener-
gies of a water molecule reported by Gim et al. are similar to
ours, we suppose that the differences in the water structure are
likely due to the use of just a single water orientation in the
QM/MM parameterization.14

FIG. 7. Adsorption energy of a water molecule ∆Eads as a function
of the free energy of solvation Fsolv.

D. Analyzing interfacial metal–water thermodynamics

Our results show that the thermodynamics of surface sol-
vation is driven by both energetic and entropic contributions,
that is, the energy of a given configuration and the proba-
bility of its occurrence. The competition between these two
contributions can be understood by correlating the thermody-
namic quantities and the adsorption energy of a single water
molecule. Figure 7 shows that water adsorption is strongest
for Rh, but its Fsolv is modest compared to Pd and Pt that ex-
hibit weaker water adsorption. The interfacial solvation en-
ergy is reduced for the more weakly binding metals Ag and
Au, which on the other hand have higher or similar entropy
contributions to the surface tension as Rh. Compared to Rh,
the solvation of Pd and Pt surfaces is more exergonic but the
Pd–water interface formation is more entropy-driven while Pt-
water has a smaller entropy contribution. These results show
that the interface thermodynamics depends sensitively on both
the energetic and entropic contributions; while strong binding
is usually beneficial for wetting, too strong binding suppresses
the entropic contributions.

Since the main contribution to entropy arises from the low-
frequency translational and rotational modes, we focus on
these modes only. The DoS features for water shown in Fig-
ures 5 and 6 were discussed above. Also here, we quantify
the corresponding entropy by separately examining the metal
surface, 1WL, and IBL contributions (see Figure 2). The en-
tropies of water components are collected in Table II such that
the water molecules which stay in the 1WL region for 80 %
of the simulation time are included as the 1WL contribution.
The number of such molecules in the simulation box was of
the order of 20. While the chosen residence time impacts the
absolute local entropy values (see Table S1), the trends of the
absolute 1WL and IBL entropies are robust enough for a qual-
itative discussion.

The first observation is that the water entropy in both 1WL
and IBL is larger than in the bulk water (0.55 meV/K per wa-
ter molecule). This is due to the more pronounced transla-
tional contributions at the interface as shown in Figures 5 and
6. Au and Ag have the highest 1WL entropies, which likely
results from the relatively unorganized water structure (Fig-
ure 3) and high water diffusivity89 in the 1WL. Pd-Au and Pt
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TABLE I. Computed thermodynamic quantities for the metal–water interfaces. γsv is the solid–vacuum surface tension based on the free
energy. SH2O is the average entropy per water molecule in the sl model. γsl(E) and γsl(F) are the solid–liquid surface tensions based on the
internal energy and free energy, respectively. ∆γsl(S) is the entropic contribution to the surface tension computed using Eq. (12). Wad is the
work of adhesion by Eq. (11), Fsolv is the free energy of surface solvation referenced against bulk water and the metal surface by Eq. (10), and
θsl is the metal–water contact angle. The units are meV/K for the SH2O and meV/Å2 for the γi at 298 K. The contact angles θsl are given in
degrees. The liquid–vacuum surface tension is γlv = 4.46 meV/Å2. The uncertainties for the sl free energies, surface tensions, adhesion works,
and solvation free energies are ±2 meV/Å2. The entropy uncertainty for the sl system is ± 0.01 meV/K.

Surface γsv SH2O γsl(E) ∆γsl(S) γsl(F) Wad Fsolv θsl
Pd 61.37 0.64 56.0 11.49 44.52 21.31 −16.85 0
Pt 86.99 0.56 72.57 1.60 70.96 20.49 −16.03 0
Rh 103.80 0.59 96.28 2.62 93.65 14.61 −10.15 0
Pd-Au 47.72 0.61 42.29 4.67 42.61 9.56 −5.10 0
Ag 36.96 0.60 39.37 5.18 34.19 7.23 −2.77 52
Au 33.91 0.59 36.62 2.31 34.31 4.06 +0.40 95

TABLE II. Local entropies in meV/K per water molecule for 1WL and IBL. The entropy of liquid bulk water is 0.55 meV/K. The entropy
uncertainty is ± 0.01 meV/K.

SH2O Au Ag Pd-Au Pt Rh Pd
1WL 0.75 0.77 0.56 0.59 0.70 0.68
IBL 0.66 0.64 0.64 0.61 0.58 0.67

have the lowest 1WL entropies close to the bulk value. On Pt,
both the 1WL and IBL entropies are similar and small, which
can be understood by the high water diffusion barrier on the
surface89 and the relatively structured, rigid interfacial water.
Rh has a large 1WL and the smallest IBL contribution, which
can be understood by the facile water diffusion89 in the 1WL
despite the very structured water in this region. The highest
IBL entropies are found for Pd and Au. Since the number of
water molecules in the IBL region is significantly higher than
in the 1WL, IBL dominates the sl interface formation entropy.
It appears that the highly exergonic solvation of Pd is a result
of a modest water adsorption strength and high IBL entropic
contributions.

The total water entropy also correlates strongly with the ori-
entational water density in Figure 3. In particular, the highest
entropy contributions are observed for interfaces with a mod-
erately ordered first water layer. For instance, Pd and Ag have
the highest entropy contributions ∆γsl, and they also have a
moderately organized water layer. Pt and Rh, on the other
hand, have low entropy contributions and highly ordered wa-
ter layers, while Au has weakly ordered water and modest en-
tropy contributions.

Having identified the correlation between the order of the
water layers and their entropy, it is still surprising that all com-
puted local entropies of the considered interfacial water layers
are higher than those of bulk water. Naively one would expect
that the entropy of the interfacial water molecules is lower
than the one of bulk liquid water molecules. However, recent
experimental studies91,92 of two-dimensional water layers on
a porous hydrophilic silica glass surface estimated that the en-
tropy of these 2D water layers should be twice the one of bulk
water. They attributed this high entropy to the fact that due to
the two-dimensional topology the ideal tetrahedral bulk water
symmetry can hardly be realized in two-dimensional water.
This argument might well also be valid in the interfacial sys-

tems considered in our study. The higher entropy of interfa-
cial water has also been observed in simulations of graphitic
carbon surfaces, where the increased entropy was attributed
to destabilization of the interfacial hydrogen bond network
which in turn increases the low-frequency translational and
librational DoS.48

Besides entropy, also the adsorption energy of a single wa-
ter molecule exhibits strong correlations with the water den-
sity and orientational density. The comparison of Figure 3 and
7 show that the most ordered interfacial water structures are
observed for the surfaces with the strongest water molecule
adsorption. The more structured interfacial water layer and
stronger adsorption energy also lead to more oscillatory elec-
trostatic potential profiles as shown in Figure S2.

When analyzing the interfacial entropies, it should also be
noted that in our computational model the interfacial water
molecules are rather free to move in the z-coordinate due
to the presence of the vacuum layer. The water molecules
may eventually drift into the vacuum, but they are captured
back into the water layer again for the duration of the sim-
ulation. While we have corrected for the formation and sol-
vation free energies by removing the γlv-term, the free relax-
ation of the water film does not guarantee a fixed bulk density
of 1 g/cm3 corresponding to standard pressure conditions. As
a result, the volume of the water film tends to fluctuate and
the average bulk density becomes lower than 1 g/cm3.61 The
lower density leads to somewhat higher entropies as can be
inferred from experimental data, showing that increasing the
water temperature by 25 K decreases water density by ca. 1 %
but increases the entropy by 0.06 meV/K from 0.65 to 0.79
meV/K.79 Therefore, the larger entropy of water in the IBL
region, as shown in Table II, may at least partially be due to
the lower density of water in the simulations. Nevertheless,
the effect of the lower water entropy on the (computed) total
entropy is modest compared to the experiment.
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IV. DISCUSSION

Our work highlights the complex interplay between entropy
and internal energy in the formation of metal–water interfaces.
We have shown that while the water adsorption energy is a
good descriptor of the internal energy part of the interface for-
mation, it alone cannot satisfactorily explain the interfacial
thermodynamics due to the notable and metal-dependent en-
tropic contributions of water at room temperature. Our results
show that the metal-water interface formation is entropically
most favorable for surfaces with a moderately organized water
structure and a high number of translational degrees of free-
dom at low frequencies. Combined together, the most favor-
able surface solvation is observed for Pd, which forms a mod-
erately strong bond with water but still has a fairly flexible
interfacial water layer.

It appears that the interface formation is driven by the com-
petition or compensation between entropy and internal energy.
While these compensation effects have not been discussed in
the context of metal–water interface thermodynamics, these
concepts are well established in biophysics.93–95 While the
full mechanistic details behind the entropy–energy compensa-
tion are still debated, it is clear that the low-frequency vibra-
tions and slow water dynamics significantly contribute to the
entropy.93 While strong interactions such as hydrogen bond-
ing or adsorption lead to favorable energetic contributions,
they slow water reorganization and lower entropy.

Our results can also be contrasted with the previous ana-
lytic theories of solid–liquid interface thermodynamics. For
example, Berry’s simple breaking-bonds model assumes that
the work of adhesion and contact angle are proportional to
the product of the liquid binding energy and the liquid inter-
facial density.96,97 While this model satisfactorily predicts the
internal energy contributions, it cannot model the entropic ef-
fects and free energy, and is therefore not applicable for pre-
dicting metal–water interfacial thermodynamics. The more
refined models show that the interfacial thermodynamics are
not dictated only by the interfacial density and the interaction
strength, but also depend on the one- and two-body correlation
functions as well as on the delicate balance between liquid-
liquid and solid-liquid interaction strengths.96,98–100 While
the resulting integral-differential equations of the correlation
functions are too complex to be solved for water, these mod-
els highlight that solid–liquid thermodynamics are not deter-
mined by the adsorption energy alone, but depend on the liq-
uid structure, the interaction strengths or internal energies, and
the entropy as we have also highlighted herein.

Following the logic of analytic surface tension models, we
have also linked the water structure with its interfacial ther-
modynamic properties. We have, for instance, shown that the
more structured or ordered interfacial water layers (Figure 3)
correspond to smaller interfacial entropy contributions. As
we have discussed in relation to Figure 3, the higher interfa-
cial water entropies are observed on Ag and Pd which feature
a modestly ordered water layer while smaller entropies cor-
respond to either highly organized (Pt and Rh) or weakly or-
dered water (Au). Detailed entropy analysis also shows that
the interfacial water layers have higher entropy than bulk wa-

ter, probably due a disrupted hydrogen bonding network and
the increased population of low-frequency translational wa-
ter modes. Therefore, it is not enough to focus on the struc-
ture because the entropy arises mainly from the low-frequency
modes of translation and rotation so consideration of water
dynamics is crucial.

Besides the fundamental understanding of interfacial struc-
ture and thermodynamics, the results of this work can be used
for validating, benchmarking, and parameterizing other sim-
ulation methods. For instance, the contact angles and wa-
ter structures we have obtained using DFT-MD differ signif-
icantly from those by Gim et al.14 who employed QM/MM-
MD. The interfacial water entropies computed in our work
for Pt differ from those obtained by Jung et al.84, who used
ReaxFF-MD. In particular, the interfacial water entropies by
Jung are about 30 % smaller than ours. We speculate that the
differences are due to both the short sampling time (1.5 ps)
in the PT2 simulations and the deficiencies of the ReaxFF
force field parameterized for Pt-O rather than Pt-H2O systems.
These comparisons underscore the importance of QM/MM
and ReaxFF validation and parameterization against DFT-MD
quality data. We also anticipate that the results herein provide
a rigorous test for current and future machine learning inter-
atomic potentials.

In addition to explicit solvent methods, the present data can
also be applied to benchmarking and developing implicit sol-
vent methods at different levels of theory, ranging from classi-
cal density functional and integral equation theories to dielec-
tric continuum solvent models. For instance, even the minimal
parameterization of dielectric continuum models requires at
least structural and thermodynamic data for the cavity func-
tion and the effective interaction free energy, respectively.34

Up until now, the needed data has been available only for
small molecules and ions, and even when continuum mod-
els are applied to modelling metallic surfaces, the parame-
ter sets developed for molecules and ions in bulk liquids are
utilized due to the lack of metal-specific structural and ther-
modynamic data; this is very problematic as the implicit sol-
vent models require system-dependent parameterization. As
the needed free energies of surface solvation have not been
measured for well-defined surfaces, the best option is to uti-
lize computed values. Hence, the current work presents the
first step towards a reliable computation of thermodynamic
and structural data, which can be used in parameterizing and
benchmarking metal–water-specific implicit solvent models.

Finally, the applicability of the used DFT-MD + 2PT
methodology is not limited to metal–water interfaces only.
Some applications relevant to electrocatalysis, electrochem-
istry, and materials science include the study of pH and elec-
trolyte effects on the interfacial liquid thermodynamics and
structure. While studying such systems might necessitate
longer simulation timescales or the use of more sophisticated
functionals, the computational approach itself is very general
and reasonably efficient for large-scale DFT-MD studies.
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V. CONCLUSIONS

We have addressed the thermodynamics of solid–liquid in-
terface formation through extensive DFT-MD simulations and
detailed entropy analyses within the 2PT formalism. Through
this approach, we were able to several thermodynamic quan-
tities, such as free energies, entropies, adhesion works, and
surface tensions for a range of relevant metal–water interfaces
(FCC(111) Pt, Pd, Au, Ag, Rh, and AuPd) for the first time to
our knowledge. To understand the atomistic origins of these
thermodynamic quantities, we have correlated them with both
structural and energetic quantities.

Overall, our study provides detailed fundamental informa-
tion on the formation of metal–water interfaces encountered
in several applications in electrochemistry, catalysis, and ma-
terials science. Our results show that the interface formation
is driven by both energetic and entropic contributions. For the
most strongly binding metals, Pt and Rh, the water adsorp-
tion energy dominates the formation thermodynamics while
on slightly less binding metals, Pd and Ag, both entropic and
energetic contributions are sizable. Our results also show that
both highly structured (Rh and Pt) and unstructured (Au) in-
terfacial water layers lead to small interfacial entropy contri-
butions while the highest interfacial water entropies are ob-
served for modestly ordered water layers (Ag and Pd). The en-
tropy analysis shows that interfacial water has higher entropy
than bulk water. The obtained results show that metal–water
interface formation thermodynamics cannot be described us-
ing adsorption energies and the water structures alone because
entropy arises mainly from the dynamics of the low frequency
modes of translation and rotation.

Our work also provides the first concise DFT-MD -level
dataset for interfacial metal–water thermodynamics, which
will be highly valuable for experimental, theoretical, and com-
putational developments. First, we anticipate that our study
motivates the experimental determination of solid–liquid ther-
modynamics for a range of systems as the thermodynamics
can aid the development and design of, e.g., electrochemi-
cal and electrocatalytic interfaces where the surface wettabil-
ity is of primary interest. Second, the correlations identified
between thermodynamics, binding energies, atomic structure,
slow water dynamics, and entropy will hopefully aid the de-
velopment of improved implicit solvent models at different
levels of theory. Finally, the results from this work can be di-
rectly used to benchmark and parameterize classical explicit
and implicit solvent models often applied to study solvated
interfaces. In particular, the obtained thermodynamic and
structural data can be used for constructing surface-specific
implicit solvent models to overcome the known issues of us-
ing small molecule data to parameterize dielectric continuum
models for metallic interfaces.

VI. SUPPLEMENTARY MATERIAL

S1: Details on the free energy calculations, S2: Computa-
tion of interfacial entropies, S3: The bending and stretching
mode DoS for interfacial and bulk water, S4: Electrostatic po-

tential profiles, S5: Comparison of translational and rotational
DOSs, S6: Convergence and uncertainty analysis, S7: Poten-
tials of zero charge
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