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A Performance Indicator for Interactive
Evolutionary Multiobjective Optimization Methods

Pouya Aghaei Pour , Sunith Bandaru , Senior Member, IEEE, Bekir Afsar ,
Michael Emmerich, and Kaisa Miettinen

Abstract—In recent years, interactive evolutionary
multiobjective optimization methods have been getting more
and more attention. In these methods, a decision maker (DM),
who is a domain expert, is iteratively involved in the solution
process and guides the solution process toward her/his desired
region with preference information. However, there have not
been many studies regarding the performance evaluation of
interactive evolutionary methods. On the other hand, indicators
have been developed for a priori methods, where the DM
provides preference information before optimization. In the
literature, some studies treat interactive evolutionary methods
as a series of a priori steps when assessing and comparing
them. In such settings, indicators designed for a priori methods
can be utilized. In this article, we propose a novel performance
indicator for interactive evolutionary multiobjective optimization
methods and show how it can assess the performance of these
interactive methods as a whole process and not as a series of
separate steps. In addition, we demonstrate the shortcomings of
using indicators designed for a priori methods for comparing
interactive evolutionary methods.

Index Terms—Decision making, hypervolume indicator,
interactive evolutionary algorithms, method comparison, quality
indicators.

I. INTRODUCTION

IN MANY real-world problems, we have to optimize
multiple conflicting objectives simultaneously. Because of

the conflicting nature of the objectives, these problems have a
set of optimal solutions, which we refer to as Pareto optimal
solutions. They represent different tradeoffs and are mathemat-
ically incomparable [1]. The set of Pareto optimal solutions is
referred to as a Pareto front in the objective space.
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Many multiobjective optimization methods have been
developed that can optimize multiple conflicting objectives
simultaneously, e.g., [1], [2], and [3] and references therein.
Among the methods, evolutionary ones are getting more
attention because, as populations-based methods, they can
generate an approximation of the Pareto front. In addition,
evolutionary methods can handle different types of decision
variables and can be applied to problems with different lev-
els of complexities (e.g., discontinuous or nondifferentiable
functions).

For practical problems, one of the Pareto optimal solutions
has to be chosen for implementation. Therefore, additional
preference information, which usually comes from a domain
expert called a decision maker (DM), is required to identify
the most preferred solution.

Multiobjective optimization methods can be classified based
on how and when the DM takes part in the solution pro-
cess [1]. In a posteriori methods, a representative set of Pareto
optimal solutions is first generated, and the DM has to find
the most preferred solution at the end of the solution pro-
cess. On the other hand, in a priori methods, the DM provides
her/his preferences before the solution process begins, and the
method tries to generate solutions in the corresponding desired
region that reflect these preferences. Finally, in interactive
methods, the DM provides her/his preferences iteratively and
guides the search actively. This means that the DM can learn
about the interdependencies among the objectives as well as
the achievability of the preferences.

In many practical cases, it has been observed that interactive
solution processes have two phases [4]. We refer to these
phases as the learning phase and the decision phase. In
the learning phase, the DM explores the objective space
by providing different preferences and learning about solu-
tions’ interdependencies and tradeoffs. In addition, the DM
learns about the feasibility of her/his preferences and gradu-
ally guides the method toward her/his region of interest. Then,
in the decision phase, the DM fine-tunes solutions in the region
of interest until the most preferred solution is found.

Due to the vast number of existing methods, it is important
to assess their performance to select the most appropri-
ate method for a given problem. However, unlike single-
objective optimization methods, where the assessment is
directly connected to the objective function values, assess-
ing the performance of multiobjective optimization methods is
not a straightforward task because of the existence of Pareto
optimal solutions. Some desirable properties that performance
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indicators (indicators for short) for a posteriori, a priori, and
interactive methods should ideally possess have been identified
in [5], [6], and [7], respectively.

The field of evolutionary multiobjective optimization meth-
ods is especially keen on using indicators. In particular, many
indicators have been proposed to assess the performance
of a posteriori methods [8], [9]. These indicators assess
the performance in approximating the whole Pareto front.
Furthermore, a few studies have been dedicated to developing
indicators for a priori methods [6], [10], [11], [12], [13], [14].
These indicators assess the performance in generating a set of
solutions representing parts of the approximated Pareto front
which best reflects the DM’s preferences. However, to the best
of our knowledge, no indicators for assessing the performance
of interactive evolutionary methods have been developed. Note
that, for simplicity, in the rest of this article, we simply use the
term “methods” when referring to evolutionary multiobjective
optimization methods.

There have been some attempts to utilize the indicators
developed for a priori methods to assess the performance of
interactive ones. For instance, in [15], [16], and [17] interactive
methods are viewed as a series of a priori steps to be able
to apply the above-mentioned indicators. In such settings,
an indicator designed for a priori methods is used for each
interaction step, and the average of these indicator values
is calculated as the final assessment. However, this way of
performance assessment is not ideal. Some examples have
been provided in [7] showing how this approach can be mis-
leading. According to [7], indicators should consider the nature
of the interactive methods where the DM learns more about the
problem and her/his preferences during the solution process.
Furthermore, as learning and decision phases have different
characteristics [18], we may need different indicators.

In this article, we propose a novel indicator for assessing the
performance of interactive methods. Furthermore, we demon-
strate how to utilize this indicator to assess the learning and
decision phases. Then, an engineering test problem is con-
sidered, where we apply two interactive methods and use the
proposed indicator to assess their performances. Additionally,
we utilize some of the indicators developed for a priori meth-
ods to demonstrate why it is important to design indicators
explicitly for interactive methods.

The remainder of this article is arranged as follows. In
Section II, we provide necessary terminologies and back-
ground on this topic. We introduce our novel indicator
in Section III. Thereafter in Section IV, we describe the
interactive solution process on an engineering test problem
and demonstrate how one can utilize the indicator to assess
learning and decision phases. Finally, we provide conclusions
and future research directions in Section V.

II. BACKGROUND

In this section, we provide necessary terminologies and give
some background on attempts that have been made to com-
pare interactive methods. Additionally, we briefly discuss the
desirable properties that an indicator for interactive methods
should possess.

A. Multiobjective Optimization

The general form of multiobjective optimization problems
can be formulated as follows:

minimize f (x) = (f1(x), . . . , fk(x))

subject x ∈ S (1)

where fi : S → R are k (conflicting) objectives to be
minimized simultaneously and f (x) ∈ R

k in the objective
space is an objective vector, which we refer to as a solu-
tion. Its components are objective (function) values. Finally,
x = (x1, . . . , xn)

T , is an n-dimensional decision variable vector
in S ⊂ R

n.
A solution f (x) dominates f (y) [written as f (x) � f (y)] if

fi(x) ≤ fi(y) for i = 1, . . . , k and fj(x) < fj(y) for at least one
index j. A solution is Pareto optimal if it is not dominated
by any other solution. If f (x) and f (y) do not dominate each
other, they are called mutually nondominated. Evolutionary
methods cannot guarantee Pareto optimality, and we can only
make sure that the final population is mutually nondominated.
Therefore, we refer to approximated solutions in this article.

A vector that is constructed from the best objective val-
ues found in the approximated Pareto front is referred to as
an ideal point z�. The point that is constructed from the worst
objective values in the approximated Pareto front is referred to
as a nadir point znad. In the multiple criteria decision-making
literature [19], a point in the objective space that is slightly bet-
ter than the ideal point is called a utopian point. Analogously
to this definition, we refer to a point in the objective space that
is slightly worse than the nadir point as a dystopian point zdy.
In this article, we set the components of the dystopian point
as follows:

zdy
i = znad

i + 10−4

where i = 1, . . . , k.

B. Interactive Methods

As mentioned earlier, there are many interactive methods.
They differ, e.g., in the optimization engine they use, the
type of preferences that they incorporate, and the type of
information they offer to the DM [4], [20].

Before a solution process can be started, a suitable method
needs to be chosen. Here, usually, someone who knows the
methods helps the DM in making this choice taking into
account the properties of the problem and the desires of the
DM. We refer to this person as an analyst [1].

After an appropriate method has been chosen, the DM starts
the interactive solution process by providing her/his prefer-
ences. We refer to the act of providing new preferences as
an interaction. After each interaction, the method generates a
set of solutions that reflects the DM’s preferences as well as
possible and presents them to the DM. Then, either the DM is
satisfied by one of these solutions and terminates the solution
process, or (s)he updates the preferences and waits for a new
set of solutions to be generated.

As mentioned in Section I, in practical problems, one
can often observe distinct learning and decision phases.
Distinguishing between learning and decision phases is not a
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trivial task during the solution process, as the DM may switch
between them at any point in the solution process. In this study,
we assume that the DM starts with a learning phase and ends
with a decision phase. It is important to clarify the mean-
ings of the terms “desired region” and “region of interest.” In
what follows, a desired region is a part of the Pareto front
that reflects the DM’s current preferences, while a region of
interest is identified at the end of the learning phase, after
which the DM fine-tunes solutions in it and finds the most
preferred solution in the decision phase.

C. Related Works

In [18], different ways for assessing the performance of
interactive methods have been surveyed. Here, the authors pro-
vide desirable properties that interactive methods should have
and divide the properties into three categories.

1) General properties (GPs).
2) Learning phase properties (LPs).
3) Decision phase properties (DPs).

According to [18], GPs should be considered in both phases,
while LPs and DPs are more sophisticated properties corre-
sponding to the learning and decision phases, respectively.
Moreover, the authors emphasize that new indicators for
assessing interactive methods are needed.

To be able to develop new indicators for interactive meth-
ods, it is important to characterize their desirable properties.
This was done in [7]. Following the reasoning in [18],
these properties have also been divided into three cate-
gories (GPs, LPs, and DPs). In [7], nine GPs, two LPs,
and two DPs have been identified. Here, we provide a list
of them. An indicator for interactive methods should be
able to:

GP1: assess the convergence of solutions in those regions
of the approximated Pareto front that reflect the DM’s
preferences the best (local convergence);

GP2: assess the diversity of solutions in those regions of
the approximated Pareto front that reflect the DM’s
preferences the best (local diversity);

GP3: assess the performance irrespective of the number of
objective functions (scalability);

GP4: assess the performance without knowledge of the
Pareto front;

GP5: assess the performance by incorporating preferences
that are provided in different ways;

GP6: assess the performance in a computationally inexpen-
sive manner;

GP7: assess the performance in a manner that is indepen-
dent of other interactive methods being compared;

GP8: assess the performance without introducing parame-
ters that have an unclear effect on the performance
or are unintuitive to set;

GP9: assess the performance as a whole process and not
as a series of independent a priori steps;

LP1: assess how much of the Pareto front has been studied
(expedition);

LP2: assess how well/fast the method can adapt to new
(even very different) preferences (responsiveness);

DP1: assess the capability of fine-tuning solutions inside
the region of interest;

DP2: assess the decision phase by considering the amount
of information shown to the DM at each interaction.

The use of an artificial DM (ADM) for comparing
interactive methods has been getting more attention in recent
years (e.g., [15] and [16]). ADMs have two main parts. First,
they use different strategies to provide preferences for the
learning and decision phases. Second, they analyze the results
and compare the interactive solutions process. In the supple-
mentary materials, we use the ADM proposed in [15] only for
the first part (generating preferences) and use our proposed
indicator to compare the performance of interactive methods.

The advantage of ADMs is that they can be used to assess
interactive methods without involving human DMs, which
means that many repetitive comparisons can be done in sta-
ble conditions (though ADMs cannot assess all aspects related
to human behavior). In the absence of appropriate indicators,
the ADMs proposed so far mainly view interactive solution
processes as a series of a priori steps and use a priori indicators
for comparison.

III. ASSESSING INTERACTIVE METHODS

It can be challenging to design a single indicator that pos-
sesses all desirable properties listed in Section II. Instead, it
is reasonable to design multiple indicators covering different
desirable properties [7]. (Like there are different indica-
tors for a posteriori methods reflecting different desirable
properties [8], [9].) In the following, we introduce a new indi-
cator called preference-based hypervolume indicator (PHI) for
assessing the performance of interactive methods. PHI pos-
sesses some of the previously mentioned desirable properties.
We also discuss how to utilize it to assess learning and deci-
sion phases. We have provided all the notations we use for the
rest of this article in Table I.

A. PHI Description

PHI incorporates the DM’s preferences in the form of a
reference point to construct a desired region. In this study,
we define the desired region as a region of the objective
space enclosed by a hyperrectangle with corners ẑ and zdy

(denoted as a blue rectangle in Fig. 1). Moreover, PHI uses
the DM’s reference point ẑ to divide the set P into three sub-
sets: 1) solutions P� that dominate ẑ; 2) solutions P≺ that are
dominated by ẑ; and 3) solutions P= that neither dominate nor
are dominated by ẑ.

First, we can express v− to cover both cases in Fig. 1 as
follows:

v− = HV
(

P ∪ {
ẑ
}
, zdy

)
− HV

(
P� ∪ {

ẑ
}
, zdy

)
. (2)

Based on (2), we calculate v≺ for each case separately as
follows:

v≺ =
{

HV
(
P, zdy

) − v−, if P� = ∅

HV
(
ẑ, zdy

)
, otherwise.

(3)
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TABLE I
NOTATIONS AND SYMBOLS THAT WE HAVE USED THROUGH OUT THIS ARTICLE

(a) (b)

Fig. 1. Examples of calculating PHI. The ideal point is denoted by a purple
star, and the dystopian point by a green square. The desired region is shown
as a blue rectangle. The areas denoted as v≺, and v� have positive effects on
PHI assessment, and the areas denoted as v− have negative effects. (a) Case 1:
P� = ∅. (b) Case 2: P� 	= ∅.

Finally, v� is obtained as follows:

v� =
{

0, if P� = ∅

HV
(
P�, zdy

) − v≺, otherwise.
(4)

The central idea of our proposed indicator is to divide the
measured region that determines the hypervolume indicator of
P into positive and negative parts, HV(P, zdy) = v++v−, each
representing how they affect the assessment of an interactive
method. The positive part v+ is formed by solutions that are
of immediate interest to the DM, namely, the subsets P≺ or
P�, and is given by

v+ = v≺ + v� =
{

HV
(
P, zdy

) − v−, if P� = ∅

HV
(
P�, zdy

)
, otherwise.

(5)

On the other hand, the negative part, v− calculated in (2), is
formed by solutions that are not of immediate interest to the
DM, i.e., the solutions that belong to subset P=.

The value of v+ represent the positive effect of the solutions
in calculate of PHI. To punish the performance, we use the
value of v− by normalizing v≺ and v� as follows:

PHI
(

P, ẑ, zdy
)

= v≺

HV
(
ẑ, zdy

) + v�

HV
(
P, zdy

)

=
{ v≺

HV(ẑ,zdy)
, if P� = ∅

1 + v�
HV(P,zdy)

, otherwise.
(6)

Here, as the value of v− increases, the values of fractions
above become smaller (the assessment gets worse). In addi-
tion, this normalization ensures that when P� = ∅, we have
PHI(P, ẑ, zdy) ∈ [0, 1] as illustrated in Fig. 1(a). In this case,
the value corresponds to the extent to which the desired region
is covered, reaching a maximum of one when it is fully cov-
ered. The normalization also ensures that when P� 	= ∅, as
illustrated in Fig. 1(b), we have PHI(P, ẑ, zdy) ∈ (1, 2). Thus,
any value greater than one indicates that the reference point is
dominated by at least one of the solutions in P, which can be
useful to know when dealing with a high number of objectives.
In this case, the theoretical maximum of two is only possible
when ẑ = zdy and P = {z∗}.

If an analyst wants to study a method’s behavior further, PHI
can provide more information. For instance, the analyst can
get an overview of the proportion of the desired region covered
by analyzing v+ values. The v− values can also be helpful on
how well the method incorporates the DM’s preferences.

B. Relation to General Properties

In Section II, we listed desirable properties of indica-
tors for assessing interactive methods. As the value of v+
increases, the PHI value gets better, and since PHI is a
hypervolume indicator-based indicator, both local convergence
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TABLE II
GPS FOR INDICATORS DESIGNED FOR INTERACTIVE METHODS.

THE SYMBOL �MEANS THAT THE INDICATOR POSSESS

THAT GP AND ✗ MEANS IT DOES NOT

(GP1) and local diversity (GP2) are covered by this indicator.
Furthermore, PHI can handle many objectives and does not
need the knowledge of the Pareto front (GP3) and (GP4).

However, PHI is based on one type of preference
information (reference point) and cannot handle different types
of preferences (GP5). Furthermore, the computational time
complexity of hypervolume indicator calculation, which is
almost linear in the size of the population for two and three
objectives, increases exponentially with the number of objec-
tives [21]. Therefore, PHI does cover (GP6) only for problems
with a small number of objectives.

PHI is independent of other interactive methods being com-
pared. This means that we can assess different interactive
methods separately and compare them with each other (GP7).
Moreover, PHI does not introduce any new parameters (GP8).
Setting the dystopian point for hypervolume indicator can sig-
nificantly impact the assessment. However, there have been
many studies on how to set this point [21]. Analyzing the effect
of the dystopian point is beyond the scope of this research.

In [7], the ability to assess the interactive solution process as
a whole is the last GP for an indicator (GP9). Since the deci-
sion and learning phases have different characteristics, it would
be challenging to design an indicator that can simultaneously
assess both. Therefore, PHI does not cover (GP9).

There are no indicators in the literature designed specifically
for comparing interactive methods. However, some studies
have utilized indicators designed for a priori methods to assess
the performance of interactive methods [17], [22]. Here, we
compare the coverage of GPs by PHI and some of the indi-
cators designed for a priori methods. Among these indicators,
we have chosen R-metric [10], EH-metric [11], PMOD [12],
and PMDA [12] since they possess the desirable proper-
ties mentioned in [6]. Note that we did not include UPCF
because R-metric can be viewed as an improved version of
it. Table II shows the different GPs that are possessed by
PHI, R-metric, EH-metric, PMOD, and PMDA. Note that since
IGD requires the knowledge of the approximated Pareto front,
we only use the hypervolume indicator for R-metric. A more
detailed description of these indicators can be found in the
supplementary materials.

In addition to the GPs discussed above, there are desir-
able properties in [7] for evaluating the learning and decision
phases. We cannot use PHI to evaluate these phases as a

Fig. 2. Tracking the generations of an interactive method for one interaction.

stand-alone indicator. However, in what follows, we propose
ways to utilize PHI to assess the performance of the two
phases.

C. Relation to Learning Phase Properties

The list of desirable properties in [7] can be improved. Here,
we redefine (LP2) as follows.

LP2: Assess the ability to adapt to new (even very dif-
ferent) preferences (responsiveness) and maintain the
best-so-for solutions within interactions (stability).

To assess the performance in the learning phase, we propose
the following steps. First, we assess the set P at each gener-
ation (t) of the interactive method using the PHI indicator.
Then, we assess the learning phase as follows:

RS =
tm∑
0

PHI
(

Pt, ẑ, zdy
)

(7)

where tm is the number of generations in the whole learn-
ing phase, and RS measures responsiveness and stability of an
interactive method. Note that since higher values of PHI indi-
cate better performance, the higher the RS values, the better
the responsiveness and stability.

Fig. 2 illustrates an example of how we can assess respon-
siveness and stability in the learning phase for one interaction.
We track the PHI values for each generation. In this example,
at around generation 48, the PHI values reach the maximum
for this interaction. However, the method cannot maintain
it, and this value decreases. Now, by using (7), we calcu-
late the area under the curve in Fig. 2, which captures both
responsiveness and stability.

D. Relation to Decision Phase Properties

The interaction where the DM chooses the most preferred
solution should contribute more than other interactions in
assessing the decision phase. Assume we have d interactions
during the decision phase. Here, we define a hypervolume
indicator-based comparison between the last reference point
ẑd and each reference point ẑj (j = 1, . . . , d) in the decision
phase. Then, we assign a coefficient λj for the assessment of
each interaction based on the similarity between ẑj and ẑd.
Therefore, the more similar the reference points are to the
last reference point, the more contribution they have in the
assessment of the decision phase.

We express vd,j as follows:

vd,j = HV
(
ζj, zdy

)
− HV

(
ẑj, zdy

)
. (8)
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Fig. 3. Similarities of two desired regions corresponding to reference points
ẑj and ẑd in a bi-objective example. The dystopian point is denoted by a black
square.

Then, based on (8), we can express vj as follows:

vj = HV
(

ẑd, zdy
)

− vd,j.

Next, we can calculate λj as follows:

λj = vj

HV
(
ẑd

) . (9)

Thus far, we have determined how similar reference points
are to ẑd by calculating λj. Now, to assess the decision phase,
we propose the following:

FD =
∑d

j=1 λjPHI
(
Pj, ẑ, zdy

)

d
(10)

where FD measures the ability of the method to fine-tune solu-
tions. Similar to RS, the higher the value of FD, the better is
the performance. Figure 3 illustrates a simple example of how
we calculate the similarities between two reference points.

It is worth mentioning that we assume the performance
assessment process happens after the DM is done with the
solution process. The reason for such an assumption is that
after the solution process, we have a good estimation of the
nadir point, and we can set the dystopian point with more con-
fidence. However, if the nadir point is known, we can assess
the performance even during the solution process.

E. Advantages and Limitation of PHI

The main advantages of PHI can be summarized as follows.
1) PHI does not introduce any new parameters whose effect

is not already known in the literature.
2) PHI can provide additional information about the search

process to the analyst through v+ and v− values.
3) PHI can identify if the reference point is dominated

and reflect this information in the final assessment [if
PHI(P, ẑ, zdy) > 1].

A minor limitation of PHI is that under certain special con-
ditions (illustrated in the supplementary materials), improving
PHI(P, ẑ, zdy) can worsen the value of v+. This is due to
the points outside of the desired region with a positive con-
tribution to v+. Even commonly used indicators, such as
the hypervolume indicator, have certain limitations (e.g., [21]
and [23]).

IV. CASE STUDY

In this section, we demonstrate how we can assess the
performance of interactive methods with an engineering
problem from [24] (RE21). The goal of the problem is to
minimize the structural volume f1 and the joint displacement
f2 of a four-bar truss. For more details, see [25] and the sup-
plementary materials in [24]. We have chosen this bi-objective
problem because the visualization of solutions is easy, and we
can illustrate the desired region conveniently. We provide more
tests on different benchmarks and engineering problems using
an ADM [18] in the Supplementary materials.

Among the many interactive methods, we have chosen two
for illustration, namely, interactive optimization using prefer-
ence incorporated space (IOPIS) [26], and interactive reference
vector-guided evolutionary algorithm (iRVEA) [27]. As we
mentioned earlier, there are no indicators designed explicitly
for comparing interactive methods. However, we can utilize
indicators for a priori methods the same way we utilized PHI
for assessing interactive methods in the learning and decision
phases.

To set the parameters of the interactive methods and indi-
cators, we follow the suggestions in the original papers.
Moreover, we used the nadir point that is provided in [24] and
added a small value to it (εi = 0.2) to calculate the dystopian
point. Moreover, according to [28], there is no exact way to set
the number of function evaluations. Therefore, we set a limit
of 10 000 function evaluations for both methods. In addition,
to have a fair comparison, we provide the same number of gen-
erations per interaction. Here, we set it as 300. Next, we need
to set the number of interactions in the learning and decision
phase. There is no clear way to set these numbers a priori, as
they are based on when the DM feels (s)he is ready to move to
the decision phase or when to select the most preferred solu-
tion. Here, for the sake of comparison, we choose to have three
interactions in both the learning and decision phases. Note that
studying the effect of these parameters on the performance of
the interactive methods is beyond the scope of this research,
and here, we are interested in comparing these two methods
under the same conditions.

A. Solution Process of RE21

We solve the problem with IOPIS and iRVEA and use
different indicators to assess their performances. In the visual-
izations of the solution process, the reference point is denoted
by a black cross, the desired region by a black dashed box,
the ideal point by a purple star, the dystopian point by a green
square, and the solutions generated by IOPIS by blue dots,
and the solutions generated by iRVEA by orange diamonds.

1) Learning Phase: In this phase, the DM wants to learn
more about the reachability of solutions on the Pareto front.
Additionally, the DM is interested to see if the generated
solutions reflect his preferences or not.

a) Interaction 1: Here, the DM provides the reference
point ẑ1 = (1238, 0.0300) giving more importance to the first
objective than the second one. Fig. 4(a) shows the solutions
generated by IOPIS and iRVEA. We can see that IOPIS solu-
tions are all inside the desired region. On the other hand,
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(a) (b)

(c)

Fig. 4. Results of interactions 1, 2, and 3 in the learning phase for problem
RE21. (a) Interaction 1. (b) Interaction 2. (c) Interaction 3.

iRVEA has generated some solutions outside of this region,
among them one solution that is very far away from the desired
region.

b) Interaction 2: Next, the DM moves to the middle of
the objective space by providing the second reference point
as ẑ2 = (1600, 0.0150). Fig. 4(b) shows the results of the two
methods. If we only consider the solutions inside the desired
region, we can observe that iRVEA has better local diversity
than IOPIS. However, iRVEA still has one solution located
outside of the desired region. On the other hand, IOPIS has
generated solutions inside the desired region.

c) Interaction 3: Here, the DM provides the third refer-
ence point ẑ3 = (2000, 0.008) to learn about the tradeoffs
when he wants to give more importance to the second objec-
tive. As illustrated in Fig. 4(c), again, iRVEA has one solution
that is outside of the desired region, but IOPIS has generated
all solutions inside this region.

By now, the DM is confident about the tradeoffs between
the objectives. Therefore, he is ready to move to the decision
phase.

2) Decision Phase: At the end of the learning phase, the
DM has identified his region of interest and tries to fine-tune
the solutions within this region, that is, around the solutions
corresponding to the last reference point ẑ3. Since the changes
in the reference points are quite small, we provide zoomed-in
illustrations of the results in Fig. 5(b), (d), and (f) for different
interactions, respectively.

a) Interaction 4: As for the fourth interaction (first in
the decision phase), the DM wants to provide a reachable
reference point since now he has an idea where the Pareto
front lies. Therefore, he provides the fourth reference point as
ẑ4 = (2380, 0.006). Fig. 5(a) illustrates the solutions. Here,
iRVEA generated solutions outside of the desired region, but
IOPIS within this region.

b) Interaction 5: Next, the DM decides to increase the
aspiration level for the second objective and expects to see

(a) (b)

(c) (d)

(e) (f)

Fig. 5. Results of interactions 4, 5, and 6 in the decision phase for problem
RE21. The ideal point is denoted by a purple star and the dystopian point by a
green square. (a) Interaction 4. (b) Zoomed-in interaction 4. (c) Interaction 5.
(d) Zoomed-in interaction 5. (e) Interaction 6. (f) Zoomed-in interaction 6.

lower values for the first objective with ẑ5 = (2270, 0.008).
Fig. 5(c) shows the results. Again, the solutions have the same
behavior as in the previous interaction, where IOPIS sticks to
the boundaries of the desired region, but iRVEA generates
some solutions outside of it.

c) Interaction 6: Based on the solutions shown in
Fig. 5(c), the DM decides to provide a reference point between
ẑ4 and ẑ5 as ẑ6 = (2310, 0.007). Fig. 5(e) illustrates the solu-
tions. At this point, the DM wants to stop the solution process
with (0.008, 2280) as the most preferred solution. In fact, both
iRVEA and IOPIS were able to reach almost the same solu-
tion. Now, we are interested in comparing the two interactive
methods.

B. Assessing the Learning and Decision Phases

In Section III, we proposed RS (7) for the learning phase
and FD (10) for the decision phase. To utilize other indicators,
we only have to replace the function PHI(.) with the one that
calculates the indicator of our choice. For RS, we calculate the
indicator values for every generation of the interactive meth-
ods in the learning phase (interactions 1, 2, and 3). We can
assess the learning phase by using (7), which is equivalent to
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(a)

(b) (c)

(d) (e)

Fig. 6. Indicator values for iRVEA (the orange line) and IOPIS (the blue
line) for each generation during the learning phase. The arrow ↑ indicates
that higher values are better, and the arrow ↓ indicates that lower values are
better. (a) PHI values for each generation in the learning phase. (b) R-metric
values for each generation in the learning phase. (c) EH-metric values for
each generation in the learning phase. (d) PMOD values for each generation
in the learning phase. (e) PMDA values for each generation in the learning
phase.

calculating the area under the curves in Fig. 6. In Fig. 6, the
orange line represents the indicator values for iRVEA, and the
blue line represents the same for IOPIS.

For PHI values in Fig. 6(a), we can observe that in the
first interaction (the first 300 generations), IOPIS has a better
performance than iRVEA. In the second interaction (genera-
tions 300–600), iRVEA has a better performance for magiority
of generations. However, in generation 385, IOPIS obtain a
better performance than iRVEA, but it cannot maintain it. In
addition, toward the end of the second interaction, iRVEA’s
performance gets worse. Finally, for the third interaction
(generations 600–900), IOPIS retakes the lead.

Moreover, we can see in Fig. 6 that not all other indica-
tors show the same behavior. For example, for R-metric in
Fig. 6(b), throughout the majority of generations in all three
interactions, IOPIS has a slightly better performance than
iRVEA. Another example is PMOD in Fig. 6(d), where except
for the beginning of the second interaction, iRVEA has a better
performance than IOPIS. In contrast to PMOD, the EH-metric
in Fig. 6(c) declares IOPIS as the superior method for all
three reference points. Finally, for PMDA, we can observe
that for most of generations both methods have very simi-
lar performance except for the beginning of second and third
interactions.

For FD, we calculate λ4, λ5, and λ6. Based on (9),
λ4 = 0.876, λ5 = 0.976, λ6 = 1. Then, we get FD using (10).
See Table III for the FD results.

In Table III, we see that the assessments based on R-metric,
EH-metric, PMOD, and PMDA declare iRVEA as the winner.

TABLE III
VALUES OF RS AND FD FOR THE LEARNING AND DECISION PHASES BY

USING DIFFERENT INDICATORS. THE ARROW ↑ INDICATES THAT

HIGHER VALUES ARE BETTER, AND THE ARROW ↓
INDICATES THAT LOWER VALUES ARE BETTER

(a) (b)

Fig. 7. Positive (v+) and negative (v−) hypervolume indicator contributions
that the solutions had to the desired region. The values of IOPIS are denoted
by the blue line, and the values of iRVEA by the orange line. (a) Values of
v+ in the learning phase. (b) Values of v− in the learning phase.

On the other hand, our proposed indicator declares IOPIS as
the winner. Fig. 5 shows the solutions in the three interactions
of the decision phase. Here, all IOPIS solutions are inside the
desired region. However, iRVEA has generated many solutions
in all interactions outside of the desired region.

C. Choosing the Preferred Method

After the solution process, the analyst can use the indica-
tors to choose the best method. Here, not all the indicators
agree on which method is the winner, and it would be hard
to choose the interactive method to be used by the DM.
However, except for PHI, other indicators cannot provide easy-
to-digest information, which is understandable since they are
not designed to assess interactive methods. In PHI, we can eas-
ily show the assessment of v+ (5) and v− (2) to understand
how the interactive method is behaving.

For RS, we mentioned that PMOD’s assessment differed
from other indicators by declaring iRVEA as the winner. In
Fig. 7(a), we can observe that for most of the generations,
iRVEA has a better v= values than IOPIS. However, v− val-
ues [see Fig. 7(b)] illustrate that IOPIS converged toward zero
quite fast, and at the end of each interaction, none of the solu-
tions generated by IOPIS are outside of the desired region, but
this is not the case for iRVEA. This means that iRVEA per-
forms better than IOPIS within the desired region. However,
iRVEA generates some solutions that do not reflect the DM’s
preferences, and all of the solutions generated by IOPIS reflect
it (they are all inside the desired region). After analyzing
Fig. 7, the analyst feels more comfortable that IOPIS is the
better interactive method for the learning phase for RE21.

Obviously, in our case, we could easily see if solutions were
inside or outside of the desired region by visualizing the scatter
plots. However, in higher-dimensional problems, Fig. 7 can
provide valuable insight about the positioning of the solutions.

As for the FD, except for PHI, all other indicators declared
iRVEA as the winner. We provide information about v+ and v−
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TABLE IV
v+ AND v− VALUES FOR INTERACTION OF IRVEA AND IOPIS IN THE

DECISION PHASE. THE HIGHER THE v+ VALUE, THE BETTER,
AND THE LOWER THE v− VALUE, THE BETTER

for each interaction of IOPIS and iRVEA in Table IV. Here,
we see that if we only consider solutions inside the desired
region, iRVEA had a slightly better performance than IOPIS
in the last two interactions, and it would be in line with the
results of other indicators. However, IOPIS did not generate
any solution outside of the desired region (v− = 0) for all
interactions in the decision phase, which is not the case for
iRVEA. In fact, we can observe that the contribution of solu-
tions to the hypervolume indicator outside of the desired region
is bigger than the contribution to the hypervolume indicator
inside it (v− > v+) for all the interactions of iRVEA in the
decision phase. After reviewing these results, the analyst feels
that the solutions generated by iRVEA were not reflecting the
DM’s preferences. Therefore, he chose IOPIS to be best for the
decision phase. As a result, he chose IOPIS as the preferred
method for this problem’s actual interactive solution process
because IOPIS was better in both phases.

V. CONCLUSION

In this article, we proposed the first indicator that is
explicitly designed for assessing interactive evolutionary
multiobjective optimization methods. We also showed how we
could utilize this indicator to assess the learning and deci-
sion phases with interactive methods. Next, we compared the
performance of two interactive methods on an engineering
problem and demonstrated how our indicator could help the
analyst to choose a suitable method for solving a problem.

The proposed indicator uses DM’s reference point to iden-
tify the desired region. Then, it divides the hypervolume
indicator contribution of solutions into positive and negative
contributions. Finally, it uses the positive hypervolume indica-
tor contribution as the main performance assessment and uses
the negative hypervolume indicator contribution to penalize the
performance of interactive methods. Our proposed indicator
covers many of the desirable properties that have been identi-
fied for indicators designed for interactive methods. Besides,
one of the advantages of this indicator is that all of the cal-
culations are based on the hypervolume indicator, which is a
known concept, and it is easy to understand.

Furthermore, we showed that our indicator PHI could pro-
vide additional information to the analyst to further analyze
the methods being compared. For instance, by only looking at
the final performance assessment, one can understand if there
exists any solution that dominates the reference point or not.
In addition, the indicator can provide information on solutions
that are outside of the desired region as well as solutions that
are inside it.

There are still some desirable properties that PHI does
not cover. As for our next step, we focus on developing an
indicator that considers such desirable properties. For exam-
ple, because we need to calculate the hypervolume indicator
multiple times to be able to use our indicator, it makes PHI
computationally expensive, and it may not be practical to use
it for problems with a high number of objectives, especially
during the performance assessment of the learning phase.
Developing an indicator that is not computationally expensive
and indicators that can consider other types of preferences are
future research directions. Moreover, developing an indicator-
based interactive evolutionary method (based on PHI) can be
considered in the future. In addition, as shown in the supple-
mentary materials, the dystopian point can affect the value of
PHI, and coming up with a systematic way of setting it would
be an important future research direction. Finally, we assumed
that DM starts with the learning phase and moves on to the
decision phase. However, in practice, the DM may move back
and forth between these two phases. Identifying these phases
during interactions with the DM could itself be an interesting
line of research.
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