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ABSTRACT

ÖNNERSTAD, ANNA
IMPROVING UNDERSTANDING OF THE QCD MATTER PROPERTIES WITH
FLOW HARMONIC OBSERVABLES AT THE LHC

This thesis aims to shed light on key aspects of quantum chromodynamics (QCD)
by examining recent studies carried out at the Large Hadron Collider (LHC) at
CERN. The research focuses on understanding the transport properties of matter
created in heavy-ion collisions, specifically the specific shear and bulk viscosity,
which provide essential information about QCD. Three primary goals steer this
investigation.

The first goal is to accurately estimate these transport properties based on
experimental data. This is achieved through the use of Bayesian analysis and
additional flow observables that predominantly reflect non-linear hydrodynamic
responses. Despite existing uncertainties in model calculations, this approach has
shown to reduce these uncertainties significantly.

The second goal is to conduct higher-order multiparticle correlation mea-
surements. Bayesian analysis has allowed for the quantification of the sensitivi-
ties of each observable, and it has been found that observables reflecting a hydro-
dynamic nonlinear response are most sensitive to the transport properties.

Lastly, the third goal is to explore the formation of the Quark-Gluon Plasma
(QGP). The thesis investigates the smallest system size necessary for the forma-
tion of QGP and also probes whether small and large collision systems exhibit
the same underlying mechanism for similar observations.

In summary, this thesis explores the depths of QCD, with the aim of en-
hancing understanding and reducing uncertainties of the QCD matter properties
through precise measurements and analysis.

Keywords: QCD, QGP, FLOW, ALICE, CERN, LHC



TIIVISTELMÄ (ABSTRACT IN FINNISH)

ÖNNERSTAD, ANNA
QCD-AINEEN OMINAISUUKSIEN YMMÄRRYKSEN PARANTAMINEN har-
monisen flow:n mittauksin LHC:SSÄ

Tämä väitöskirja pyrkii valaisemaan kvanttiväridynamiikan (QCD) keskeisiä näkökul-
mia tarkastelemalla hiljattain CERN:in Suuressa hadronitörmäyttimessä (LHC)
suoritettuja mittauksia. Tutkimus keskittyy ymmärtämään raskas-ionitörmäyksissä
luodun aineen kineettisiä ominaisuuksia, erityisesti ominaisleikkaus- ja ominais-
bulkkiviskositeettia, jotka tarjoavat olennaista tietoa QCD:stä. Kolme ensisijaista
tavoitetta ohjaavat tätä tutkimusta.

Ensimmäinen tavoite on arvioida nämä kineettiset ominaisuudet tarkasti
kokeellisten tietojen perusteella. Tämä saavutetaan käyttämällä Bayesilaista ana-
lyysia ja virtausobservaabeleita, jotka kuvaavat pääasiassa epälineaarisia hydro-
dynaamisia vasteita. Olemassa olevista mallilaskelmien virherajoista huolimatta,
tämä lähestymistapa on osoittautunut vähentävän näitä epävarmuuksia merkit-
tävästi.

Toinen tavoite on suorittaa korkeamman kertaluvun monihiukkaskorrelaa-
tiomittauksia. Bayesilainen analyysi on mahdollistanut observaabeleiden herkkyyk-
sien määrittämisen, ja on havaittu, että hydrodynaamista epälineaarista vastetta
kuvastavat observaabelit ovat herkimpiä kineettisille ominaisuuksille.

Lopuksi kolmas tavoite on tutkia kvarkkigluoniplasman (QGP) muodos-
tumista. Väitöskirja tutkii pienimmän mahdollisen törmäysjärjestelmän kokoa,
jossa QGP:tä muodostuu, sekä tutkii, onko pienissä ja suurissa törmäysjärjestelmissä
yhtenevät perustavanlaatuiset mekanismit samanlaisissa havainnoissa.

Yhteenvetona, tämä väitöskirja tutkii QCD:n syvyyksiä, tavoitteenaan paran-
taa ymmärrystä ja pienentää QCD-aineen ominaisuuksien epävarmuuksia tarkko-
jen mittausten ja analyysin kautta.

Avainsanat: QCD, QGP, FLOW, ALICE, CERN, LHC



Author Anna Önnerstad
Department of Physics
University of Jyväskylä
Finland

Supervisor Adj. Prof. Kim Dong Jo
Department of Physics
University of Jyväskylä
Finland

Supervisor Adj. Prof. Sami Räsänen
Department of Physics
University of Jyväskylä
Finland

Reviewers Prof. Julia Velkovska
Department of Physics
Vanderbilt University
Tennessee
United States

Prof. Maya Shimomura
Department of Physics
Nara Women’s University
Nara
Japan

Opponent Prof. Anne Sickles
Department of Physics
University of Illinois at Urbana Champaign
Illinois
United States



PREFACE

I started this adventure in the middle of a pandemic, which influenced my expe-
rience quite a lot, and made me appreciate my colleagues and friends even more.
I therefore want to take this little corner of my thesis to thank everyone.

First and foremost, I want to thank my supervisor Dong Jo Kim. Thank you
for pushing me to do my best and for being a supervisor out of the ordinary, I
would never have learned as much as I did without you. The second person I
want to thank is Sami Räsänen, my co-supervisor. Thank you for going out of
your way to make sure of everyone’s wellbeing. I am forever grateful for the
times you have been there for me.

Jasper Parkkila and Cindy Mordasini, I would not even write this part if it
was not for the two of you. Jasper was there when I arrived and was extremely
patient with my coding skills. Cindy came along when I was almost halfway
through my PhD, and quickly became not only a colleague, but a friend of mine.
She taught me everything from how to improve my slides to explain basically ev-
ery little detail of how it works within a big collaboration such as ALICE. Thank
you both for always answering all my questions.

Everyone in the ALICE student office, Oskari Saarimäki, Heidi Rytkönen,
Andreas Molander, Laura Huhta, and Maxim Virta, thank you for all the good
times and the support. You really are the best, such legends! And the whole
Finnish ALICE group, I could not have joined a better group. A huge thank you
to my PAG flow coordinators and my conveners in ALICE, I learned a lot from
all of our discussions and felt your support.

I also want to thank my follow-up group, Tuomas Lappi and Kari Eskola,
for your support, and everyone in the Center of Excellence in Quark Matter group
for making such a pleasant and inspiring working environment.

A special thank you to everyone in the "Vappu"-group, you know who you
are! You made my experience in Finland to the best experience.

I want to express my gratitude to my reviewers, Prof. Julia Velkovska and
Prof. Maya Shimomura, for their time and effort in reviewing this thesis. I also
thank Prof. Anne Sickles for agreeing to be my opponent and for her willing-
ness to travel to Jyväskylä. Additionally, I am deeply grateful for the support I
received from the Magnus Ehrnrooth Foundation, which funded two years of my
thesis work. Finally, I want to acknowledge CSC in Finland, whose extra comput-
ing power made the computationally heavy Bayesian analysis possible. I extend
a huge thank you to them.

Min familj, ni har betytt och betyder allt för mig. Ni har verkligen stöttat
mig i allt, även om ni inte alltid har förstått vägen (vägarna?) jag har tagit. Kära
lilla mamma, livet har inte alltid varit lätt, men i kärleken från dig har jag alltid
känt mig trygg. Pappa, tack för att du alltid svarat när jag ringt och för att du
alltid varit någon att bolla ideer med, stora som små. Min andra familj, mina
vänner där hemma, Johanna, Josefine, Lena, Victoria, Lisa, platsen ni har i mitt
hjärta är föralltid eran.



The support, love, and inspiration I have gotten from my nowadays "vir-
tual" girl-gang, Katja, Eva, and Trine, has been invaluable. I can’t wait for a re-
union with all of you. I also want to thank my friend Yiota. Who could have
thought that one could find a friend for life in a clean-room during night shifts?
Thank you for always being there. Lastly, I want to express my gratitude to
Santtu. You will always be a part of my adventures in Finland. Thank you for
introducing me to your country.

Jyväskylä, June 2024, Anna Önnerstad



LIST OF INCLUDED ARTICLES

PI Parkkila, J.E. & Onnerstad, A. & Kim, D.J. Bayesian estimation of the specific
shear and bulk viscosity of the quark-gluon plasma with additional flow harmonic
observables. Phys.Rev.C 104(2021).

PII Parkkila, J.E. & Onnerstad, A. & Taghavi, S.F & Mordasini, C. & Bilandzic,
A. & Virta, M. & Kim, D.J. New constraints for QCD matter from improved
Bayesian parameter estimation in heavy-ion collisions at LHC. Phys. Lett. B 835
(2022).

PIII S. Acharya et al. (ALICE Collaboration) Higher-order correlations between dif-
ferent moments of two flow amplitudes in Pb-Pb collisions at

√
sNN = 5.02 TeV.

Phys.Rev.C 108(2023).

PIV S. Acharya et al. (ALICE Collaboration) Multiplicity and event-scale depen-
dent flow and jet fragmentation in pp collisions at

√
s = 13 TeV and in p–Pb

collisions at
√

sNN = 5.02 TeV. arXiv:2308.165911, accepted by PLB, final
proof here 0(2024).

List of Articles and Contribution

The author contributed to articles [PI] and [PII]. In these articles, which focus on
high energy physics phenomenology, the author was responsible for producing
model simulations in multidimensional parameter spaces on the CSC cluster and
reconstructing experimental observables. Additionally, the author played a lead-
ing role in writing the observable and chi-square test of the model to the data.

In experimental articles [PIII] and [PIV], which utilized the ALICE detec-
tor at the Large Hadron Collider, the author served as a member of the paper
committee in ALICE. Responsibilities included verifying the results, writing the
paper, and participating in the review process.

Another contribution of the author is the analysis of higher-order harmonic
symmetric cumulant measurements in Pb-Pb collisions at

√
sNN = 5.02 TeV. The

author acted as the primary analyst, performing and verifying the results. This
analysis includes the first-time measurements of correlations between the 5th and
6th harmonic flow amplitudes. The paper is currently being processed within the
ALICE collaboration and will be discussed in Chapter 5 of this thesis.



CONTENTS

ABSTRACT
TIIVISTELMÄ (ABSTRACT IN FINNISH)
PREFACE
LIST OF INCLUDED ARTICLES
CONTENTS

1 INTRODUCTION ............................................................................ 11

2 MODELING OF HEAVY-ION PHYSICS ............................................. 13
2.1 Relativistic hydrodynamics ....................................................... 15

2.1.1 Shear viscosity............................................................... 16
2.1.2 Bulk viscosity ................................................................ 16
2.1.3 Current knowledge on the transport coefficients of QGP ... 17

2.2 Initial states of collisions ........................................................... 18
2.2.1 Initial condition models.................................................. 20

2.2.1.1 MC-Glauber ....................................................... 20
2.2.1.2 MC-KLN............................................................ 23
2.2.1.3 EKRT................................................................. 23
2.2.1.4 TRENTo ............................................................. 25
2.2.1.5 IP-Glasma .......................................................... 27

2.2.2 Pre-equilibrium dynamics .............................................. 29
2.2.3 Particlization ................................................................. 29

2.3 Bayesian parameter estimation .................................................. 30
2.3.1 Model setup and analysis procedure ............................... 31

3 EXPERIMENTAL OBSERVABLES ...................................................... 35
3.1 Anisotropic flow....................................................................... 35
3.2 Multi-Particle Correlations ........................................................ 37

3.2.1 Two-Particle Correlations ............................................... 37
3.2.2 Multi-particle correlations and cumulants ........................ 38

3.3 Linear and non-linear flow modes.............................................. 40
3.3.1 Mode coupling .............................................................. 41

3.4 Generic frameworks of multi-particle correlations ....................... 46
3.4.1 Generic formulas ........................................................... 47

3.4.1.1 Multi-particle correlations without η-gap .............. 48
3.4.1.2 Multi-particle correlations with η-gap................... 48

3.5 Sensitivity of observables .......................................................... 50

4 EXPERIMENTAL SETUP .................................................................. 52
4.1 The Large Hadron Collider........................................................ 53

4.1.1 The experiments at LHC................................................. 55
4.2 A Large Ion Collider Experiment ............................................... 56

4.2.1 Tracking detectors.......................................................... 58



4.2.1.1 Time Projection Chamber (TPC) ........................... 58
4.2.1.2 Inner Tracking System (ITS) ................................. 60

5 ANALYSIS OF SYMMETRIC CUMULANTS ...................................... 62
5.1 Experimental setup and analysis ................................................ 62

5.1.1 Event and track selection ................................................ 62
5.2 Higher Order Symmetric cumulants........................................... 64

5.2.1 Systematic Uncertainty Evaluation .................................. 66
5.2.1.1 Description of the Barlow test .............................. 66

6 RESULTS ......................................................................................... 69
6.1 Bayesian parameter estimation in heavy-ion collisions at LHC...... 69
6.2 Higher Order Harmonic Symmetric Cumulants .......................... 70
6.3 Asymmetric Cumulants ............................................................ 72
6.4 Flow signal in small collision systems in LHC ............................. 74

7 SUMMARY ..................................................................................... 76

REFERENCES.......................................................................................... 77

APPENDIX 1 ACCESSING VERY HIGH ORDER FLOW COEFFICIENTS .. 91

2 MULTIPLICITY DEPENDENCE IN SMALL SYSTEMS ........................ 94

APPENDIX 3 TESTING WITH PYTHIA IN PP COLLISIONS AT
√

S =
13 TEV ............................................................................. 95

3.1 Results .................................................................................... 98
INCLUDED ARTICLES



1 INTRODUCTION

It was already predicted in the 70s that at sufficiently high energies or densities, a
new state of matter would emerge where quarks and gluons are deconfined [1–3].
In this state of nuclear matter, the constituent quarks and gluons are not confined
within the hadrons anymore, and can therefore move freely within the plasma.
Today, these extreme conditions can be achieved in high-energy heavy-ion col-
lider experiments. One of the pioneering experiments in this field is the Rela-
tivistic Heavy-Ion Collider (RHIC) [4–7] at the Brookhaven National Laboratory
(BNL). From its beginnings, this accelerator has been instrumental in advancing
our understanding of the behavior of the matter created in heavy-ion collisions.

In the course of their investigation, the researchers made a fascinating ob-
servation. They noted that the matter created in heavy-ion collisions expanded
in a way that exhibited a specific form of anisotropy [8]. The identification of this
anisotropy was of substantial importance, acting as a key turning point in our
understanding. It suggested that the expansion of the fluid-like matter was not
a random event but was being driven by the action of pressure gradients. This
insight held profound implications for our understanding of the fundamental
properties of matter. Prompted by these findings [4–7], researchers embarked on
a series of extensive studies aimed at exploring this phenomenon in more depth.
These investigations have been instrumental in shedding light on the properties
of the QGP and its behavior under different collision energies and species in var-
ious experiments.

The first indication of the creation of the QGP was observed in 1994 at the
Super Proton Synchrotron (SPS) at the European Organization for Nuclear Re-
search (CERN), which was able to accelerate heavier lead ions at 17 GeV per
nucleon pair. It was, however, not until 2000 that the first strong indications of
creation of QGP were reported from SPS [9], and in 2004 RHIC could confirm that
QGP behaves like a near-perfect liquid [10–13].

Recent studies on the QGP have also been conducted at the Large Hadron
Collider (LHC) [14–17] at CERN. A significant goal within the heavy-ion commu-
nity is to constrain the properties of QCD matter, including the transport proper-
ties of QGP. However, the uncertainties of these properties remain substantial in
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most model calculations [18–21].
The first goal of this thesis is to determine if further constraints can be placed

on transport properties using additional flow observables, now available from
LHC experiments. Thanks to progress made in Bayesian analysis, two global
Bayesian analysis papers [21, 22], that the author was involved in have demon-
strated a reduction in the uncertainty of transport properties when additional
flow observables from two beam energy data in LHC are used.

Bayesian analysis has also allowed for the quantification of the sensitivities
of each observable. These analyses found that observables reflecting hydrody-
namic nonlinear response are most sensitive to transport properties. Therefore,
the second goal of this thesis is to conduct higher-order multiparticle correlation
measurements [23], as they have been shown to be the most sensitive observables
studied.

These findings are based on observations in large collision systems. Another
important topic is determining the smallest system size needed for QGP to form.
Despite initial beliefs that QGP could only be created in heavy-ion collisions, re-
cent measurements have indicated QGP signals in smaller systems, such as pp
and p–Pb collisions. The question then arises: do small and large collision sys-
tems share the same underlying mechanism for similar observations? The third
goal of this thesis is to edge closer to an answer by examining methods where
non-flow effects, like jets, are correctly subtracted. This work is published in
Ref. [24]. As the experimental work’s details are provided in the paper, they are
only discussed in the result and summary sections of the thesis.

The thesis is structured as follows: Chapter 2 introduces the intricate mod-
eling process and the fundamental theoretical concepts that shape our under-
standing of QGP, as related to Refs. [21, 22]. Chapter 3 explores the experimental
observables that play a key role in larger system analyses. Chapter 4 focuses on
the experimental setup, specifically highlighting the ALICE detector at CERN.
Chapter 5 summarizes the experimental analysis of the higher-order harmonic
correlations not discussed in the papers from this thesis work. Chapter 6 sum-
marizes the thesis works. Finally, Chapter 7 provides an overall summary and
conclusions.



2 MODELING OF HEAVY-ION PHYSICS

Today, a substantial amount of physics research heavily relies on the utilization
of sophisticated computer models. These models and detailed simulations are
potent instruments that enable physicists to question assumptions, forecast out-
comes, and unveil discoveries in more intricate physical systems. This is partic-
ularly critical in scenarios where direct interaction with a real-world system is
impractical or entirely unfeasible.

This trend is certainly not an exception in the field of heavy-ion physics.
Given that the observations of an event within the fields of particle and nuclear
physics are confined to detector read-outs, which are triggered by long-lived final
state particles, the only viable approach to comprehend the event in its entirety is
to attempt to model it. This modeling is based on our existing understanding of
the parameters involved.

By observing how the model mirrors the results of a real-world event, physi-
cists can gain deeper insights into the dynamics at play. This approach not only
enriches our understanding of the event and serves to refine and enhance the
models themselves, fostering a cycle of continuous learning and improvement.

The most effective methodology for simulating heavy-ion collisions in-
volves segmenting the process of the collision into individual phases. This allows
for a complete understanding of the collision by focusing on each individual
stage. The stages are typically dictated by several key elements: the initial stage,
the QGP phase, the hadronization, and the hadronic scattering. The QGP phase
lasts approximately τ ∼ 5 to 8 fm/c, and will be discussed later in this chapter.
Having a proper description of each of these stages is important in order to
overall understand the collision.

An illustration of the collision stages is presented in Fig. 1. The first phase
in this process, the initial state, represents the period just before the actual col-
lision takes place. It encompasses information on various aspects, such as the
collision geometry, the deposition of energy density, and the dynamics of pre-
equilibrium [25–30]. This phase is of utmost importance as it sets the stage for
the following processes. The culmination of the initial partonic collisions gives
rise to a “fireball”. This fireball signifies a state of high excitation and the partons
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FIGURE 1 Stages of hydrodynamic evolution. 1. Two lead ions approaching each other
at τ = 0 (fm/c). 2. The energy density distribution and QGP after initial
conditions at τ ∼ 1 (fm/c). 3. The process of hadronization and hadronic
scattering begins around τ ∼ 10 (fm/c). 4. Due to expansion, the collective
description does not hold and the freeze-out stage happens at τ ∼ 20 (fm/c).
5. The particle tracks recorded in the detector.

within it undergo frequent collisions [31]. However, over time, these continuous
collisions actually pave the way for a state of local equilibrium. This state, known
as a thermalized state, is where the partons are deconfined. In other words, this
is the phase where QGP is formed. The period it takes to achieve a state of bal-
ance or equilibrium is commonly referred to as the thermalization time. This is
a crucial concept when discussing the formation of QGP. Upon the formation of
QGP, a thermal pressure is exerted by the system on the surrounding vacuum, in-
stigating a collective expansion. This collective expansion leads to a decrease in
both the temperature and the energy density of the medium. As the temperature
descends and eventually falls below a particular critical temperature, denoted as
Tc, the previously deconfined partons initiate a process, where the partons recom-
bine into hadrons, known as hadronization. This is the stage where the medium
undergoes a rapid expansion over a relatively small temperature interval.

Before the hadrons are detected, they undergo a two-step freeze-out stage
— the chemical and the kinetic freeze-out [32]. During the chemical freeze-out
phase, the hadrons collide frequently. The continuous collisions cause the
medium to persist in its expansion, and hence there is a reduction in tempera-
ture. As the expansion continues, the occurrence of inelastic collisions, which
allow hadrons to change their type, starts to decline. Eventually, these collisions
become too infrequent, leading to a fixed abundance of hadrons. As the system
continues to expand, the average separation between hadrons surpasses the
reach of the strong interaction. This implies that the rate of hadron collisions will
reduce to a level where maintaining a local equilibrium is no longer possible,
thus making the collective description of the system inapplicable. This phase is
recognized as the kinetic freeze-out stage [32].

The stages involved in the process cannot be measured directly. As such,
it is necessary to construct models based on our current understanding and then
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compare the predictions from these models to actual data. One method, which
has demonstrated its efficacy and is often utilized in the modeling of heavy-ion
collisions, is the complex approach of relativistic hydrodynamics [33, 34]. The
concept of applying hydrodynamics to the field of particle physics is not a new
one. In fact, the origins of which can be traced back to early efforts in the field.
These initial endeavors were primarily concentrated on analyzing the collective
motion of particles that originated from proton-proton (pp) collisions [33, 34].

In the hydrodynamic model, there is a particular focus on the expansion of
the system with transverse anisotropy. This model deviates from the expected
isotropic expansion, which is a characteristic of an ideal gas [35]. After the ex-
perimental validation of the fluid-like behavior of QGP [9], the hydrodynamics
model has gained significance in the heavy-ion physics field. This model, refined
continuously over time, has achieved remarkable accuracy in modeling the com-
plex dynamics of QGP. The hydrodynamics model, pivotal in providing insights
into the behavior and nature of QGP.

2.1 Relativistic hydrodynamics

This section provides a detailed explanation of the hydrodynamic model based
on Ref. [36]. At the core of general hydrodynamics are the principles of the
energy-momentum and charge conservation laws, which govern the behavior of
fluid dynamics. When these principles are extended to encompass the relativistic
scenarios, the energy-momentum conservation takes on the following mathemat-
ical representation:

δµTµν(x) = 0. (1)

The principle of charge conservation, also known as the continuity equation,
can be mathematically expressed as follows:

δµ Jµ
i (x) = 0. (2)

In these equations, Tµν refers to the energy-momentum tensor, a concept
in the field of general relativity, and Jµ

i denotes the charge current for various
conserved quantities, such as baryon number, strangeness, electric charge, among
others.

To further expound on this, the local 3-metric can be defined mathematically
as:

∆µν = gµν − uµuν. (3)

The charge current can now be expressed as follows:

Jµ = nuµ + qµ, (4)

This equation provides a way to represent the charge current in terms of the four-
velocity and the charge four-current.
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This equation allows for the expression of the energy momentum tensor, as
seen in [36]:

Tµν = εuµuν − (P + Π)∆µν + πµν. (5)

In this equation, ε represents the energy density. The equation of state, which is
typically denoted as P = P(ε, n), is a central concept in the fields of thermody-
namics and statistical mechanics. This equation establishes an important relation-
ship between the variables of a system and the pressure P. By doing so, it allows
us to complete the system of equations and describe the physical properties of
the system. In relativistic fluid dynamics, two key properties are the shear and
the bulk stress. These are represented by the symbols πµν and Π, respectively, in
Eq. (5). At this limit, the quantities are reduced to these three expressions:

πµν ∼ 2η∇〈µuν〉

Π ∼ −ζ∂µuµ
(6)

where ∇µ = ∆µν∂ν. From this boundary, the essential transport coefficients can
be identified, namely the shear viscosity (η) and bulk viscosity (ζ). In fluid dy-
namics, one can identify the transport coefficients that play an important role in
defining the characteristics of a fluid. These include the shear viscosity, denoted
as (η), the bulk viscosity, represented as (ζ). These coefficients are integral to
understanding the properties and behavior of the fluid. Alongside these, there
is the equation of state P(ε, n), which is an additional factor that helps in pre-
dicting how the fluid will respond under various conditions. Collectively, the
transport coefficients and the equation of state provide a complete framework to
understand and differentiate the characteristics of one fluid from another, thereby
playing a pivotal role in fluid dynamics study.

2.1.1 Shear viscosity

Shear viscosity, represented by the symbol η, is an important parameter that
quantifies a fluid’s resistance to deformation, specifically in response to shear
stress, as outlined in Ref. [37]. This property effectively measures how a fluid be-
haves under varying degrees of pressure, with a "thicker" or more viscous fluid
demonstrating a higher shear viscosity and consequently flowing more slowly
when subjected to pressure. On the other hand, fluids with lower viscosity are
characterized by stronger internal interactions among their constituent particles.
This results in these particles covering shorter distances while exchanging mo-
mentum with other particles, leading to a faster and more fluid flow in response
to external pressures.

2.1.2 Bulk viscosity

Bulk viscosity, denoted by the symbol ζ, is an important concept in fluid dynam-
ics as it measures a fluid’s resistance to both expansion and compression [37].
The ability of a medium to expand radially and the degree to which sound can be
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attenuated within that medium are both directly impacted by the bulk viscosity.
When a fluid undergoes processes of expansion or contraction, a certain amount
of energy is invariably required to rearrange the microscopic structure of the fluid
in order to adapt to the change in volume. This is where the bulk viscosity plays
a crucial role in determining the amount of energy necessary for these processes.
In heavy-ion physics, bulk viscosity is usually measured as ζ/s, similar to shear
viscosity. This represents a measure of the fluid’s internal friction in response to
changes in volume.

2.1.3 Current knowledge on the transport coefficients of QGP

FIGURE 2 The temperature-dependent parameterizations describe the specific shear
viscosity η/s(T). For comparison, values of η/s(T) for various common
substances are provided [38]. The lowest value for η/s for the QGP among
the substances in nature is estimated based on a Bayesian analysis [39].
Reprinted with permission from Ref. [39], 2019, Nature Physics.

The concept of specific shear viscosity, which is essentially the ratio of shear
viscosity to entropy density (η/s), has attracted significant interest in the field of
heavy-ion physics. Figure 2 presents a comparison of the specific shear viscos-
ity values for different substances, including the QGP. The currently established
measurement for the QGP η/s falls within the approximate range of ∼ 0.08 and
∼ 0.20 [40, 41]. This range is seen as an accurate representation because the mea-
sured ratio is regarded as having the lowest value found in nature. This con-
clusion aligns with the results derived from computations utilizing the anti-de
Sitter/conformal field theory (AdS/CFT). The theory suggests that the universal
minimum of the η/s ratio is situated at 1/(4π) ≈ 0.08 [42]. Given that the value is
infinitesimally small, close to zero, it bears a striking resemblance to what might
be considered an ideal "perfect" fluid. This conclusion comes from the observa-



18

tion that an ideal fluid is defined by having a η/s that is close to zero.
In the case of ordinary fluids, the dependency of the η/s, on thermody-

namic conditions, such as temperature, is a well-established concept. It has been
observed and studied extensively, and the relationship is widely accepted. In
the case of QGP, there are growing indications that a similar relationship might
exist [38].

However, despite the evidence and ongoing research, the exact form of the
η/s temperature dependence in QGP remains uncertain. Generally, in the case of
fluids, the minimum value of η/s(T) is found at the critical temperature, denoted
as T = Tc. Figure 2 presents η/s for various ordinary substances, such as water,
nitrogen, and helium [38], and are compared to parameterizations based on a
Bayesian analysis [39]. The diverse η/s(T) of the QGP candidates correspond
to two distinct temperature-dependent parameterizations, both having a mini-
mum, found at the critical temperature, Tc. These parameterizations reflect the
phase transition from hadronic matter to the QGP. Additionally, there are three
parameterizations with a constant temperature, each presenting an η/s value that
falls within the range of 0.08 and 0.2. These parameterizations contribute to our
comprehension of the temperature-independent aspects of the QGP.

Each parameterization is meticulously crafted to suit its respective model
calculations. These calculations, in turn, are precisely tuned to reproduce quanti-
ties that have been measured experimentally in heavy-ion collisions. The quan-
tities encompass a variety of factors, such as the charged hadron multiplicity.
Moreover, they also take into consideration the low momentum transverse (pT)
spectra, another pivotal element in this intricate equation of measurements and
calculations. Furthermore, several low harmonic flow observables also contribute
to these quantities. These measurements are not just numbers on a page; they
provide vital constraints on the properties of the QGP.

In the past, the contribution of bulk viscosity, denoted as ζ/s, to the prop-
erties of QGP was often overlooked. The common assumption was that its influ-
ence was negligible, and as a result, it was frequently omitted from calculations
involving QGP. This omission was routine and accepted in the scientific commu-
nity. However, recent discoveries have shed light on a different perspective. It
has been found that the simultaneous reproduction of some specific observables
cannot be achieved without incorporating the effect of ζ/s. This revelation has
prompted a shift in the previous assumptions. It is now believed necessary to
consider a nonzero ζ/s value in the region around the critical temperature, Tc.
This has opened up a new avenue of exploration in the studies of QGP and the
understanding of its properties.

2.2 Initial states of collisions

Before the complex process of running hydrodynamic models can even begin,
one must first secure information regarding the initial conditions of the collision.
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This is where the intricacies and importance of the initial state models become
apparent. These models are responsible for providing the initial conditions by
determining the initial state’s energy density. They cover all aspects, from care-
fully structuring the collision’s geometry to accurately placing energy density,
and even managing the dynamics before equilibrium. Once these initial state
models have completed their task, the hydrodynamic model can then begin its
work on the newly generated initial state [36]. This entire process is facilitated
through a thoroughly designed lattice equipped with the initial values required.
This lattice then sets the initial conditions for the differential equations govern-
ing hydrodynamics, thereby setting the stage for the hydrodynamic models to
function effectively.

The model for typical initial conditions can be dissected into several unique
steps, each of which is characterized by varying degrees of complexity and a
variety of underlying physical assumptions. These steps form the backbone of the
process of establishing initial conditions and, in most instances, can be outlined
in the following manner:

1. The first step involves establishing the initial structure for the collision sys-
tem. This is a crucial stage as it sets the foundation for the entire process.

2. The second step requires arranging the nucleons based on a specific nuclear
density distribution. This ensures that the nucleons are correctly positioned
within the system.

3. The third step is establishing nucleon participants based on a binary col-
lision probability. This is a calculation that decides which nucleons will
partake in the collision.

4. The fourth step is the assignment of a specific shape and density for each
participant nucleon. This is an important step as it helps predict how the
nucleons will behave during the collision.

5. The fifth step involves assessing the nuclear thickness and the deposit of
energy density within the participant region. This is important for under-
standing the potential outcomes of the collision.

6. The final step is free streaming and/or pre-equilibrium dynamics. This pro-
cess allows the system to reach a state of equilibrium before the collision
occurs.

Each of these steps plays a vital role in the process of establishing initial condi-
tions for the model and contributes to the accuracy and reliability of the model’s
predictions.
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2.2.1 Initial condition models

2.2.1.1 MC-Glauber

In nuclear physics, a simple model is often used to describe the external geometry
of atomic nuclei. This model is based on the assumption of a circular area, with
a nuclear radius defined by the equation R = r0A1/3. In this equation, r0 is a
constant equal to 1.275 fm, and A represents the mass number of the nucleus.
This model was originally proposed in Ref. [43].

The model also takes into account the impact parameter, denoted as~b. This
refers to measuring the relative distance between the centers of two nuclei, par-
ticularly looking at their placement on the azimuthal plane. The selection of this
parameter can be either random or based on the desired centrality of the collision,
depending on the specifics of the analysis.

When chosen randomly, the impact parameter may be deduced from the
dσ/db = 2πb distribution, which is a common choice in nuclear physics. This
distribution provides a range of possible values for the impact parameter, allow-
ing for a variety of scenarios to be modeled.

In experiments, the orientation of the system is also random. This random-
ness is a reflection of the inherent uncertainty in quantum mechanical systems.
Therefore, it is logical to select a random system orientation between 0 and 2π ra-
dians when using this model. This choice ensures that the model can accurately
represent the full range of possible orientations, further increasing its versatility
and applicability.

The positions of the nucleons within the nucleus are not fixed, but fluctu-
ate, and their distribution is determined in accordance with a nuclear density
distribution. As a first step, one would take would be to establish these nucleon
positions. These positions, once determined, will later contribute to the calcu-
lation of the nuclear energy density, an important aspect in understanding the
properties of the nucleus.

The second step of the procedure involves taking samples of the nuclear
density for every single nucleon. The nuclear density is in direct proportion to
the nucleus’s mean field potential, which is determined by the distance, repre-
sented as ’r’, from the nucleus’s center. When it comes to modeling this mean
field potential, the Woods-Saxon potential [44] is the most commonly used one.
The mathematical formula for this potential is given by

V(r) = − V0

1 + exp( r−R
a )

, (7)

In this equation, the variable a is used to ascertain the diffuseness of the nuclear
surface, in other words, the thickness of the nucleus surface. This surface thick-
ness is a measure of how quickly the potential falls off towards the edge of the
nucleus.

For illustrative purposes, the Woods-Saxon potential for a lead ion, specifi-
cally 208Pb, has been plotted in Fig. 3. It should be noted that it is also possible to
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FIGURE 3 The Woods-Saxon potential is applied for the isotope 208Pb. In this specific
case, the parameters used are r0 = 1.275 f m and a = 0.7 f m. These param-
eters represent the radius of the nucleus and the diffuseness respectively.
Thus, the Woods-Saxon potential provides an accurate model for the inter-
action between the nucleons in 208Pb.

utilize the mean field potentials to separate protons and nucleons. This is done in
order to more accurately incorporate the Coulomb potential for protons and the
skin effect for neutrons into the model.

The nuclear density can be extracted from the Woods-Saxon potential using
Eq.(7), which yields ρ(r) ∝ V(r). Following this, one samples the radial prob-
ability distribution, denoted as P(r) ∝ r2ρ(r), in order to allocate the nucleons
for the two nuclei in the collision system. In this particular setup, nucleon po-
sitions are assumed to be uncorrelated, meaning that each nucleon’s position is
independently determined. To prevent an unrealistic degree of nucleon overlap,
a minimum distance, usually of the order of ∼ 1 f m, may be imposed. This en-
hances the model’s authenticity and aligns it more closely with observed nuclear
behavior.

Following the distribution process, the next step encompasses the finaliza-
tion of the geometric configuration of the two incoming nuclei. This stage, along
with those that follow, requires an understanding and definition of the intrinsic
shape and structure of the nucleons, which includes aspects such as their size and
density profile.

Accurate measurements have provided us with valuable information re-
garding the size and shape of smaller entities, such as the proton. However, the
connection or correlation between these individual properties and the initial con-
ditions under which a heavy-ion collision occurs remains uncertain.

This relationship is often measured by considering it as a variable, a free
parameter, within the theoretical structure. In essence, this is an unknown con-
stant that is determined through a rigorous process of fitting to empirical data
obtained from numerous experiments.

While one can make an educated guess that the shape and spatial arrange-
ment of nucleons adhere to a specific physical distribution, it is far from a con-
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firmed fact. The density of a single nucleon is determined by the Fermi distribu-
tion [45]. This distribution provides us with a theoretical framework to under-
stand and possibly predict the behavior of such particles.

ρnucleon(r) = ρ0
1 + w

( r
R
)2

1 + exp
( r−R

a
) . (8)

In the context of this particular equation, the variable w is representative of the
width of the nucleon. The remaining parameters in this equation function in a
way that is analogous to those found in Eq. (7). Other types of distributions,
such as the Gaussian distribution, are also commonly used in these calculations.
Occasionally, these distributions are accompanied by certain modifiers that are
designed to account for fluctuations in density.

This is a method that allows for the consideration of the fact that densities
are not always constant, and can fluctuate based on various factors. The density
of individual nucleons, or the basic units of matter, is then combined together to
form the overall density ρ(x, y, z). This resultant density is representative of both
of the two nuclei in question. Through this process, we are able to get a more
accurate representation of the densities and distributions of the nuclei.

After assigning the density, the nuclear thickness can be defined. This nu-
clear thickness serves as a representation of the transverse profile of nuclei A and
B. This is done as follows:

TA,B(x, y) =
∫

dzρA,B(x, y, z) =
NA,B

∑
i

∫
dzρ

(i)
A,B;nucleon(x, y, z). (9)

In the context of this equation, NA,B represents the count of what are re-
ferred to as participant nucleons for each nucleus. This term signifies that the con-
tribution to the nuclear thickness, denoted TA,B, come only from those nucleons
involved in one or more binary collisions.

Furthermore, the probability of a nucleon colliding with another is given
by Pij ∼ p(ρ(i)A;nucleon, ρ

(j)
B;nucleon). This probability is often defined using what is

known as a hard disk model, which can be expressed as follows:

r ≤ σNN

π
, (10)

This model does not differentiate between a head-on nucleon-nucleon colli-
sion and a peripheral nucleon-nucleon collision. Alternatively, a smoother Gaus-
sian or an Eikonal-type overlap function could be used.

The primary objective of the initial condition model is to transform the given
nuclear thicknesses, denoted as TA and TB, into an energy density, indicated by
ε ∼ f (TA, TB). Distinct predictions arise from different models due to the varying
assumptions made about the physical mechanisms of energy production.

In the basic MC-Glauber model [43], the method of energy deposit is rather
uncomplicated. It involves both the addition and multiplication of the two thick-
nesses, which are utilized to model the energy density in the nuclear matter and
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the individual nucleon-nucleon collisions, respectively. This can be illustrated as
follows:

ε ∼ TA + TB + αTATB, (11)

In this equation, α is a phenomenological variable. It has an important role in
controlling the relative strength of the energy deposition in nucleon-nucleon col-
lisions.

2.2.1.2 MC-KLN

The MC-KLN model is an initial condition saturation model [46, 47]. This model
is based on the Color Glass Condensate (CGC) [48] field theory, which regulates
the behavior of gluons at high energy. In the MC-KLN model, a unique satu-
ration picture is proposed. This picture assumes that the number of produced
partons reaches a saturation point. Remarkably, this saturation point is directly
proportional to the square of the parton transverse momentum, denoted as Q2,
and the area of the nucleus. The reasoning behind this phenomenon is rooted
in the uncertainty principle. According to this principle, as the parton’s momen-
tum increases, it will occupy a larger area on the Lorentz contracted nucleus disk.
This means that the parton’s "footprint" on the nucleus expands as its momen-
tum grows. When a sufficient number of partons are present, they will begin to
overlap and interact, which impedes any further increase in parton density. This
critical juncture, where the increase in parton density is halted, is known as the
saturation scale, represented by Qs. Furthermore, the energy deposition in such
a system is directly related to the density of produced gluons, as shown by the
following equation:

ε ∼ dNg

dyd2r⊥
∼ Q2

s,min

[
2 + log

(
Q2

s,max

Q2
s,min

)]
, (12)

where Q2
s,min ∝ Tmin(A,B) and Q2

s,max ∝ Tmax(A,B). These relationships pro-
vide a mathematical representation of the saturation scale and its dependence on
the properties of the interacting partons and the nucleus.

2.2.1.3 EKRT

EKRT is a thorough saturation model, which has been specifically designed
to incorporate collinearly factorized perturbative Quantum Chromodynamics
(pQCD) in the production of minijets [49, 50]. This model operates on the
principle that the energy deposition is primarily driven by the saturated low-pT
partons, in addition to the higher energy partonic jets or minijets that are
subsequently produced during this process.

To quantify this, the initial transverse energy density of the minijet in a spe-
cific rapidity range, represented as ∆y and above a predetermined transverse mo-
mentum scale p0 >> ΛQCD, can be calculated using the formula shown below:
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dET

d2x ∗ ⊥
= TA(x ∗ ⊥)TB(x ∗ ⊥− b)σ〈ET〉 ∗ p0, ∆y, β. (13)

In the context of the equation, the term σ〈ET〉p0,∆y,β represents the cross-section of

the minijet. This is equivalent to σ〈ET〉p0,∆y,β =
∫ √sNN

0 dETET
dσ
dET

. Additionally,
dσ

dET
is derived from the phase-space integrations of next-to-leading order (NLO)

(2→2) and (2→3) partonic scattering cross-sections.

In conclusion, it’s important to underscore the role that the nuclear thick-
ness TA,B plays in the equation, as it encompasses all the nucleons present in both
nuclei. Each nucleon, from both nuclei, contributes to the overall structure and
properties of the nuclear system being studied. Therefore, in understanding this
equation, one must fully recognize the nature of TA,B, and how it encapsulates the
collective contribution of every single nucleon from the two nuclei. This signifies
that EKRT treats every nucleon as a participant when the initial nuclear thickness
is generated, thus ensuring a comprehensive and accurate calculation.

Within the scope of partonic scattering events, at transverse momenta pT <
p0, it’s observed that the higher-order processes, such as those involving 3 → 2
scattering, start to play a more significant role, overshadowing the contributions
from minijets and conventional low-order processes. Within the frame of a satu-
ration condition, this can be expressed as dET

d2x⊥dy (2→ 2) ∼ dET
d2x⊥dy (3→ 2).

In light of this, a criterion can be formulated for the transverse energy den-
sity production of minijets. This is given by the following equation:

dET

d2x⊥dy
=

Ksat
π

p3
0∆y (14)

In this equation, the saturation momentum is denoted by psat. This is computed
using a Monte Carlo (MC) implementation, with fixed values for the parameters
Ksat and β.

Once the minijet production, as given by equation (13), is connected to the
saturation criterion, denoted by equation (14), it is then possible to numerically
determine the saturation scale p0. By setting psat ≡ p0, the formula for the energy
density evolves to take the following form:

ε ∼ Ksat

π
p3

sat(Ksat, β; TA, TB). (15)

In terms of visual representation, the EKRT generated energy density profile can
be observed in Fig. 4. Additionally, the parameterized saturation momentums,
considered as a function of nuclear thickness, can be viewed in Fig. 5.
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FIGURE 5 Parameterizations of the EKRT saturation momentum psat are depicted for
Ksat = 0.5 (left) and Ksat = 0.75 (right), as detailed in the work by Niemi
et al. [49]. Reprinted with permission from [49], 2016, American Physical
Society.

12345678
y [fm]

0

50

100

150

200

250

300

e
[G

eV
/f

m
3

]

20−30 %

(b)

pQCD

eBC

eWN

0 1 2 3 4 5 6 7 8
x [fm]

LHC Pb +Pb

2.76 TeV

FIGURE 4 The energy density profile is obtained from EKRT with parameters Ksat =

0.63 and β = 0.8 at τ0 = 0.204 during Bjorken pre-thermal free streaming
from Ref. [49]. Reprinted with permission from [49], 2016, American Physi-
cal Society.

2.2.1.4 TRENTo

TRENTo (Reduced Thickness Event-by-event Nuclear Topology) [51] is an initial
condition model that operates differently from its counterparts. In the realm of
nuclear physics, there exists a multitude of initial condition models, each gener-
ating a unique array of initial states. These initial states, in turn, lead to consider-
able differences in the predicted values of hydrodynamic transport coefficients by
these models. As a result, the inherent complexity of these models and the vast di-
versity of their outputs make it an challenging task to completely disentangle the
variations in initial conditions from the properties of the QGP medium. To navi-
gate this intricate landscape, TRENTo introduces a novel approach. It employs a
parametrized function of the nuclear thickness, a departure from the traditional
method that relies heavily on the intrinsic physical assumptions of the energy
deposition. This departure consequently simplifies the representation by reduc-
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ing its complexity. The usage of such parametrization provides a dual benefit. It
not only allows for the simultaneous constraint of initial conditions and medium
properties, but it also grants a phenomenological perspective on the actual form
of the initial conditions.

The probability of a collision between two nucleons candidates in nuclei A
and B is evaluated by

Pij = 1− exp
(
−σgg

∫
dxdy

∫
dzρ

(i)
A;nucleon

∫
dzρ

(j)
B;nucleon

)
. (16)

In this context, the term σgg is used to denote an effective parton-parton inter-
action cross-section. This cross-section is then normalized by the total nucleon-
nucleon cross-section, which is represented by σNN. Nucleons will contribute to
the nuclear thickness only if the collision probability in Eq. 16 is positive.

To determine if the nuclei collides, the probability is sampled once, assum-
ing they do collide, TRENTo assigns fluctuations to the nucleon densities, leading
to a fluctuating nuclei thickness

T̃A,B =
NA,B

∑
i

w(i)
A,B

∫
dzρ

(i)
A,B;nucleon(x, y, z). (17)

This thickness will in turn model the fluctuating quantity of partons generated in
each collision between nucleons. w(i)

A,B in Eq. 17 is the weight of participant i and
is sampled from a gamma distribution

Pκ(w) =
wκ−1κκ

Γ(κ)
e−κw. (18)

With the reduced thickness of the two colliding nuclei, TRENTo derives the final
energy density

ε ∼
(

T̃p
A + T̃p

B
2

) 1
p

. (19)

Here, p is introduced, which is a dimensionless phenomenological parameter,
also referred to as the energy deposition parameter. This particular parameter
holds significant importance in the model because it provides the flexibility to
adjust the model’s behavior. By simply tweaking the value of p, the TRENTo
model can reproduce the results of a broad spectrum of other models. This means
that TRENTo has the inherent capability to mimic the characteristics of various
models by just manipulating a single parameter.
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cleon model’s prediction. Reprinted with the permission from [52], 2016, the
American Physical Society.
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FIGURE 7 This figure presents the eccentricity generated by the TRENTo model with
specific parameters, namely p = 0, k = 1.6, and nucleon width w = 0.4
(Gaussian). These results are subsequently compared with those derived
from other models. The comparison is meticulously plotted as a function of
impact parameter, thereby providing a comprehensive overview of the dif-
ferences and similarities between the models, and illuminating the unique
aspects of the TRENTo model. Further details of this process and the models
used can be found in the referenced work [52]. Reprinted with the permis-
sion from the American Physical Society, 2016.

2.2.1.5 IP-Glasma

The IP-Glasma model effectively combines the Color Glass Condensate satura-
tion model (IP-Sat), which considers the impact parameter, with a classical Yang-
Mills model that focuses on the initial gluon fields. This combination makes the
IP-Glasma model a successful model for initial conditions [53]. While all the mod-
els discussed so far express the energy density in terms of TA,B, the IP-Glasma
model deviates from this norm. IP-Glasma requires a few distinct steps before
the energy density can be derived, adding to its complexity.

The first step in this process involves obtaining the color charge density,
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denoted as g2µA,B. This is achieved in a manner that is directly proportional to
the summed saturation scales, represented as Q2

s , which is a concept provided
by the IP-Sat model. It is important to note that each individual nucleon in the
system contributes to this saturation scale. After this, the color charges, denoted
as ρa, are drawn from a Gaussian distribution. This can be represented by the
following equation:

〈ρa
A,B(~x⊥)ρ

b
A,B(~y⊥)〉 = (g2µA,B)

2δabδ(2)(~x⊥ −~y⊥), (20)

The gluon fields, which are pivotal for our understanding of the strong in-
teractions between quarks and gluons, are then derived by methodically solving
the classical Yang-Mills equations:

[Dµ, Fµν] = Jν. (21)

In equation 21, Jν = δν±ρA,B(~x⊥) represents the color current. Through this equa-
tion, the gluon fields are finally determined. From these deduced gluon fields,
the energy density, denoted as ε, is derived and evolves to a starting time of the
hydrodynamic model.

In Fig. 8, the energy density profile from the IP-Glasma model is presented
alongside two other simpler models. Additionally, the eccentricity generated by
the IP-Glasma model is showcased in Fig. 9.

MC-Glauber MC-KLN IP-Glasma

FIGURE 8 This figure presents the visualization of the initial energy density profile of
nuclear collisions. Three models are employed in the representation of these
profiles: the Monte Carlo Glauber (MC-Glauber), the Monte Carlo Kharzeev-
Levin-Nardi (MC-KLN), and the IP-Glasma models [53]. Reprinted with per-
mission from [53], 2012, American Physical Society.



29

Entries  0

b [fm]
0 2 4 6 8 10 12 14

n
ε

0.1

0.2

0.3

0.4

0.5

0.6

Entries  0

MCKLN

IPGlasma

 = 0 τ

2ε

4ε

6
ε

2ε

4ε

6
ε

Entries  0

b [fm]
0 2 4 6 8 10 12 14

n
ε

0.1

0.2

0.3

0.4

0.5

Entries  0

MCKLN

IPGlasma

3
ε

5
ε

 = 0 τ

3ε

5ε

FIGURE 9 The eccentricity derived from the IP-Glasma model is compared to the
MC-KLN model, specifically as a function of the impact parameter [54].
Reprinted with the permission from [54], 2012, American Physical Society.

2.2.2 Pre-equilibrium dynamics

In general, hydrodynamic models are based on the assumption that the medium
has reached a state of thermal equilibrium. As per our current understand-
ing [55], the QGP achieves this state of thermalization rather quickly, typically
within a time span of approximately 1 fm/c. This rapid thermalization implies
that the principles of hydrodynamics can be applied very early on, immediately
following the initial collision.

However, it is important to note that this thermal equilibrium is not instan-
taneous. There is a need for a secondary dynamical process to convert the initial
energy density profile into a state of thermal equilibrium. This process is not
addressed by hydrodynamic models, requiring the development of additional
models to account for it.

One such model is the Freestreaming model [55]. This model attempts to
simulate this secondary dynamical process. It does so by hypothesizing that the
constituents of the QGP in the initial stages of the collision move as free partons,
according to the principles of the collisionless Boltzmann equation. As the system
expands, collisions are gradually introduced, which helps the system transition
towards thermal equilibrium.

2.2.3 Particlization

In the continuously evolving process of the medium’s expansion, the system un-
dergoes a cooling down phase. As it cools, it will eventually reach a specified
temperature at which the partons can no longer remain in a state of deconfine-
ment. In response to this change in conditions, the partons will start to rebound
with each other, leading to the formation of an assortment of hadrons. This pro-
cess, known as hadronization or particlization, is a phase in the evolution of the
medium.

The concept of hadronization is often modeled utilizing the Cooper-Fry de-
scription, a well-established paradigm in the field. This model proposes the sam-
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pling of particles from the hypersurface of the hydrodynamic evolution, a process
that is mathematically represented in equation ??:

Ep
dNn

d3p
=

1
(2πh̄)3

∫
Σ

p · d3σ(x) fn(x, p), (22)

In this equation, Σ symbolizes the surface of condensation and fn(x, p) represents
the phase-space distribution for a specific type of hadron species.

In the context of these theoretical models, the temperature at which the pro-
cesses of hadronization and the subsequent freeze-out stage start is often labeled
as the specific switching temperature, or Tswitch. This use of a switching temper-
ature is a common approach in the field, providing a quantifiable point at which
these transformative processes begin.

However, while the use of a switching temperature is prevalent, it is not the
only approach. Alternative methods that are based on different parameters such
as expansion and scattering rates have also been proposed [56, 57].

2.3 Bayesian parameter estimation

A set of parameters is often employed as a tool to encapsulate and represent
constants or relations that exist in the natural world. These parameters enable
researchers to quantify their observations and provide a structured framework
within which these observations can be evaluated and compared. For instance, it
was discussed in previous sections that models of initial conditions often utilize
parameters that govern the size of the nucleon and the scale of energy deposi-
tion. These parameters serve as control factors in these models, offering a means
to manipulate and examine different scenarios and their outcomes. Similarly, hy-
drodynamic models make use of parameters to regulate various transport prop-
erties. These include, but are not limited to, η/s(T), and the bulk viscosity to
entropy density ratio, represented as ζ/s(T). Through the strategic use of these
parameters, researchers can effectively model and predict the behavior of these
transport properties under different conditions.

The concept of estimating parameters may initially seem complex, but it
essentially refers to the process of model calibration. This is a crucial step in any
type of statistical modelling, where the parameters of the model are delicately
tuned to achieve the best possible reproduction of experimental results.

In recent years, there has been a significant increase in the use of Bayesian
statistics within the scientific community [21, 39, 58–65]. This method of Bayesian
parameter estimation is based on Bayes’ theorem, which can be expressed math-
ematically as follows:

P(~x|~y) ∝ P(~y|~x)P(~x). (23)

In this equation, the ’likelihood’ P(~y|~x) represents the model’s accuracy in accu-
rately representing the data, while the ’prior’ P(~x) encapsulates our initial under-
standing or assumptions about the parameters.
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This method is iterative and throughout the process, probability distribu-
tions for the optimal parameter values are derived. The result is a detailed picture
of how the parameters should be set to achieve the closest fit to the experimen-
tal data. For those who are interested in learning more about this process, more
detailed explanations can be found in Ref. [39, 62].

2.3.1 Model setup and analysis procedure

In this thesis, one of the analyses that is presented is based on the Bayesian
parameter estimation framework, as provided by Ref. [39]. This framework is
strategically employed to estimate the transport properties of the QGP utilizing
the higher harmonic observables as a component of the estimation process.
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FIGURE 10 A schematic view of the Bayesian Analysis process. The process begins
with a prior from the hypothesis, representing a range of feasible param-
eters. Hydro calculations are then run within these ranges. The aim is to
identify the optimal set of model parameters that most accurately reflect the
experimental data. Constraints such as flow observables among others are
utilized to hone in on the shear and bulk viscosity. This process constitutes
the Calibration phase. Figure credits to Jasper Parkkila and Dong Jo Kim.

To perform this analysis, a modified model was constructed, a process over-
seen and carried out by Dr. Jasper Parkilla. This model comprises of several
constituent models, each playing an integral part in the overall analysis. These
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models and their specific roles have been detailed below:

• The first component of the model is the TRENTo initial conditions [39, 62].
This model is responsible for determining the initial conditions of the sys-
tem and its parameters relate to nucleon attributes and energy deposition.
It contains 4 parameters that can be fine-tuned to match experimental data.

• The second component is the freestreaming pre-equilibrium dynamics [55,
66], which describes the evolution of the system before thermal equilibrium
is reached. This model has a single parameter, which is the time scale of the
freestreaming process.

• The third main component is the OSU 2+1D viscous hydrodynamics model
(also known as VISHNew) [67, 68]. This model, which contains 8 param-
eters, is used to simulate the viscous fluid dynamics of the Quark-Gluon
Plasma.

• The final component of the model is the UrQMD hadronic afterburner [69,
70]. This model is used to simulate the final stages of the collision, including
the transition from the Quark-Gluon Plasma to a gas of hadrons and the
subsequent interactions of these hadrons. It does not have any estimated
parameters.

The combination of models used in this instance serves as an example and signi-
fies the starting point of this research project. Future plans include the integration
of EKRT as an initial state model. But, in the course of this study, presented in this
thesis, the total count of parameters that were used were 13. The majority of these
parameters were specifically designed to make up the parameterizations for the
η/s and ζ/s. The formulation of the viscosities in this study has been expressed
using the following equations:

(η/s)(T) = (η/s)min + (η/s)slope(T − Tc)

(
T
Tc

)(η/s)crv

(24)

and

(ζ/s)(T) =
(ζ/s)max

1 +
(

T−(ζ/s)peak
(ζ/s)width

)2 (25)

The above equations represent the parameterized form of the viscosities.
The details of the analysis and the methodology employed in this research are
comprehensively included in Ref. [21]. In addition, a follow-up paper that incor-
porates new and independent observables as input for the model is extensively
summarized in Chapter 6.

The primary objective of this analysis is to uncover an enhanced parameteri-
zation method that has the capability to accurately reproduce the newly observed
higher harmonic flow patterns along with the pre-existing lower harmonic ones.
Moreover, the research seeks to evaluate the sensitivity of these novel observables
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to various transport coefficients. A part of the aim is also to evaluate any poten-
tial model shortcomings that may be revealed in the process, thereby providing a
pathway for future improvements in the model.
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FIGURE 11 The compilation of various estimates of the temperature dependence of the
specific shear and bulk viscosity as of 2021 [17] is shown in the top and
bottom panels, respectively. The fixed sets of parameterizations from four
different hydrodynamical model calculations are shown on the left, and
the uncertainty ranges of estimated parameterizations based on Bayesian
analysis from four different groups are shown on the right. The ranges on
the right represent the 90% credibility region from the Bayesian analysis.
Reprinted with permission from [17], 2022, EPJC.

The compilation of various estimates of η/s and ζ/s as of 2021 [17] are
shown in Fig. 11. This was done while the ALICE collaboration was summa-
rizing their 20-year journey [17]. Four different hydrodynamical models are
presented, along with limits from pQCD [71], AdS/CFT [42], and AdS/Non-
Conformal Holographic [72]. The upper panel presents the η/s, where
EKRT+hydrodynamics [49], IP-Glasma+MUSIC, and TRENTo+v-USPhydro [73]
are all temperature-independent, while TRENTo+VISHNU displays an increas-
ing η/s value with rising temperature. The lower panel illustrates ζ/s, where
EKRT+hydrodynamics and TRENTo+v-USPhydro both hold a value of zero, and
the two other models have a non-zero value, agreeing better with AdS/CFT.

On the right side of Fig. 11, the Bayesian parameter estimated posterior dis-
tributions of η/s and ζ/s are depicted as ranges representing the 90% credibility
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region. The four models displayed in Fig. 11, namely Duke [18], Jyväskylä [21],
Trajectum [19], and JETSCAPE [20], have all utilized ALICE measurements of
anisotropic flow to constrain the temperature-dependent specific shear and bulk
viscosity. For η/s, the temperature is T = 0.3 GeV, and for ζ/s, it is T = 0.2
GeV. The figure shows that JETSCAPE has a broader η/s posterior range than
Duke, Jyväskylä and Trajectum. The Jyväskylä group’s results included higher-
order harmonic flow measurements, like flow amplitudes and Symmetric Cumu-
lants, but only with the higher beam energy data for this study (both observ-
ables will be explained in Chapter 3). The ranges for ζ/s vary more between the
models than for η/s. JETSCAPE argues that the pre-equilibrium duration sig-
nificantly influences the extracted transport properties. This can also be seen in
TRENTo+v-USPhydro [73], where the hydrodynamic evolution initiates without
a pre-equilibrium phase. Therefore, it requires a low η/s value (0.05) and ζ/s to
be 0 to represent ALICE data [74]. The extension from Jyväskylä [21] is part of
this thesis and was published in [22]. This work incorporated the lower beam
energy results and is summarized in Section 6.



3 EXPERIMENTAL OBSERVABLES

In heavy-ion physics, understanding core principles often depends on measuring
particle-level observables, allowing a detailed evaluation of theoretical models
and enhancing understanding. An important step in this process is the com-
parison of measured observables, the empirical data gathered from experimental
procedures, with those that are predicted by the theoretical calculations of the
model. This comparison helps in evaluating and refining the model, resulting in
more accurate predictions.

This chapter delves deeper into the concept of anisotropic flow. This concept
is a tool for gauging and quantifying the effects of medium expansion in the con-
text of heavy-ion physics, providing valuable insights into the dynamics at play.
By utilizing this concept of flow, it becomes possible to observe and understand
the intricacies of the collective phenomena occurring within the system.

Further, we will present a derivation of the standard flow observables.
These observables are widely used in the field for the characterization of
collective phenomena, particularly in the low-pT region.

3.1 Anisotropic flow

A valuable observable of the QGP is the distribution of the final-state particles
that are created in the freeze-out stage. As the medium expands and cools down
in this stage, its momentum will be carried over to the produced particles, i.e. the
particle distribution reflects the expansion of the medium itself. The anisotropy,
or the directional difference, in the distribution of these particles is an integral
factor that needs to be quantified to effectively understand the characteristics of
the medium in which they are dispersed. This anisotropy provides valuable in-
sights into the nature of the medium. It is also one of the earliest indicators of the
formation of QGP.

In the field of anisotropy analysis, a common method employed to describe
the anisotropy is through the application of a Fourier decomposition to the az-
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imuthal particle distribution [75]. This process can be represented by the follow-
ing equation:

f (ϕ) =
a0

2π
+

1
π

(
∞

∑
n=1

an cos(nϕ) +
∞

∑
n=1

bn sin(nϕ)

)
. (26)

In this equation, an and bn are defined as:

an =
∫ π

−π
f (ϕ) cos(nϕ)dx = ∑

ν

f (ϕν) cos(nϕν) (27)

and
bn =

∫ π

−π
f (ϕ) sin(nϕ)dx = ∑

ν

f (ϕν) sin(nϕν). (28)

The sums in an and bn are limited to a finite number, and the v symbol here rep-
resents the index of an individual particle.

To further this analysis, a symmetry-plane angle is introduced, denoted as
−π

n < ψn < π
n . This results in ωn =

√
a2

n + b2
n. Consequently, an and bn can be

written in terms of ωn and ψn as follows: an = ωn cos(nψn) and bn = ωn sin(nψn).
With these substitutions, the original equation, Equation (26), can now be

expressed in a slightly different form:

f (ϕ) =
a0

2π
+

1
π

∞

∑
n=1

ωn(cos(nψn) cos(nϕ) + sin(nψn) sin(nϕ)). (29)

The trigonometric products, cos(nψn) cos(nϕ) + sin(nψn) sin(nϕ), can be
rephrased as cos(n(ϕ− ψn)). Also, the total number of particles can be redefined
by a0 = ω0 cos(0ψn) = ω0 =

∫ π
−π

dN
dϕ dϕ = N. This simplification allows us to

express the equation as follows:

f (ϕ) =
N
2π

(
1 + ∑ ∗n = 1∞2

ωn

ω0
cos(n(ϕ− ψn))

)
, (30)

where the term vn represents the magnitude of each harmonic contribution.
The vn, often referred to as flow coefficients, provide detailed insights into

the shape and anisotropy of a specific event. These coefficients are to understand
the geometry and characteristics of the underlying phenomenon. Starting from
v2, the flow coefficients incrementally increase to v3, v4, v5, and so forth, each
representing a distinct expansion mode. For instance, the v2 flow coefficient is a
representation of the eccentricity of an elliptic distribution. This coefficient is par-
ticularly useful as it can describe the ellipse-like anisotropic expansion that occurs
during collisions involving a participant region with a highly almond-shaped ge-
ometry. Following the same concept, v3 represents the triangular modes that
could be observed in an asymmetric collision system. This is important in or-
der to understand the dynamics of such collisions and the resultant geometrical
variations. Furthermore, considering the occurrence of event-by-event collision
geometry fluctuations, a large value of v3 is always expected. This anticipation is
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based on the established patterns and empirical studies in the field [76]. This un-
derstanding of flow coefficients and their implications can greatly enhance our
knowledge of complex collision systems and their behaviors. The value of the
flow coefficients helps in determining the behavior of the system at hand. These
integral values can be ascertained through the use of the formula as follows [77]:

vn = 〈cos(n(ϕ− ψn)〉. (31)

In the formula represented by (31), the 〈〉 brackets are used to signify an average
across all particles in consideration. However, for each event, the flow exhibits
a distinct magnitude. In other words, the flow, and by extension the vn, exhibits
fluctuations from event to event. These fluctuations inevitably lead to the ex-
perimentally measured values of vn and other observables being reported as an
average computed over a substantial sample of events. This average is reflective
of the expectation value for the flow coefficients across a distribution of values
specific to each event. It is currently understood that these fluctuations are at-
tributable to the unpredictable spatial arrangement of the nuclear constituents at
the very moment of the collision. In Equation (30), the azimuthal distribution is
expressed with the use of trigonometric expressions. However, it is also possi-
ble to convey the same information using exponential complex quantities. This
alternative method of expression is illustrated in Equation (32):

f (ϕ) =
N
2π

∞

∑
n=−∞

vne−in(ϕ−ψn) =
N
2π

∞

∑
n=−∞

Vne−inϕ, (32)

In the above equation, Vn ≡ vneinψn . This definition allows us to also express
Vn in terms of Vn = 〈einφ〉, as derived from Equation (31). The symbol Vn rep-
resents a particularly useful quantity within this context, as it encompasses both
the magnitude and direction of the flow harmonic, providing a comprehensive
overview of the flow’s properties.

3.2 Multi-Particle Correlations

3.2.1 Two-Particle Correlations

Multi-Particle correlations are essential for advanced flow analysis. Multi-
Particle correlations means that two, three or more particles from the same event
are correlated in the azimuthal plane, which is then used to calculate different
flow observables. In theory, it is possible to calculate the flow coefficient with
Eq. 31, without multi-particle correlations. However, due to the dependency on
the symmetry plane, which is not possible to measure directly, its practical use is
very limited. It is only the particle azimuthal angles that are directly measurable
in experimental analysis, and the event-plane estimates are generally not up to
the accuracy standard to make Eq. (31) applicable [78].
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This is where the multi-particle approach is applied. It offers a solution that
is focused solely on the azimuthal angles of the particles, avoiding the involve-
ment of any quantities that are either unobtainable or challenging to measure.

The first step in implementing this method involves forming a distribution
of pairs. This is achieved by multiplying two single particle distributions together
as shown in Eq. (32). The result of this operation is what’s known as a pair dis-
tribution. This pair distribution can be expressed in the following way [79–81]:

f∆(ϕ) = ∆N

(
1 +

∞

∑
n=1

2 〈va
nvb

n︸ ︷︷ ︸ ∗v ∗ n∆〉 cos(n(ϕa − ϕb))

)

= ∆N
∞

∑
n=−∞

〈va
nvb

n︸ ︷︷ ︸ ∗v ∗ n∆〉e−in(ϕa−ϕb).

(33)

Once this pair distribution is determined, the average value of vn over all
the particles involved in an event can be calculated.This does not include the
instances when the particle pairs with itself. This average value is obtained by
calculating the two particle correlation as shown below:

v2
n + δ2 = 〈2〉n|n = 〈cos(n(ϕa − ϕb))〉 = 〈e−in(ϕa−ϕb)〉. (34)

This expression is only dependent on the azimuthal angle, hence it can be di-
rectly used in an experimental setting. The δ2 on the left side of the equation
is introduced as an additional nonflow contribution that is uncorrelated to vn
and emerges from the azimuthal correlations that has another source than the
anisotropic flow. Examples of nonflow contributions are resonance decays and
jet contributions and common methods used to remove these contributions will
be discussed in this chapter.

The first measurements of vn up to the 9th order harmonic (n = 9) is pre-
sented in Ref [82]. Figure 12 is from this analysis and it depicts the values of the
different flow coefficients as a function of harmonic order for two centrality per-
centiles, 0− 5% and 40− 50%. This shows how the coefficients depend on the
harmonic order, and that for orders up to n = 7 there is a decreasing trend that
points to a viscous damping [83]. A detailed discussion of the figure can be found
in Ref. [82]. A study exploring the potential of exceeding n > 9 is discussed in
Appendix. 1.

3.2.2 Multi-particle correlations and cumulants

It is possible to go to arbitrarily high orders of particle correlations. A general
way of notating multi-particle correlations is

〈m〉n1,n2,...,nm = 〈cos(n1ϕ1 + n2ϕ2 + · · ·+ nm ϕm)〉. (35)

As mentioned before, it is important to only average over distinct particle com-
binations, such that a self-correlation can be avoided. Non-zero values will only
be present for isotropic correlators, meaning correlators that satisfy the condition
n1 + n2 + · · ·+ nm = 0.
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FIGURE 12 The flow amplitude, vn, as a function of harmonic order in collisions at =
5.02 TeV. Reprinted with permission from [84], 2020, Springer

The non-flow components of lower orders can be minimized by creating
correlations between higher and lower orders [85]. This is achieved in the cumu-
lant method, where a mix of lower order correlations is subtracted from a higher
order correlation. The product of this process, referred to as a cumulant, is a
high order correlation that remains insensitive to the non-flow in lower orders.
This mechanism is invaluable as it enables the creation of a more streamlined and
efficient system.

The equation (36) that follows presents the second to eighth order flow con-
structed from these cumulants,

vn{2}2 + δ2 = 〈2〉n|n,

vn{4}4 + δ4 = −
(
〈4〉n,n|n,n − 2〈2〉2n|n

)
,

vn{6}6 + δ6 =
1
4

(
〈6〉 − 9〈4〉〈2〉+ 12〈2〉3

)
,

vn{8}8 + δ8 = − 1
33

(
〈8〉 − 16〈6〉〈2〉 − 18〈4〉2

+ 144〈4〉〈2〉2 − 144〈2〉4
)

,

(36)

where the use of curly brackets signifies the order of the cumulant in question.
It should be noted, for simplicity and brevity, the harmonics (represented as
n, . . . |n, . . . ) have been purposely left out from the sixth order cumulant as they
are always identical.

It is generally observed that the nonflow magnitude tends to be larger for
lower orders when compared to higher orders. To clarify how the nonflow is
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removed, one can divide the particle correlations into their individual compo-
nents, a process that is outlined in Ref. [85]. For better understanding, here is an
example of the fourth order cumulant

〈cos(n(ϕ1 + ϕ2 − ϕ3 − ϕ4))〉
= 〈cos(n(ϕ1 − ϕ3))〉〈cos(n(ϕ2 − ϕ4))〉
+ 〈cos(n(ϕ1 − ϕ4))〉〈cos(n(ϕ2 − ϕ3))〉
+ 〈4〉n,n|n,n − 2〈2〉2n|n + δ4.

(37)

The nonflow suppression mechanism serves as the foundational basis for
the symmetric cumulants (SC) observable as referenced in the works of [86, 87].
The symmetric cumulants observable is an important measure in this field of
study.

The two-harmonic symmetric cumulant is defined by the equation:

SC(m, n) ≡ 〈v2
mv2

n〉 − 〈v2
m〉〈v2

n〉
= 〈cos(mϕ1 + nϕ2 −mϕ3 − nϕ4)〉
− 〈cos(m(ϕ1 − ϕ3))〉〈cos(n(ϕ2 − ϕ4))〉.

(38)

Upon inspection, the equation looks remarkably similar to vn{4} in Eq.(36).
Both harmonic symmetric cumulants are used to assess the correlations between
the magnitudes of two different flow harmonics. This is a key observable due to
its particular sensitivity to the temperature dependence of η/s(T) [21, 86].

A large positive value from the SC shows a strong correlation between the
two harmonics. On the other hand, if the SC value is negative, it indicates an
inverse relationship between the harmonics.

In addition to the symmetric cumulant, there exists the normalized symmet-
ric cumulant (NSC) observable. The NSC observable is a scaled quantity, derived
from a correlation of flow coefficients. This approach provides the opportunity
to delve into the details of flow harmonic correlations. One of its key advantages
is that it does not have a reliance on the magnitude of the flow coefficients. The
NSC observable is defined by:

NSC(m, n) =
SC(m, n)
〈v2

m〉〈v2
n〉

=
〈v2

mv2
n〉

〈v2
m〉〈v2

n〉
− 1. (39)

Both the measured observables can be seen in Fig. 13 where a comparison to the
EKRT model is done.

3.3 Linear and non-linear flow modes

The idea of non-linearity in anisotropic flow has been derived from the observed
correlations between initial state eccentricity and flow. As one moves to higher
harmonics, the evident linear correlations that were observed in lower harmonics
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FIGURE 13 The SC and NSC observables presented as a function of centrality per-
centile in collisions at = 2.76 TeV [86]. Additionally there is a comparison to
EKRT+hydrodynamics [88] for the NSC observables.

begin to fade. This change in correlation is clearly depicted by the hydrodynami-
cal calculations presented in Fig.14 [88]. From these calculations, it is clearly seen
that the linear correlation denoted as εn ∝ vn begins to break down for the fourth
harmonic. This breakdown represents a deviation from what has been observed
in the lower harmonics. Furthermore, the evaluation of the symmetric cumu-
lant, SC(4, 2), shows a strong and consistent correlation between the fourth and
second harmonics. This correlation can be clearly seen in Fig. 13. It’s important
to note the scaling of one order for both SC(3,2) and SC(4,2). This correlation is
likely attributed to the pronounced non-linear relationship that exists between ε4
and v4. In this section, I will delve into the details of a methodology that can be
employed to systematically measure non-linear interactions among various flow
harmonics. This formalism is not only important for understanding the system
but also serves as the foundation for the measurements that are presented in the
final chapters of this thesis.

3.3.1 Mode coupling

The connection between vn and εn can be linearly stated as

vneinψn = kεneinΦn , (40)

with k acting as a scaling factor. This equation is a reasonable approximation
when n < 3. A more accurate prediction for higher harmonics was discussed
in Ref. [89]. This was achieved by quantitatively testing such an estimator for
the fourth harmonic. It was found that the fourth and fifth harmonics can be
expressed as a combination of ε4(5) and ε2 for lower harmonics, i.e.

v4ei4ψ4 = kε4e4iΦ4 + k′ε2
2e4iΦ2 . (41)
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FIGURE 14 The hydrodynamic calculations of vn are plotted with respect to the cor-
responding initial state eccentricity εn, as per the research conducted by
Niemi et al. [88]. In the case of the second and third harmonics, the correla-
tions that emerge from this plotting are approximately linear. This suggests
a predictable and direct relationship between these harmonics and the ini-
tial state eccentricity. However, when considering the fourth harmonic, this
linearity breaks down. It’s an interesting deviation that implies the relation-
ship between the fourth harmonic and the initial state eccentricity is more
complex, and it may be influenced by additional factors not present or not
as significant in the second and third harmonics. Reprinted with permis-
sion from [88], 2012, American Physical Society.

v5ei5ψ5 = kε5e5iΦ5 + k′ε2e2iΦ2ε3e3iΦ3 . (42)

The relationships between Equation 40 and Equation 41 are instrumental when
it comes to estimations. It has been observed that Equation 40 provides an un-
derwhelming estimation in scenarios involving mid-central and peripheral colli-
sions. On the other hand, Equation 41 offers a considerably more accurate esti-
mation, demonstrating its effectiveness across a broad centrality range.

Based on these findings, it can be stated that the higher harmonic flow is
effectively a combination of linear and non-linear contributions. The subsequent
step in the investigation of these relationships entails representing the estimators
(taking Equation 41 as a key example) in terms of the final state flow.

To accomplish this, we start by writing Equation 40 for the second harmonic
and then substitute it into Equation 41. This process culminates in the formula-
tion of the following expression:

v4einψ4 = v4,Le4iψ4 +
k′

k′′2
v2

2e2iψ2 . (43)

In this equation, v4,L symbolizes the linear contribution to the fourth har-
monic. The linear contribution maintains a direct relationship with a cumulant
defined initial state anisotropy [90]:

v4,Le4iψ4 ∝ ε′4ei4Φ′4 = ε4ei4Φ4 +
3〈r2〉2
〈r4〉 ε2ei4Φ2 . (44)

However, when contrasted with the total contribution for n = 2, 3, it ex-
hibits a linear relationship with the classical definition. As we have previously
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established that Vn ≡ vneinψn , we can therefore rewrite Equation 43 as

V4 = V4,L + χ4,22V2
2 , (45)

Here, χ4,22 represents the quantification of the non-linear response and is
referred to as the non-linear flow mode coefficient accordingly. The same decom-
position of flow can be further extended to higher harmonics as mentioned in
Ref. [91]

V5 = V5,L + χ5,23V2V3,

V6 = V6,L + χ6,222V3
2 + χ6,33V2

3 + χ6,24V2V4,L,

V7 = V7,L + χ7,223V2
2 V3 + χ7,34V3V4,L + χ7,25V2V5,L,

V8 = V8,L + χ8,2222V4
2 + χ8,233V2V2

3 + E(V4,L, V5,L, V6,L).

(46)

It is important to note that starting from the sixth harmonic, the contribu-
tion from lower harmonics begins to increase. This means that more terms that
include the lower linear harmonics contributions are added. The symbol ε(...)
denotes the many higher harmonic linear contributions for V8.

It is possible to separate the linear and non-linear parts under the assump-
tion that these components are uncorrelated [92]. In practical terms, this assump-
tion means that the expression 〈(V∗2 )2V4L〉 ' 〈V2

2 V∗4L〉 ' 0 holds true. In this
particular expression, the brackets indicate an average taken over a large sample
of events, while the ∗ symbol denotes a complex conjugate.

This assumption has been put to the test in numerous experimental set-
tings, with the results documented in various scholarly articles, such as Ref. [93].
The procedure involves taking the mean square of these relations over all events.
When the assumption of non-correlation is applied in this context, it allows for
the derivation of an expression that specifically describes the linear part.

The expression in question is as follows:

〈|V4L|2〉
1
2︸ ︷︷ ︸ ∗〈v ∗ 4, L〉 = (〈|V4|2〉︸ ︷︷ ︸ ∗〈v2

4〉 − χ ∗ 4, 222〈|V2|4〉︸ ︷︷ ︸ ∗〈v ∗ 4, NL2〉) 1
2 . (47)

In the process of studying the events, it becomes clear that the linear flow compo-
nent, denoted by 〈v4,L〉, is something that can be quantified through experimental
measurement. In addition to this, there is also the potential to identify the non-
linear contribution represented by 〈v2

4,NL〉 ≡ χ2
4,22〈|V2|4〉. This identification is

made possible by referring to Eq.(47).
In a further step, we can develop an expression for χ2

4,22. This is achieved by

multiplying Eq.(45) by V(∗2)
2 . The following equations provide a detailed break-
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down of the derivation process:

V4 = V4,L + χ4,22V2
2 | ·V(∗2)

2

V4V(∗2)
2 = V4,LV(∗2)

2 + χ4,22V2
2 V(∗2)

2

〈V4V(∗2)
2 〉 = χ4,22〈|V2|4〉

χ4,22 =
〈V4V(∗2)

2 〉
〈|V4

2 |〉
= 〈〈cos(4ϕ1 − 2ϕ2 − 2ϕ3)〉〉

/〈〈cos(2ϕ1 + 2ϕ2 − 2ϕ3 − 2ϕ4)〉〉

=
〈〈3〉4,−2,−2〉
〈〈4〉2,2,−2,−2〉

.

(48)

In a similar manner, the higher harmonics can be derived, such as the mode
coupling coefficient for the fifth harmonic, which can be expressed as follows:

χ5,23 =
〈V5V∗2 V∗3 〉
〈|V2

2 ||V2
3 |〉

= 〈〈cos(5ϕ1 − 2ϕ2 − 3ϕ3)〉〉
/〈〈cos(2ϕ1 + 3ϕ2 − 2ϕ3 − 3ϕ4)〉〉

=
〈〈3〉5,−2,−3〉
〈〈4〉2,3,−2,−3〉

.

(49)

In conclusion, the magnitude of the fourth harmonic non-linear contribu-
tion can be expressed using the notation v4,22 ≡ χ2

4,22〈|V2|4〉. On closer inspec-
tion, v4,22 serves as a representation of the projection of the fourth harmonic in
the direction of the second harmonic. This means that v4,22 quantifies the extent
to which the fourth harmonic aligns with the direction of the second harmonic.
This v4,22 measurement is crucial as it offers a numerical depiction, and poten-
tially forecast, of the strength of the non-linear flow contribution. Meanwhile,
χ4,22 offers a measure of the strength of the non-linear flow between different
harmonics, providing a deeper insight into this complex system.

The magnitudes of all measured non-flow coefficients as a function of cen-
trality percentile are shown in Fig.15. There is a centrality trend of decreas-
ing magnitudes towards more peripheral collisions for observables up to χ6,222.
Whereas the higher orders show no clear centrality dependency within the un-
certainty. More details discussed in Ref. [82].

In addition to the previously discussed observables, another set of measure-
ments, known as the symmetry plane correlations, are introduced. These partic-
ular correlations provide insight into the relationships between the directions of
various flow harmonics. Among the symmetry plane correlations, the lowest
harmonic is the correlation between the fourth and second harmonic. This corre-
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FIGURE 15 Non-linear flow mode contribution as a function of centrality percentile in
collisions at = 5.02 TeV. Reprinted with permission from [82], 2020, Springer.
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TABLE 1 Exploring the unique characteristics of collective flow observables in high en-
ergy physics phenomenology.

Name Observables Characteristics Sensitivity
Flow

Coefficient
vn System expansion

Average 〈η/s〉
and ζ/s(T) peak

(Normalized)
Symmetric
Cumulant
[86, 87, 95]

(N)SC(m, n)
Correlation between

vm and vn

η/s(T) temperature
dependence

Linear/non-linear
flow modes [82]

vn,L, vn,mk
linear/non-linear

contributions to vn
(not tested)

Non-linear
flow mode

coefficients [96]
χn,mk non-linear response

η/s(T) at the
freeze-out

temperature
Symmetry

plane
correlations

ρn,mk
Correlations between
the symmetry planes

(not observed)

lation is defined as follows [94]:

ρ4,22 =
〈V4V(∗2)

2 〉√
〈|V4|2〉〈|V2|4〉

=
v4,22

v4
. (50)

The symmetry plane correlations, along with the initial set of observables
discussed earlier are all summarized in Table 1 with information of what they
measure as well as what they are sensitive to when using a stochastic approach,
which means that the model to data comparison is done in a limited parameter
space. What is found is that the flow coefficient is sensitive to the average spe-
cific shear viscosity and the peak of the temperature dependent bulk viscosity
and that the symmetric cumulants are sensitive temperature dependent specific
shear viscosity. Additionally, the non-linear flow mode coefficients are sensitive
to the temperature dependent specific shear viscosity at the freeze-out temper-
ature. The symmetry plane correlations and the linear and non-linear contribu-
tions had not observed any sensitivity or is not tested.

The Bayesian parameter estimation presented in this thesis also includes a
sensitivity analysis of the observables included in the analysis, which included
a model to data comparison of the full parameter space. More details is found
in 3.5.

3.4 Generic frameworks of multi-particle correlations

Over the years of heavy-ion research, many methods have been carefully devel-
oped and improved to measure links from particle directional angles. One par-
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ticular method, which has gained widespread popularity due to its efficacy, is the
application of Eq. (30). This equation is typically used in direct conjunction with
either the reaction plane ψR or symmetry-planes ψn.

Using this method is simple, though detailed. The initial step involves es-
timating the direction of the symmetry-plane using an event-plane estimation.
Following the successful execution of this step, Eq. (30) is then evaluated. The
concluding action in this sequence is to rectify the result by computing the event-
plane resolution.

This innovative system of measurement is known as the event-plane
method [77, 78]. While this method has proven to be highly effective, it is not
without its limitations. For example, it is not the most practical choice when
it comes to measuring higher order flow observables, as it is prone to various
biases. Consequently, our focus will be on examining more efficient techniques
for calculating multi-particle correlations in accordance with Eq. (35).

A significant practical challenge associated with Eq.(35) is the computa-
tional expense involved in its calculation, unless mitigated through some means.
This challenge becomes evident when explicitly expressing the average [97]:

〈m〉n1,n2,...,nm =
M

∑
k1,k2,...,km=1
k1 6=k2 6=... 6=km

wk1wk2 . . . wkm cos(n1ϕk1 + n2ϕk2 + · · ·+ nm ϕkm)

/ M

∑
k1,k2,...,km=1
k1 6=k2 6=... 6=km

wk1wk2 . . . wkm

(51)

where wj represents the weights assigned to individual particles to adjust for
uneven detector acceptance.

3.4.1 Generic formulas

Another approach to finding the 〈m〉n1,n2,...,nm expressions is in terms of products
of sums in the linear form. To find these expressions, the process begins with the
definition of an essential element known as the flow vector, or the Q-vector as it
is commonly referred to in literature [98].

The Q-vector is defined using the following equation:

Qn,p =
M

∑
k=1

wp
k cos(inϕk), (52)

This equation implies that Q−n,p = Q∗n,p, establishing an important relationship.
In the next step, these Q-vectors are multiplied together and then normal-

ized to yield an approximate result of a correlation. However, it is crucial to note
that these results have a potential bias introduced by autocorrelations. This bias
holds significant weight and should be eliminated for the results to be accurate.
Moreover, this approach does not fully account for non-uniform detector accep-
tance in the correct manner, which can also impact the final results. It is for these
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reasons that this thesis will focus solely on the complete and unbiased solutions
that are used in the analyses, ensuring that the results presented are as accurate
and reliable as possible.

3.4.1.1 Multi-particle correlations without η-gap

The solutions that are presented here are derived from the generic framework
as discussed by Bilandzic et al. [97]. Within this framework, a two particle cor-
relation is considered. In this case, the autocorrelation has been eliminated and
the non-uniform acceptance has been factored in, as indicated by the following
expression:

〈2〉n1,n2 =
Qn1,1Qn2,1 −Qn1+n2,2

Q2
0,1 −Q0,2

. (53)

Additionally, a three-particle correlator is considered. This is an approach
that is used extensively by the non-linear flow mode observables. It can be writ-
ten as shown in equation 54:

〈3〉n1,n2,n3 = Qn1,1Qn2,1Qn3,1 −Qn1+n2,2Qn3,1 −Qn2,1Qn1+n3,2

−Qn1,1Qn2+n3,2 + 2Qn1+n2+n3,3

/(Q3
0,1 − 3Q0,2Q0,1 + 2Q0,3).

(54)

Finally, we also examine a four-particle correlation. This approach is often
found in symmetric cumulants and also for some high harmonic non-linear flow
observables. It is expressed as shown in equation 55:

〈4〉n1,n2,n3,n4 = Qn1,1Qn2,1Qn3,1Qn4,1 −Qn1+n2,2Qn3,1Qn4,1 −Qn2,1Qn1+n3,2Qn4,1

−Qn1,1Qn2+n3,2Qn4,1 + 2Qn1+n2+n3,3Qn4,1 −Qn2,1Qn3,1Qn1+n4,2

+ Qn2+n3,2Qn1+n4,2 −Qn1,1Qn3,1Qn2+n4,2 + Qn1+n3,2Qn2+n4,2

+ 2Qn3,1Qn1+n2+n4,3 −Qn1,1Qn2,1Qn3+n4,2 + Qn1+n2,2Qn3+n4,2

+ 2Qn2,1Qn1+n3+n4,3 + 2Qn1,1Qn2+n3+n4,3 − 6Qn1+n2+n3+n4,4

/(Q4
0,1 − 6Q2

0,1Q0,2 + 3Q2
0,2 + 8Q0,1Q0,3 − 6Q0,4).

(55)

To calculate all Q-vectors numerically, only one loop over the particle az-
imuthal angles is used. This ensures that the implementation remains optimal
and efficient.

3.4.1.2 Multi-particle correlations with η-gap

The correlators mentioned in the previous discussions are designed to address
the autocorrelation and non-uniform acceptance issues. However, these correla-
tors remain vulnerable to nonflow effects in various experimental settings. The
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cumulant and symmetric cumulant observables offers a solution to these non-
flow issues, having been constructed specifically to address this challenge [99].
However, it is worthwhile to note that this solution is not applicable to all the
observables. As a result, these other observables are influenced by the nonflow
that is associated with the correlators in Eq. (53)-(55) [99].

Previous research has demonstrated that the majority of the nonflow orig-
inates from short-range correlations. These correlations are typically generated
through resonance decays and jet contributions, primarily manifesting in the low
pseudorapidity (η) region [100]. The issue of these correlations has prompted the
proposal of several potential solutions. One such solution that has been proposed
to mitigate this issue revolves around making certain that no pairs or higher order
combinations are found to be correlated within this low-η region. This is a com-
plex process that requires dividing the events into several distinct subevents. In
order to achieve this, these subevents must be separated by one or more η-gaps.
This method effectively excludes the nonflow η-region from the analysis, thereby
limiting the impact of these correlations on the overall results of the study.

Findings from Ref. [101] suggest that it is generally sufficient to use two
subevents in order to eliminate the majority of the nonflow contribution. This is
because the majority of potential nonflow sources produce particles within these
two subevents only. When the number of subevents is increased, some remaining
contribution is removed, but the overall benefit of this approach was found to be
minor. As a result, it can be inferred that the nonflow, which will arise from higher
order correlations, specifically, elements such as the three-particle correlator, will
be negligible.

In scenarios where two subevents are utilized and are separated by one
η-gap, two Q-vectors will be calculated using Eq. (52). One Q-vector will cor-
respond to the positive η-region and the other will correspond to the negative
η-region. These Q-vectors will be labeled as QA

n,p and QB
n,p, respectively. The in-

troduction of an η-gap leads to changes in the way we express correlators. In
the case of the two-particle correlator specifically, the change brought about by
the introduction of the η-gap is reflected in its modified expression, which is as
follows:

〈2〉Gap
n1,n2 =

QA
n1,1QB

n2,1

QA
0,1QB

0,1
, (56)

where the η-gap takes responsibility for the autocorrelation and hence does not
need to be explicitly subtracted. However, it should be noted that the autocorre-
lation needs to be subtracted for higher correlations. The three-particle correlator
where n1 = n2 + n3 can be expressed as

〈3〉Gap
n1,n2,n3 =

QA
n1,1QB

n2,1QB
n3,1 −QA

n1,1QB
n2+n3,2

QA
0,1((Q

B
0,1)

2 −QB
0,2)

, (57)
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and the four-particle correlator for n1 = n2 + n3 + n4 can be written as

〈4〉Gap
n1,n2,n3,n4 = QA

n1,1QB
n2,1QB

n3,1QB
n4,1 −QA

n1,1QB
n2+n3,2QB

n4,1

−QA
n1,1QB

n3,1QB
n2+n4,2 −QA

n1,1QB
n2,1QB

n3+n4,2

+ 2QA
n1,1QB

n2+n3+n4,3

/(QA
0,1((Q

B
0,1)

3 − 3QB
0,2QB

0,1 + 2QB
0,3)).

(58)

3.5 Sensitivity of observables

fs
( /s)slope

Tc
/s(Tc)

( /s)crv
( /s)peak
( /s)max

( /s)width
Tswitch

dN
ch

/d
dN

p
±
/d

p T
,

±

p T
,K

±

p T
,p

± v 2 v 3 v 4 v 5
NS

C(
3,

2)
NS

C(
4,

2)
NS

C(
4,

3)
NS

C(
5,

2)
NS

C(
5,

3)
NS

C(
6,

2)
NS

C(
6,

3)
NS

C(
6,

4)

1.19 1.20 0.03 0.27 0.08 1.51 2.68 2.93 2.57 8.84 1.54 6.57 3.28 6.99 8.74 12.6210.23

0.18 0.25 0.02 0.02 0.08 1.03 2.25 2.23 1.17 15.49 4.25 6.03 11.4217.1614.0420.5412.71

0.20 0.28 0.05 0.03 0.14 0.25 0.72 0.83 2.26 4.21 0.78 3.22 16.4213.76 8.47 5.02 7.75

0.37 0.27 0.03 0.14 0.43 2.27 4.86 5.78 4.56 11.5510.4721.3035.2433.27 9.82 13.9510.39

0.07 0.09 0.00 0.01 0.03 0.22 0.45 0.39 0.41 7.42 0.63 2.58 5.02 8.39 4.94 4.33 3.41

0.36 0.25 0.24 0.15 1.41 0.20 0.11 0.38 0.25 3.11 4.50 7.59 8.24 7.33 5.27 3.34 3.45

0.94 0.96 0.10 0.20 0.15 0.04 0.36 0.47 0.53 0.11 0.74 0.82 1.95 4.44 1.84 1.08 5.50

0.10 0.12 0.04 0.04 0.24 0.34 0.61 0.35 1.82 2.11 7.06 16.7639.3323.4911.74 6.48 18.34

0.36 0.15 0.30 0.18 1.77 0.04 0.37 0.52 3.27 11.10 2.39 12.6412.4222.5912.0613.2410.86

2

4

6

8

S[xj]

FIGURE 16 Sensitivity of flow observables to the Bayesian model parameters shown
as a color map. Different colors are used to represent the varying levels
of sensitivity. Light yellow shades are used to depict areas of low or no
sensitivity, suggesting that changes in the corresponding model parameter
have minimal or no impact on the outcome. On the other hand, orange
and darker red colors are used to illustrate moderate or strong sensitivities
respectively. This means that any adjustments to the corresponding model
parameters can significantly influence the outcome, with orange indicating
a moderate level of influence and darker red a strong level of influence.

A way to to quantify the independence of an observable is to look at how
sensitive that observable is to a model parameter discussed in Chapter 2.3.1. In
this analysis, the sensitivity of each observable is evaluated by measuring the
relative change in the observable’s value, ∆. This change is taken between two
distinct points within the parameter space as in the following equation:

∆ =
|Ô(~x′)− Ô(~x)|

Ô(~x)
, (59)
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where Ô(~x) and Ô(~x′) denote the observable’s values at the parameter positions~x
and ~x′, respectively [20]. The process of measuring this change provides valuable
insight into the flexibility and response of the observable to shifts within the pa-
rameter space, thus giving a clearer understanding of the observable’s behaviour
under different conditions.

In the analysis, a particular reference parameter point, denoted as ~x, is se-
lected. This represents the value derived from the analytical work. Another point,
labeled as ~x′, is chosen to represent a small percentile change within the param-
eter space. To elaborate, ~x′ is defined as ~x′ = (x1, x2, . . . , (1 + δ)xj, . . . , xp). In
this definition, δ symbolizes the change occurring within the parameter space. In
the context of this analysis, the value of δ is set to 0.1, which is a value chosen
to ensure a manageable level of change within the parameter space. The actual
sensitivity of each observable is then defined as

S[xj] = ∆/δ. (60)

Figure 16 summarizes the sensitivity measured for some selected observ-
ables against the transport properties. From this figure it can be seen that number
of charged particles and pT is not particularly sensitive to the transport proper-
ties. However, the flow amplitudes vn are sensitive to the temperature dependent
specific shear viscosity, η/s(Tc) and the normalized symmetric cumulants even
more sensitive and to more parameters. Hence the sensitivity gives yet another
motivation to measure these higher order harmonic flow observables, such that
they can be used to reduce the uncertainty of the transport properties.



4 EXPERIMENTAL SETUP

CERN, the European Organization for Nuclear Research, was established in 1954
and is situated near Geneva, on the border of Switzerland and France. CERN, the
world’s largest laboratory for particle physics acceleration, employs over 2500
staff and receives more than 12000 scientists annually. Currently, it receives sup-
port from its 23 member countries, Finland being one of them.

FIGURE 17 A schematic view over the CERN collider infrastructure. Reprinted with
permission from [102].
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4.1 The Large Hadron Collider

Currently, the world’s largest operational particle accelerator is the Large Hadron
Collider (LHC) at CERN. With a 26.7 km circumference, it can collide proton and
heavy-ion beams at a center-of-mass energy of 14 and 5.02 TeV per nucleon, re-
spectively. Though designed for a luminosity of 1032cm−2s−1, the LHC has often
surpassed this, with the highest value nearly doubling the designed one. The
LHC’s key parameters are found in table 2 [103].

TABLE 2 Some different values of the design parameters of the LHC [103].

Parameters Values
Circumference of LHC 26.7 km
Dipole operating temperature 1.9 K
Number of magnets 9300
Nominal energy, protons 7 TeV
Momentum at injection to LHC 450 GeV/c
Bunch spacing 25 ns
Design Luminosity 1034 cm−2s−1

Number of bunches / proton beam 2808
Beta function β∗ 0.55 m

The capabilities of LHC do not extend to accelerating particles from a state
of rest to ultra-relativistic velocities. The process of particle acceleration is com-
plex and multi-staged, and the LHC is only one part of this intricate system.
Prior to entering the LHC ring for the final phase of acceleration, the particle
beams must undergo several stages of pre-acceleration. Depending on what type
of beam they take a slightly different route. The proton beam starts its journey
from the proton source to the linear accelerator LINAC2 which accelerates the
particles up to 50 MeV and continues to the Proton Synchrotron (PS) booster that
accelerates the particles up to 1.4 GeV. For heavy ion beams, the process begins
at the heavy ion source, proceeds to the linear accelerator LINAC3, and then to
the Low Energy Ion Ring (LEIR). Following that, the beam moves from the PS
booster or LEIR to the Proton Synchrotron (PS), where it’s accelerated to 25 GeV.
The final acceleration step occurs in the Super Proton Synchrotron (SPS), which
propels the beam to 450 GeV before it’s injected into the LHC.

Acceleration in the LHC is facilitated by Radio Frequency (RF) cavities sit-
uated along the ring [104]. The electric field in the RF cavities will oscillate, and
when this oscillation is synchronised with the circulating charged particles that
are induced in the ring, they will experience a net forward in acceleration. To start
acceleration, it’s crucial to synchronize the bunches of particles. The RF cavities’
oscillation is fine-tuned based on the specific type of particles in use to reach the
target energies. As particles approach their intended energy level, the accelera-
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tion force decreases. In some instances, particles may acquire excessive energy
during certain acceleration phases, leading to their deceleration. Consequently,
the LHC accelerates particles in separate bunches, and is able to manage up to
2808 groups at the same time. In theory, the RF cavities in the LHC operate at
a frequency of 400.8 MHz, which should result in a separation of 2.5 nanosec-
onds between bunches. However, in practice, only 10% of the detector’s bunch
capacity is used, effectively increasing the actual separation to 25 nanoseconds.

The LHC utilizes powerful superconducting electromagnets to guide the
beam and maintain its circular path. It requires 1232 dipole magnets, each gen-
erating an 8.33 T magnetic field necessary for a 7 TeV proton beam [105]. To
focus the beam, 858 quadrupole magnets are used, along with an additional 7210
higher multipole magnets for beam adjustments. This results in a total of 9300
magnets in the LHC.

The term "beam emittance," denoted as ε, is used to describe the confine-
ment of the particle bunch within the beam [106, 107]. A smaller ε indicates
smaller distances between the particles, and their energies are more uniform.
The emittance is used to define the smallest area that a beam can be squeezed
through [107],

A = πε.

The greater the confinement of the particle bunch, the easier it navigates through
the beam transport system, and the chances of it colliding with the opposing
beam at the interaction point are increased. This is also employed to denote an
amplitude function:

β =
πσ2

ε
, (61)

where σ represents the bunch’s cross-sectional dimension. At the interaction
point, this amplitude function is known as β∗ (refer to Figure 18). Every ex-
periment aims to reduce β∗ in order to maximize the rate of collisions, which
is represented by the term ’luminosity’ as follows:

L ∼ f N2

4εβ∗
. (62)

Therefore, by strategically dispatching large bunches of particles, which are of-
ten referred to as N, and ensuring that they have low emittance, we can optimize
their performance. This is further improved by maximizing the frequency of their
arrival. In doing so, we are able to achieve a state of high luminosity at the inter-
action point.

Ensuring high luminosity and avoiding major imbalances between experi-
ments necessitates accurate control of β∗. Future methods of operation and ad-
vancements to the High Luminosity Large Hadron Collider (HL-LHC) will func-
tion at a reduced β of around 0.15 m and accomplish greater luminosities [108].
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FIGURE 18 The β∗ value (shown on the left) and the interaction point (depicted on the
right) [109].

4.1.1 The experiments at LHC

Along the LHC accelerator ring are four large experiments; ATLAS [110], AL-
ICE [111, 112], CMS [113], and LHCb [114]. Among these experiments, only AL-
ICE (A Large Ion Collider Experiment) is solely dedicated to heavy ion physics.
The most significant work of ALICE includes studying the properties of QGP.

ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid),
which are the two largest and most comprehensive experiments conducted at
CERN, the European Organization for Nuclear Research, are designed with a
multifunctional capacity that enables them to conduct a wide array of physics
experiments. These experiments range from probing the elementary particles that
make up the universe, to the exploration of quantum phenomena and the laws of
nature. Among their numerous achievements, the most notable is the discovery
of the Higgs boson in 2012 [115, 116]. This groundbreaking discovery, which
confirmed the existence of the last unobserved particle predicted by the Standard
Model of particle physics, has had an impact on the scientific community and has
been a milestone in the field of quantum physics.

LHCb (LHC beauty), an experiment at the LHC, is dedicated to exploring
the physics associated with the bottom, or "beauty," quark. The primary focus of
this experiment is to investigate CP violation parameters, which is done through
detailed analysis of hadron decays that involve the bottom quark. LHCb has,
among other things, accomplished the validation of the B0

s → µ+µ− decay [117,
118]. This particular decay is important because it is one of the mechanisms pre-
dicted by the Standard Model, the current theoretical framework that describes
the fundamental forces and particles in the universe. This validation not only
supports the Standard Model but also provides additional insights into the be-
havior of quarks.

In addition to its primary experiments, the Large Hadron Collider also
houses three smaller, yet equally significant, experiments: LHCf, TOTEM, and
MoEDAL. Each of these experiments, while being smaller in scale, serves unique
and essential purposes in the broad spectrum of particle physics.

The LHCf, or LHC forward, is strategically located right next to the ATLAS
experiment. This positioning allows the LHCf to simulate cosmic rays effectively
by observing particles that are emitted at ATLAS in the forward direction. This
information is invaluable to our understanding of cosmic particles and their be-
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havior.
The second experiment, TOTEM, which stands for TOTal Elastic and diffrac-

tive cross-section Measurement, shares its location with the CMS experiment.
TOTEM’s main objective is to concentrate on cross-section measurements at small
angles for various productions originating from the CMS interaction point. This
experiment provides insights into the production of different particles at varying
energy levels.

The third experiment hosted by the LHC is MoEDAL, situated at point 8
near the LHCb experiment. MoEDAL’s primary goal is to detect and measure sig-
nals from particles that are hypothetically magnetically charged. This experiment
could potentially uncover new aspects of particle physics, further expanding our
knowledge of the universe.

4.2 A Large Ion Collider Experiment

As previously stated, the ALICE experiment has been specifically designed with
the study of heavy-ion physics in mind. This field of study seeks to understand
the behavior of these ions and how they interact with each other. To achieve this,
the primary objective of ALICE’s sub-detector system is to accurately and effi-
ciently read the high number of particles that are produced in each heavy-ion
collision. This is an important component in ensuring the success and validity
of the experiments conducted. In addition to this, the system is also designed
to have a high momentum resolution, even in regions with low-pT. This feature
allows for a more precise and detailed analysis of the collisions and their results.
Lastly, the sub-detector system of ALICE boasts an advanced particle identifica-
tion capability, which further enhances the accuracy and reliability of the experi-
mental data and findings. These features collectively contribute to the robustness
and effectiveness of the ALICE experiment in its study of heavy-ion physics [111,
112].

The schematic representation of the ALICE (A Large Ion Collider Experi-
ment) detector is depicted in Figure 19. During the second experimental run,
often referred to as Run 2, the ALICE detector was equipped with an array of
24 individual detectors. Each of these detectors was specifically designed and
tailored to serve various purposes and facilitate a range of physics analyses.

The structure of the ALICE detector is layered, with different detectors lo-
cated at varying radial distances from the central interaction point. This thesis
will primarily focus on the detectors that are located in the innermost sections of
the ALICE detector. These detectors play a pivotal role in tracking and identify-
ing particles produced in the collisions.

The innermost detectors of interest in this thesis are:

• The Inner Tracking System (ITS) [111, 119, 120], which is the detector clos-
est to the interaction point and is responsible for tracking and identifying
particles.
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FIGURE 19 This figure provides a detailed schematic view of the ALICE (A Large Ion
Collider Experiment) detector as it was configured for its second opera-
tional run.

• The V0 detector [121] is used for triggering and event classification.

• The Time Projection Chamber (TPC) [122] serves as the main tracking de-
tector in ALICE.

• The Time of Flight (TOF) [123] detector, which measures the time taken by
particles to travel from the interaction point to the detector, thereby provid-
ing information on their velocity.

The strategic positioning of detectors, arranged in an extending pattern from the
central point near the interaction zone to the farthest boundaries of the structure,
ensures an exhaustive accumulation of information from particles produced in
a given event. This intricate arrangement is specifically designed to capture the
maximum amount of data possible. The placement of tracking detectors closest to
the center serves two primary functions: first, to accurately pinpoint the location
of the primary interaction vertex and second, to obtain a reliable representation
of the paths taken by charged particles. This central placement is intended to
reduce particle loss from interactions within the detectors before they reach the
outer layers, thereby optimizing the data gathered. Considering the low particle
loss in particle identification detectors, it makes sense to place them right after
the tracking detectors. This setup ensures that the maximum number of particles
are identified and cataloged. Conversely, the calorimeters hold their position in
the outer layer of the arrangement. The primary function of the calorimeters is to
measure particle energy through a process of absorption, so their outer placement
is designed to minimize particle loss and ensure a more accurate energy reading.
V0 detectors, play an important role in selecting minimum bias events and de-
termining collision centrality, further enhancing the data collection process. The
addition of time-of-flight (TOF) information is a valuable tool in removing back-
ground events created from beam interactions with residual gas molecules in the
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beam pipe and pileup events. The key roles and features of each of these men-
tioned detectors are elaborated upon in subsequent sections and in the references
attached to this thesis. The upcoming sections offer a more detailed explanation
of the operation and importance of the tracking detectors, the TPC and ITS.

4.2.1 Tracking detectors

ALICE is equipped with an array of high-granularity tracking detectors that
were specifically designed to handle the unique challenges presented by the
exceptionally high particle multiplicities generated in heavy-ion collisions.
These dense, high-energy collisions produce a vast number of particles, and the
detectors within ALICE were engineered to accurately track and analyze them.

During the initial design and construction phase, a great deal of thought
was given to the potential volume of particles that these tracking detectors would
need to accommodate. It was estimated that they would need to handle around
8000 charged particles per rapidity unit, an immensely high number that was
carefully factored into the construction and configuration of the detectors.

However, once ALICE became operational and began to receive data from
heavy-ion collisions, it was revealed that the actual value of particle multiplicity
was a lot smaller than initially estimated. In practice, ALICE was dealing with
approximately 1600 charged particles per rapidity unit, a number that is much
lower than the one anticipated during the design phase. Despite this difference,
the high granularity of ALICE’s detectors ensures it continues to offer precise and
accurate tracking of particles generated in these collisions.

4.2.1.1 Time Projection Chamber (TPC)

ALICE carries a primary tracking detector, known as the Time Projection Cham-
ber (TPC) [122]. This key component has the capacity to offer full azimuthal cov-
erage, and it notably spans the mid-rapidity region of |η| < 0.9. Working together
with other detectors that form part of the central barrel system, the TPC plays a
versatile role. Firstly, it delivers accurate momentum measurements, which are
crucial for tracking the particles. It also provides effective two-track separation,
an essential aspect for distinguishing between particles. Furthermore, it facili-
tates particle identification, which is an important step in understanding the par-
ticles that are examined. Lastly, it assists in vertex determination, which aids in
establishing the origin of the particles.

The TPC itself is a hollow cylinder with a large drift volume of approxi-
mately 88 m3. Its size is substantial, with a radius that stretches from 85 cm at its
narrowest point to an outer radius of 250 cm. Along the beam-line, its length ex-
tends to 5 m. The TPC holds the distinction of being the world’s largest gas-filled
TPC, filled with a specific gas mixture to enable its functionalities.

Each end of the TPC features an end-plate. These end-plates are equipped
with readout chambers, which are designed to detect signals emanating from the
particles. At the center of the TPC cylinder, the Central Electrode (CE) can be
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found. Made of mylar foil, this component effectively divides the TPC into two
halves, each one mirroring the other.

When a particle that is charged makes its way through the drift volume, it
results in the ionization of the gas along its track. This ionization process is signif-
icant because it produces electrons along the path that the particle follows. These
electrons, once produced, don’t remain stationary. They start to drift towards the
endplates. This drifting motion of the electrons is caused by an electric field that
is generated by an applied voltage difference along the direction of the beam.
Therefore, the electric field directs the electrons, produced by the ionization of
the gas, towards the endplates along the direction of the beam.

FIGURE 20 This is a schematic view of the Time Projection Chamber (TPC) field cage.
Reprinted with permission from [124], 2020, IOP Publishing.

The Multi-Wire Proportional Chambers (MWPCs) [125], which are located
at the end-plates, play an important role in detecting the electrons. They amplify
the signal by creating an avalanche of ionized particles and electrons. By lever-
aging the technique of measuring the drift time of the particle, it is possible to
reconstruct a detailed three-dimensional image of the ionized particle track. This
process is carried out by reading out the MWPC signal and subsequently trans-
lating it into the x and y coordinates. Concurrently, the drift time and known drift
velocity are used in order to accurately obtain the z component. It’s worth noting
that the trajectory of the ionized particle will exhibit a curvature as a result of the
magnetic field. This curvature is further used to determine the momentum of the
particle.

Identification of particles within the Time Projection Chamber (TPC) is
performed by measuring three primary factors for each particle that passes
through the detector gas. These factors include the specific energy loss (dE/dx),
the charge, and the momentum [112]. This method of identifying particles
uses the Bethe-Bloch formula, which uses specific particle features to accurately
describe energy loss.
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The Bethe-Bloch formula is expressed as follows:〈
dE
dx

〉
=

4NπNe4

mec2 · z2

β2 ·
(

ln
2mc2β2γ2

I2 − β2 − δ(β)

2

)
In this formula, N represents the electron density of the material, e stands for

the elementary charge, and mec2 is the rest energy of the electron. Furthermore,
z is the charge of the particle traversing the detector, m is the particle mass, and
I indicates the mean gas atom excitation potential. β = v/c defines the relative
velocity, γ = 1/

√
1− β2 is identified as the Lorentz factor, and βγ = p/mc allows

the energy loss to function as a momentum, rather than β.
Therefore, diverse types of particles will generate unique bands. These

bands will vary depending on both the mass and the charge of the particle. This
variation allows for the identification of different particles based on their distinc-
tive characteristics.

4.2.1.2 Inner Tracking System (ITS)

The Inner Tracking System (ITS) [119, 120] is positioned nearest to the interaction
point. It encircles the beam-pipe and is fully encapsulated by the Time Projec-
tion Chamber (TPC). The ITS is a complex assembly of silicon-based detectors
designed to perform a multitude of functions. Among these are the reconstruc-
tion of primary and secondary vertices, which gives information on the dynamics
of the interaction. The ITS also provides input to the triggering system, a key role
in the data acquisition process. Additionally, it is tasked with high-resolution
particle tracking within a short distance from the interaction point. This is partic-
ularly important for understanding the initial stages of particle interactions. By
performing these tasks, the ITS enhances the functionality of the TPC, thereby
contributing to an overall improved track reconstruction performance. The ITS
and TPC work together to collect and analyze data accurately and efficiently.

The ITS can be further subdivided into three distinct groups. Each group
comprises two layers of ITS detectors, with each group having its unique func-
tionality. The innermost group of detectors is the Silicon Pixel Detectors (SPD).
The SPD is characterized by its uniquely compact matrix of 8192 silicon diode
detector cells. These diode cells, with their compact arrangement, provide a
comprehensive two-dimensional resolution. This resolution is capable of accu-
rately resolving the extremely dense particle tracks of heavy ion collisions, a phe-
nomenon regularly seen at a minimum distance of 3.9 cm.

Following the SPD, the next two layers are the Silicon Drift Detectors (SDD).
Unlike the SPD, the SDD operates differently. When a particle hits one of the 260
silicon drift cells, its exact position can be determined by calculating the veloc-
ity of the resulting charge carrier and the time it takes to drift within that cell.
The SDD also offers particle identification (PID) by measuring and analyzing the
number of charge carriers that corresponds to a dE/dx of the traversing particle.
This feature, combined with its accurate particle tracking capabilities, allows the
SDD to resolve high particle track densities, much like the SPD.
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The last two layers, the Silicon Strip Detectors (SSD), are constructed dif-
ferently. The SSD is made up of a mesh of approximately 2.61 million interlaced
silicon strips. It identifies a particle hit in a way similar to the silicon pixels. The
hit location of a particle is identified at the crosspoint of two overlapping, un-
aligned silicon strips. The SSD, like the SDD, provides dE/dx information by
counting the number of charge carriers.

Together, the SSD and SDD provide four layers of energy loss and PID mea-
surement within the ITS alone. This layered approach ensures a high degree of
accuracy and precision in particle tracking. Additionally, an important function
of the SSD is to match the particle tracks between SSD and the TPC. This align-
ment forms the prerequisites for hybrid tracking between the ITS and TPC, fur-
ther enhancing the system’s overall tracking capabilities.



5 ANALYSIS OF SYMMETRIC CUMULANTS

5.1 Experimental setup and analysis

This thesis will detail the datasets used for analysis and provide an overview
of the event and track selection for the study of symmetric cumulants. Table 3
provides a succinct summary of the datasets recorded by ALICE. Throughout the
first and second runs of the LHC operation, numerous datasets were gathered,
which included pp, p–Pb, Pb–Pb, and Xe-Xe collisions at various center-of-mass
energies. This analysis will focus solely on the Pb–Pb heavy ion collision datasets
recorded in 2015 and 2018.

TABLE 3 A summary of the datasets in Run 1 and Run 2 with the integrated luminosi-
ties at ALICE, point 2. Taken from Ref. [126]

Run 1 (2009-2013)
0.90 ∼ [200]µb−1

2.76 ∼ [100]nb−1

7.00 ∼ [1.5]pb−1

8.00 ∼ [2.5]pb−1

5.02 ∼ [15]nb−1

2.76 ∼ [75]µb−1

Run 2 (2015-2018)
5.02 ∼ [1.3]pb−1

13.00 ∼ [25]pb−1

5.02 ∼ [3]nb−1

8.16 ∼ [25]nb−1

Xe–Xe 5.44 ∼ [0.3]µb−1

5.02 ∼ [1]nb−1

5.1.1 Event and track selection

In total, the data sample consists of 211.92 · 106 minimum bias Pb–Pb collisions
at
√

sNN = 5.02 TeV, which were recorded during Run 2 in 2015 and 2018. Each
event or collision is triggered by simultaneous signals from two scintillator ar-
rays, V0A and V0C [111, 121]. These arrays cover the pseudorapidity intervals
of 2.8 < η < 5.1 and −3.7 < η < −1.7 respectively. For successful event re-
construction, the primary vertex position must be within 10 cm of the nominal
interaction point along the beam axis. During data analysis, certain events that
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FIGURE 21 The centrality distributions for the datasets in collisions at = 5.02 TeV in the
years 2015 and 2018.

don’t fit into the established multiplicity correlation between the V0 detector and
the first layer of the Silicon Pixel Detector (SPD) [111, 120] are classified as pile-
up and subsequently disregarded. To ensure the accuracy of our results, we need
a correlation between the multiplicity estimates provided by the SPD and those
imposed with a Time of Flight (TOF) [123] readout. This step is crucial as it aids
in the removal of out-of-bunch pile-up, which can otherwise have a significant
impact on the data analysis results.

We ascertain collision centrality using data from the V0 detectors. The pro-
cess of determining centrality in ALICE is detailed in [127]. The analysis only
utilizes events within a centrality range of 0% to 60%. The 2015 and 2018 Pb–
Pb data’s centrality distribution is presented in Fig. 21. The 2015 data show a
mostly even distribution.However, due to centrality triggering, the 2018 data re-
veal a large variation in the number of events per centrality class. This leads to
an uneven distribution across centrality classes. To address the 2018 centrality
distribution imbalance, we used a centrality flattening method. This method in-
volves the random rejection of events according to a unique inverse distribution
for each centrality range.

rack reconstruction leverages combined information from two primary
sources. These sources are the TPC [111, 122] and the ITS [111, 120]. These
sources work together in a scheme known as "hybrid" tracking. A key consider-
ation in this process is excluding the influence of secondary particles. To ensure
this, tracks must maintain a certain minimum distance from the primary vertex.
This distance is restricted to less than 3.2 cm longitudinally and less than 2.4 cm
transversely. Adhering to these specific limits effectively minimizes interference
from secondary particles. Additionally, a loose Distance of Closest Approach
(DCA) track cut is selected. This is implemented to improve the uniformity of
the ϕ-distribution, which is an essential aspect for the accurate computation of
the Qn-vector. Furthermore, each track must contain at least 70 out of a possible
159 TPC space points. The average χ2 per degree of freedom for the track fit,
based on these TPC space points, should not exceed 2. This ensures the accuracy
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of the track fit. At least two hits in the ITS are required, further corroborating the
track fit’s validity.

To reduce the influence of track reconstruction efficiency and potential dis-
turbances from secondary particles, a HIJING simulation is implemented, as cited
in Ref. [128]. The simulation is integrated with the GEANT3 [129] detector model
to provide a comprehensive understanding of the detector’s response. A pT-
dependent track weighting correction is constructed by integrating the HIJING
simulation with the GEANT3 detector model. This correction is made to ensure
that the momentum of the charged particles does not bias our measurements.
The efficiency of track reconstruction is approximately 65% for particles with
pT = 0.2 GeV/c, and it increases to 80% for particles with pT > 1.0 GeV/c. This
suggests that the efficiency of our track reconstruction increases with the momen-
tum of the particles.

The contamination from secondary sources is controlled, being less than
10% for particles with pT = 0.2 GeV/c and less than 5% for particles with pT >
1.0 GeV/c. This demonstrates that our measurements mainly come from primary
particles, which ensures the reliability of our results. Fig. 22 illustrates the effi-
ciency, contamination, and the resulting correction factor, all as functions of pT,
for the 20-40% centrality class in the LHC18q + LHC18r data set. The efficiency,
in particular, is a key component in determining the effectiveness of the data col-
lection and processing. The contamination factor, on the other hand, provides
insights into the level of ’noise’ or irrelevant data within the set. Lastly, the cor-
rection factor is an essential tool for final data interpretation. In addition to the
LHC18q + LHC18r data set, the efficiency was also evaluated independently for
the LHC15o dataset.The LHC15o dataset yielded results very similar to those
of the LHC18q+LHC18r set, suggesting consistency in the data collection and
processing methods across different data sets. In our analysis, we strictly con-
sider particle tracks that lie within the defined transverse momentum interval of
0.2 < pT < 5.0 GeV/c and the pseudorapidity range of 0.4 < |η| < 0.8. This spe-
cific lower pT cut-off has been implemented to significantly reduce the impact of a
less efficient low-pT reconstruction process. Conversely, the upper limit has been
set to restrict and reduce the influence derived from high-energy jets, which can
otherwise skew our results and interpretations. To further refine the data, we use
a pseudorapidity gap of |∆η| > 0.8, a strategy effective in dampening non-flow.
The observables that we have decided to utilize in this analysis are largely based
on multi-particle correlations. This approach, following a standard framework as
established and cited in the work of Bilandzic et al. [97], allows us to conduct a
robust and comprehensive anisotropic flow analysis.

5.2 Higher Order Symmetric cumulants

This analysis extends the previous results [86, 87] to higher-order harmonic Sym-
metric Cumulants. Specifically, we achieve good precision in measuring the cor-
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relations of v5 and v6 to the other harmonics by combining the 2015 and 2018
datasets listed in Tab. 3.

TABLE 4 New observables in this analysis are highlighted in red, while previously pub-
lished observables are displayed in black.

Energy Observable Harmonic combinations published paper
2.76 NSC(m,n) (3,2),(4,2),(4,3),(5,2),(5,3) Refs. [86, 132]
5.02 NSC(m,n) (3,2),(4,2),(4,3),(5,2),(5,3),(5,4),(6,2),(6,3) Ref. [95]

5.2.1 Systematic Uncertainty Evaluation

The assessment of systematic uncertainties involves the variation and compar-
ison of different selection criteria against the nominal selection. The Barlow
test [133] is employed to ascertain the significance of individual trials. If the
Barlow σ value of a trial exceeds one, the relative variation of the results is
considered significant, beyond mere statistical uncertainties. Such a trial is then
classified as a systematic uncertainty. The total systematic uncertainty for each
centrality class is computed by summing the significant sources of uncertainty in
quadrature.

5.2.1.1 Description of the Barlow test

The Barlow test was used as a method to exclude statistically insignificant contri-
butions for the systematic uncertainties and is defined as,

σBarlow =
|xdef − xvar|√
|σ2

def ± σ2
var|

. (63)

The numerator represents the absolute variation or difference between the results of
x obtained with the default (de f ) and with the varied (var) selections. The results
will have statistical uncertainties σx, hence one needs to consider the error in the
difference, which is what is done in the denominator. The ± sign represents the
"correlation level" of the data-sets that are compared. The minus sign is used if
the data-sets are correlated, while the plus sign is used when the data-sets are
fully uncorrelated.

In this analysis, a trial is included in the systematic uncertainty if σBarlow is
larger than 2.0 and the relative variation between the compared results is applied
as systematic uncertainty on the corresponding trial, with the relative variation
defined as

Rel. Var =
xdef − xvar

xde f
. (64)

For example, the figure 23 summarize the Barlow test conducted for
NSC(5,2) and NSC(5,3). The first row displays the measured observables for all
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trials, along with the default value and its systematic uncertainty. The second
row depicts the absolute or relative variation, depending on the size of the
measured values. If these values are too small, the absolute variation is used.
The bottom row presents the σBarlow value for each data point.

• Magnetic field polarity The detector operates with either a positive or neg-
ative solenoid magnetic field polarity. The polarity impacts the direction of
the charged particle’s curvature and subjects the detector to two different
field conditions. A portion of the dataset was recorded under each configu-
ration. To examine the polarity’s effect, these two datasets can be analyzed
separately instead of being combined, as is usually done.

• Centrality determination An alternate method for determining centrality
utilizes data from silicon pixel detectors (SPD). This SPD-based centrality
determination is used as a systematic check.

• Z-vertex cut / Primary vertex position Typically, only events reassembled
within 8 cm of the predefined interaction point are considered. We evaluate
the impact of this decision, especially on the η range and ϕ-distribution, by
reducing the rejection cutoff to 7 cm and increasing the cutoff to 9 cm.

• Pile-up inclusion The process of event selection involves choosing the pri-
mary vertex and removing outliers based on V0 and CL0 multiplicity cor-
relations. Additional pile-up can be eliminated by applying an extra 4σ-cut
on the multiplicity correlations and conducting an out-of-bunch pile-up re-
moval using the CL0 multiplicity correlations and time of flight (TOF) in-
formation, which also involves another 4σ-cut.

• Charge combinations The like-sign method, which only correlates charged
particles of the same sign, is used to study the scale of non-flow effects,
especially from jets. Usually, an η-gap is applied between correlated sub-
events to reduce non-flow effects.

• Space charge distortion The multiparticle correlation can be computed by
selecting the first particle from the A-side of the detector and the remaining
particles from the C-side, or vice versa. By default, both approaches are ap-
plied and the outcomes are averaged. The effect of space charge distortion
is taken into account by not averaging the results, but instead comparing
them individually to the default setup.

• TPC space points The criteria for track selection was made more stringent
by raising the minimum TPC space points from 70 to 90.

• Tracking mode The uncertainty related to track reconstruction, also called
tracking mode, was assessed by comparing outcomes from various track
types. The function of the ITS, specifically the number of hits in its layers,
varies between different configurations (such as hybrid and global track-
ing).
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FIGURE 23 Barlow test for NSC(5,2) and NSC(5,3) in collisions at = 5.02 TeV. The first
row shows the measured observables for all trials, along with their default
value and systematic uncertainty. The second row displays either an abso-
lute or relative variation, depending on the size of the measured values. If
these values are small, we use the absolute variation. The last row presents
the σBarlow value for each data point.
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6.1 Bayesian parameter estimation in heavy-ion collisions at LHC
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and bulk (bottom) viscosity to entropy ratio, with the black line denot-
ing the median within this range. The results are contrasted with the
MAP parametrization from Ref. [21], calibrated solely using 5.02 TeV data.
Reprinted with permission from [21], 2021, American Physical Society.

This study utilized an enhanced global Bayesian method, a sophisticated
approach for probabilistic modeling, to meticulously quantify the transport prop-
erties of quark-gluon plasma. More specifically, it focused on the specific η/s and
ζ/s using Pb-Pb data at two separate collision energies,

√
sNN = 2.76 and 5.02

TeV. These findings represented a significant advancement in the field, as it was
the first time that new, sophisticated collective flow observables from two dis-
tinct collision energies were included in the analysis. The inclusion of these new
observables served to reduce the uncertainty of the extracted transport coeffi-
cients. The reduced uncertainty effectively increased the precision and reliability
of the findings, marking a substantial improvement in the methodological ap-
proach. The study further revealed that the measurements of higher harmonics
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and higher-order flow fluctuation observables are indeed sensitive to the trans-
port coefficients. This finding underscores the importance of measuring these ob-
servables with high precision. Doing so ensures that the hydrodynamic transport
coefficients, which are important for understanding the behavior of the quark-
gluon plasma, are derived accurately and reliably.

Despite the inclusion of new observables as inputs for our model, we still
observed discrepancies between our model’s predictions and the actual exper-
imental measurements. These discrepancies highlight the need for further re-
finement in our current modeling process. A clear illustration of this is through
examining the NSC(4,2) observable. In this particular observable, our newly re-
vised model does indeed perform better than our previous iteration. However,
it’s important to note that deviations are still present, particularly at higher cen-
tralities, indicating room for further studies.

Our study also struggled to accurately reproduce the sign change of
NSC(4,3) at low centralities. This lack of reproduction was not unique to our
study, as it was also not reproduced in Ref. [39]. This common challenge
underscores the necessity for additional studies focusing on this area to better
understand and address this issue.

Furthermore, while our study reveals certain discrepancies, such as poor
model-to-data compatibility for the energy scale dependence of v2{2} and parti-
cle yields, these results are nonetheless valuable. Rather, they serve as an impor-
tant indication of the imperative need to continue improving our understanding
and modeling of heavy-ion collision models. This will ultimately lead to more
accurate and reliable predictions in the future.

6.2 Higher Order Harmonic Symmetric Cumulants
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FIGURE 25 Left panel: Lower order NSC observables together with published results.
Right Panel: Higher order harmonic NSC including n = 5 and n = 6.

The results for higher order harmonic symmetric cumulants are presented



71

in this section. In Figure 25, the left panel shows the lower orders together with
the already published NSC [95], while the right panel showcases the higher or-
ders. The new measurements include the fifth and sixth harmonic amplitudes
of the flow. It is observed that all observables are positive except for NSC(3,2)
and NSC(4,3). It is also observed that there is a strong centrality dependence for
NSC(5,3) and a slight decreasing trend towards peripheral collisions of NSC(6,3).
There is no strong centrality dependence for NSC(5,2), NSC(5,4), and NSC(6,2).
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FIGURE 26 A model comparison for the measured NSC observables. The Final State
models of TRENTo+iEBE-VISHNU shown as a dark blue band, and EKRT
as a purple band. The Initial State TRENTo is shown as a light blue band.

We systematically compared the centrality dependence of the NSC(m,n)
with the event-by-event EKRT+viscous hydrodynamics model [49]. This model
provides an integral framework for understanding the complex phenomena
involved. In the comprehensive event-by-event EKRT+viscous hydrodynamic
calculations [49], the initial energy density profiles are meticulously calculated
using a next-to-leading order perturbative-QCD+saturation model [134, 135].
The subsequent space-time evolution is modeled using relativistic dissipative
fluid dynamics, employing multiple parameterizations for the temperature
dependence of η/s. This ensures a detailed and nuanced representation of
the evolving system. This model has demonstrated remarkable accuracy,
reliably describing the charged hadron multiplicity and the low pT region of
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the charged hadron spectra at RHIC and the LHC. For more details and visual
representations, refer to Figs. 11-13 in [49]. Each of the η/s(T) parameterizations
is particularly adjusted to reproduce the measured vn from central to mid-
peripheral collisions. This adherence to accurate reproduction further enhances
the reliability and validity of our model (see Fig. 15 in [49]).

The final state models and data show good agreement for NSC(3,2) and
NSC(4,3). Except for NSC(3,2) and NSC(5,4), all other observables exhibit a dis-
tinct non-linear hydrodynamic response that overshadows initial state cumu-
lants. All observables exhibit a rising correlation in peripheral collisions, with
the exception of NSC(6,3). This suggests that the negative contribution from
NSC(3,2) and the increasing correlation towards peripheral collisions result in
a decreasing trend of NSC(6,3) in such collisions.

6.3 Asymmetric Cumulants
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FIGURE 27 Centrality dependence of the different orders a = 1, . . . , 3 of NACa,1(2, 4)
(left) and NAC1,a(2, 4) (right). Reprinted with permission from [23], 2023,
American Physical Society.

The first measurements of correlations between the moments of two flow
amplitudes [136] in collisions at = 5.02 TeV are presented in [23]. Asymmetric
cumulants, where the harmonics under consideration are raised to different mo-
ments, are a generalisation of the well-known symmetric cumulants. In Ref. [23],
we introduce 34 new observables and discuss their constraining power on QCD
matter properties. As illustrated in Fig. 27, the correlations for both v2 and v4
depend on the moments and collision centrality. The increase in correlation for
higher moments is more pronounced for v4. After comparing the results with
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state-of-the-art hydrodynamic model calculations, using two different parameter-
izations from Bayesian optimization, we found discrepancies between data and
simulations in many of the observables. This suggests a need for further tuning
of the models used in these model calculations.
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6.4 Flow signal in small collision systems in LHC
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Hydrodynamic calculations are shown as colored lines, accompanied by
bands indicating their statistical uncertainty. Reprinted with permission
from [24], 2023, .

This study focuses on both long and short-range correlations between pairs
of charged particles in smaller systems, such as pp and p–Pb collisions. The mo-
tivation for this analysis is two-folded, on one side it turns out that the jet contri-
bution is not fully removed on the away-side peak in the previous studies [137,
138], hence the new method, so called Low multiplicity template, are throughly
examined and verified in this paper [24]. On the other hand, this study repre-
sents the first attempt to measure the flow signal in the lowest event multiplicity.
This technique enables us to eliminate the increased away-side jet fragments in
high multiplicity events compared to low-multiplicity events, ensuring that our
flow amplitude results are free from jet contributions. For the second part of the
motivation, we investigate the lower limit of multiplicity by examining different
hydrodynamical models and comparing them to data.

In the final result, the measured v2 and v3 from this analysis is
compared to three different models; TRENTo+iEBE-VISHNU [22], IP-
Glasma+MUSIC+UrQMD hydrodynamic calculations [139], and GubsHyd [140].
It turns out that both TRENTo+iEBE-VISHNU and IP-Glasma+MUSIC+UrQMD
are overestimating the data, trento more than IP-glasma. In terms of TRENTo
the multiplicity dependence is opposite to the multiplicity dependence for data
for both v2 and v3. For data the trend is that an increase of multiplicity has
an increase of the flow magnitude, whereas for trento the opposite trend is
observed. The model that describes the data the best is GubsHyd, which agree
for v2 in both collision systems.

When compared with viscous hydrodynamic models, it is observed that the
magnitudes of v2 and their reliance on multiplicity are not accurately represented
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by state-of-art hydrodynamic computations. This is particularly evident in the
case of low multiplicity p–Pb and pp collisions that utilize two initial state mod-
els. As the importance of the initial state increases with decreasing multiplic-
ity [141, 142], it suggests a need for further refinement and enhancement of the
initial state details, guided by experimental measurements.

Direct comparisons with the ATLAS Collaboration’s results [143] aren’t fea-
sible since the multiplicity classes are defined differently and the results have
different acceptances. However, an assumption-based comparison is available in
the Appendix 2. It’s important to note that correlations between mid-rapidity and
forward rapidity multiplicity in small collision systems are not guaranteed. As
mentioned in the paper, we evaluated two assumptions of the method within the
ALICE acceptance alone, stressing the need to reassess systematic uncertainties
when analyzing different kinematic ranges. Their impact might not always be
negligible. Future analyses from various collaborations could provide additional
insights to clarify the situation.



7 SUMMARY

This thesis presents the results of three separate studies. The first study exam-
ines higher-order harmonic symmetric cumulants in PbPb collisions at 5.02 TeV,
including v5 and v6. This marks a first in the field. The magnitudes of these
observables depend both on the event centralities and the order of the involved
harmonics. When measuring the correlations of higher-order harmonics, the in-
terplay between harmonics becomes significantly more noticeable than that of
lower-order harmonics. This can be explained by the nonlinear hydrodynamic
response. Hence, these measurements are considered highly sensitive observ-
ables in the Bayesian analysis mentioned in Section 2.3.1.

The second study quantifies the transport properties of quark-gluon plasma
using a Bayesian analysis of LHC Pb-Pb data. It reveals that higher harmonics
and higher-order flow fluctuation observables are sensitive to the coefficients of
the transport properties. The uncertainty of the extracted transport properties
considerably reduces when new collective flow observables from two collision
energies are included. However, discrepancies still exist between the model and
experimental measurements, indicating a need to enhance our understanding of
heavy-ion collision models.

The third study measures the flow signal within the smallest event multi-
plicity in the small systems such as pp and p-Pb collisions. This research led to the
removal of the jet contribution using a new method. This method analyzes cor-
relations of charged particles over both long and short ranges. When compared
to viscous hydrodynamic models, the magnitudes of v2 and their dependence on
multiplicity are not adequately described by current hydrodynamic calculations,
especially for low multiplicity p–Pb and pp collisions. As the importance of the
initial state increases with a decrease in multiplicity, the results suggest that the
details of the initial state description need to be improved based on experimen-
tal measurements. This improvement could enhance our understanding of the
modelling of larger collision systems.
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APPENDIX 1 ACCESSING VERY HIGH ORDER FLOW
COEFFICIENTS

FIGURE 29 A sketch of the three main inputs to the toy Monte-Carlo for investigating
the higher order flow coefficients, vn, n > 8.

How far can the harmonic order of flow coefficients be measured in the
experiments? Is it possible to measure harmonics beyond n = 9? To check for
potential experimental bias and to test an extreme case, a toy Monte-Carlo (toy
MC) has been made. In this section, the specifics of these toy MC simulations will
be outlined.

Figure 29 presents a diagram of what the toy MC accepts as inputs. It re-
quires three main inputs: the vn information (where the vn values are taken from
measured values up to the seventh harmonic order, with higher order vn (n > 7)
extracted using an exponential fit to moderate the value - vn ∝ exp(k′n2)), the
measured multiplicity classes as illustrated in Table 5.2 from Ref. [126], and a
non-uniform azimuthal angle to replicate the detector acceptance (NUA). For the
NUA, an analytical correction is employed, which for this toy MC takes an ex-
treme case with a large gap in the detector φ acceptance (see Fig.30).

In the toy MC calculations, the lower-order flow coefficients (n < 11) and
higher-order flow coefficients (n > 10) showed different behaviors. The results
are shown in Fig. 31, where the black squares represent outcomes using measured
multiplicity values. The red squares depict an extreme case where we increased
the multiplicity by a factor of 1000. We also tested increasing the statistics tenfold
for higher multiplicity, represented by the green squares.
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FIGURE 30 The ϕ-modulation imposed on the toy MC particle distribution.
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FIGURE 31 Results of the toy MC calculations. Black squares represent outcomes using
measured multiplicity values. Red squares depict an extreme case where
multiplicity was increased by a factor of 1000. Green squares show results
of a test in which the statistics were increased tenfold for higher multiplicity.
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Upon data analysis, we observed that the lower-order flow coefficients accu-
rately converged to the input values. However, the higher-order flow coefficients
were overestimated compared to the input values within the examined centrality
ranges. This discrepancy led us to conduct the extreme case experiments.

In the extreme case, the higher-order flow coefficients aligned well with the
input values for larger events. Interestingly, the convergence to the true value
slowed down for larger event samples in central collisions, where the flow coef-
ficient was smallest. The relationship between finite event multiplicity and flow
coefficients needs further exploration to establish measurement limits.
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2 MULTIPLICITY DEPENDENCE IN SMALL
SYSTEMS

The reference multiplicity in an experiment provides key information about the
energy density, system size, and event activity in a given collision system. How-
ever, due to differing definitions of reference multiplicity across various experi-
ments, comparisons can be challenging.

Table 5 defines the reference multiplicity in ALICE and ATLAS experiments.
ALICE calculates the reference multiplicity by integrating the from η = −0.5 to
0.5 for each multiplicity class measured by V0M and V0A in pp and p–Pb col-
lisions, respectively. In contrast, ATLAS calculates the reference multiplicity by
counting the number of charged tracks (Nreco

ch ), uncorrected by tracking efficiency,
with pT > 0.4 GeV/c in |η| < 2.5.

TABLE 5 The definition of the reference multiplicity in ALICE and ATLAS Experiments

ALICE ATLAS
pp V0M multiplicity percentile Nch

reco in |η| < 2.5 & pT > 0.4
p–Pb V0A multiplicity percentile Nch

reco in |η| < 2.5 & pT > 0.4



APPENDIX 3 TESTING WITH PYTHIA IN PP COLLISIONS
AT
√

S = 13 TEV

The conversion of the ALICE to ATLAS definition of the number of charged par-
ticles (Nch) in pp collisions at

√
s = 13 TeV and p-Pb collisions at

√
sNN = 5.02

TeV, is done using EPOS-LHC [144] since this model describes the data well, but
as a test, the conversion was done for pp collisions using PYTHIA8 with the
MONASH13 tune [145] and the procedure is described in this section.

The first step is to calculate the multiplicity distributions for the two defini-
tions. The left side of Fig. 32 presents the multiplicity for the ALICE and ATLAS
definition. On the right side of Fig. 32, a strong correlation is demonstrated in
the plot of ATLAS versus ALICE multiplicity. The centrality percentile classes
were determined from the produced Nch distribution using the ALICE definition
of multiplicity, as seen in Fig. 33.
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FIGURE 32 Left: Number of events as a function of charged particle multiplicity for
the ALICE definition in red and ATLAS definition in orange. Right: The
ATLAS multiplicity is plotted against the ALICE multiplicity in order to
see the correlation of the two definitions.
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FIGURE 33 Number of counts as a function of number of charged particles using
PYTHIA8 Monash13 tune.

The second step is to calculate the pseudorapidity distribution for each def-
inition. In Fig. 34, a comparison is made between the use of a pT-cut and no
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pT-cut, as well as between EPOS and PYTHIA for each centrality class. The left
figure shows that the dN/dη-yield decreases by a factor of approximately two
when a pT-cut is applied across all centrality classes. Thus, we scale them up
for comparison purposes. The shape comparison shows that auto-correlations
are not as strong when a pT-cut is applied. On the right side of Fig. 34, EPOS
and PYTHIA both have the same η-acceptance and kinematic cuts. The only dif-
ference is that the EPOS distributions are scaled up to match the data reference,
while the PYTHIA distributions are not. Therefore, we use a scaling factor, as
shown in the figure, to scale them up. When comparing the shape, it’s clear that
EPOS does not have the same auto-correlations as PYTHIA, but instead has a
smoother distribution.

As presented in Fig. 34, the η-distribution appearing on the left side ex-
hibits a noticeable bump when produced using PYTHIA. This bump is indicative
of pronounced auto-correlations in PYTHIA, which is largely attributed to the
region of partial overlap in the V0C acceptance with ATLAS acceptance, specifi-
cally in the range of−2.5 < η < −1.7. These auto-correlations are not just seen in
simulations, but can also be observed in the data. The overlap of the acceptance
regions between V0C and ATLAS is likely the cause behind these correlations. To
illustrate, V0C operates within the η range of −3.6 < η < −1.7, while the ATLAS
coverage is within −2.5 < η < 2.5. The overlap in these ranges is a significant
factor that contributes to the auto-correlations observed in both the data and the
simulations.

The approach we followed for determining the multiplicity involved inte-
grating the histograms for |η| < 0.5 and |η| < 2.5 and pT >0.4. These pseudora-
pidity histograms are shown in 35, and correspond to the multiplicity definitions
of ALICE and ATLAS, respectively.

To understand how much the η acceptance influences the multiplicity, we
calculate the ratio of the η acceptance of |η| < 0.5 over |η| < 2.5. For pT, the ratio
is based on the definition with |η| < 2.5 over |η| < 2.5 with pT >0.4 GeV/c. We
then obtain the conversion factor by calculating the ratio of the multiplicity with
the ALICE definition over the multiplicity with the ATLAS definition. These val-
ues are summarized in Table 6, where the ratio ALICE/ATLASreco already takes
into account the efficiency correction.

TABLE 6 The correction factors for the respective centrality classes, together with the η

acceptance and pT cut effects.

V0M: 0-0.1% 0.1-1% 1-5% 5-10% 20-60%
η accept. eff. 0.19 0.19 0.19 0.18 0.18

pT cut eff. 0.56 0.54 0.5 0.45 0.41
ALICE/ATLAS 0.33 0.35 0.37 0.40 0.43

ALICE/ATLASreco 0.44 0.46 0.49 0.54 0.57

In case of the ATLAS measurement, the charged particle multiplicity
was obtained by counting the number of reconstructed particles satisfying
pT > 0.4 GeV/c in |η| < 2.5. The ATLAS results have no efficiency correction (la-



97

 

3− 2− 1− 0 1 2 3 4 5 6

η
0

10

20

ηddN

V0M

0-0.1 %

 1.7)× > 0.4 GeV/c (
T

0-0.1 % + p

0.1-1 %

 1.8)× > 0.4 GeV/c (
T

0.1-1 % + p

1-5 %

 1.9)× > 0.4 GeV/c (
T

1-5 % + p

5-20 %

 2.1)× > 0.4 GeV/c (
T

5-20 % + p

20-60 %

 2.3)× > 0.4 GeV/c (
T

20-60 % + p

 = 13 TeVsPYTHIA Monash 2013 

  

4− 2− 0 2 4 6

η
0

10

20

ηddN

 1.7 )×PYTHIA 0-0.1 % ( 

EPOS 0-0.1 %

 2.7 )×PYTHIA 1-5 % ( 

EPOS 1-5 %

 4.3 )×PYTHIA 5-20 % ( 

EPOS 5-20 %

 4.3 )×PYTHIA 20-60 % ( 

EPOS 20-60 %

 

FIGURE 34 Left: Comparing η-distributions with and without pT-cut at 0.4 GeV for all
centrality classes. The distributions shown as histograms correspond to no
pT-cut, whereas the ones with markers correspond to with pT-cut. Right:
Comparing η-distributions created with different models, PYTHIA8 and
EPOS, in η and pT ranges. PYTHIA8 results are shown with markers, and
EPOS results are shown as histograms.
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FIGURE 35 The η-distributions for one centrality class (0-0.1%) and for three different
definitions of Nch using PYTHIA8 Monash 13 tune. The ALICE definition is
shown in red with |η| < 0.5, in blue η is extended to |η| < 2.5 which is the
η acceptance in ATLAS. The complete ATLAS definition is shown brown
with |η| < 2.5 and pT > 0.4 GeV.

beled as Nrec
ch,ATLAS), therefore the result needs to take into account the efficiency

reported in Ref. [143] to be compared to our measurements, which are 1.29±0.05
and 1.18±0.05 in p–Pb and pp collisions, respectively.
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TABLE 7 Conversion table for p–Pb collisions

Exp. ALICE ALICE ATLAS
Centrality (%) Nch(|η| < 0.5) Nch(pT > 0.4, |η| < 0.5) Nrec

ch,ATLAS (pT > 0.4, |η| < 2.5)
0–5 44.96 23.66 85.35

5–10 36.05 22.19 83.27
10–20 30.33 17.89 67.26
20–40 23.12 13.24 49.93
40–60 15.89 8.85 33.54

60–100 N/A 3.72 14.25

TABLE 8 Conversion table for pp collisions

Exp. ALICE ALICE ATLAS
Mult. Class (%) Nch(|η| < 0.5) Nch(pT > 0.4, |η| < 0.5) Nrec

ch,ATLAS (pT > 0.4, |η| < 2.5)
0–0.1 31.33 19.66 84.07 (80.33)
1–5 20.02 11.80 50.10(48.83)

5–20 13.99 7.89 33.70(29.15)
20–60 7.2 3.71 16.11(14.12)
60–100 N/A 1.23 5.23

APPENDIX 3.1 Results

Table 7 and Table 8 contain the original ALICE Nch values. These values have
been calculated with great precision and are presented together with the values
obtained after the extrapolation in η. Additionally, these tables also present the
ALICE to ATLAS conversion values for p–Pb and pp collisions.These values are
obtained from using the EPOS model and ALICE measurements. The results
derived from the test with pp collisions using the PYTHIA model are presented,
within parentheses, in Table 8. This test was performed to compare and contrast
the results and to further validate the findings. Upon examining these results, we
can see that they exhibit a similarity to the results obtained from the EPOS model.
However, these results display slightly lower values than the former method.

Finally, our results compared to ATLAS are shown in Fig. 36, as a function
of Nrec

ch,ATLAS. Our results in p–Pb collisions agree with those of ATLAS in lower
multiplicity and are slightly larger for our highest multiplicity interval. In case of
pp collisions, our results agree better with the results by ATLAS for the highest
two multiplicity intervals, but are smaller in Nrec

ch,ATLAS < 40. It’s important to
note that there’s no certainty in the correlations between mid-rapidity and for-
ward rapidity multiplicity in smaller collision systems. Therefore, the validity
of this method is not guaranteed when exploring different kinematic ranges. As
stated earlier in the paper [24], two assumptions of the flow extraction method
are tested exclusively within the confines of ALICE acceptance. This underscores
the need to revisit systematic uncertainties when exploring different kinematic
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FIGURE 36 A comparison to ATLAS [143] experiment of the v2 magnitude for two dif-
ferent collision systems, pp and p-Pb, as a function of the ATLAS definition
of multiplicity.

ranges, as their impact may not always be negligible. Further analyses from var-
ious collaborations could potentially provide more insight into this issue in the
future.
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The transport properties of the strongly coupled quark-gluon plasma created in ultrarelativistic heavy-ion
collisions are extracted by Bayesian parameter estimate methods with the latest collision beam energy data from
the CERN Large Hadron Collider. This Bayesian analysis includes sophisticated flow harmonic observables for
the first time. We found that the temperature dependence of specific shear viscosity appears weaker than in the
previous studies. The results prefer a lower value of specific bulk viscosity and a higher switching temperature
to reproduce additional observables. However, the improved statistical uncertainties both on the experimental
data and hydrodynamic calculations with additional observables do not help to reduce the final credibility ranges
much, indicating a need for improving the dynamical collision model before the hydrodynamic takes place. In
addition, the sensitivities of experimental observables to the parameters in hydrodynamic model calculations
are quantified. It is found that the analysis benefits most from the symmetric cumulants and nonlinear flow
modes, which mostly reflect nonlinear hydrodynamic responses, in constraining the temperature dependence of
the specific shear and bulk viscosities in addition to the previously used flow coefficients.
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I. INTRODUCTION

The primary goal of heavy-ion physics is to investigate
and understand the strongly coupled color-deconfined matter,
quark-gluon plasma (QGP), which is produced in ultrarela-
tivistic collisions between heavy ions. The QGP is believed
to be the predominant form of matter during the first phases
of the early universe. This matter behaves like a near-perfect
fluid with the smallest specific shear viscosity, the ratio of
the shear viscosity to the entropy density (η/s), of any known
substance in nature [1].

The most important remaining open questions in the field
are the location of the critical point (Tc) in the QCD phase
diagram and temperature dependence of specific shear (η)
and bulk (ζ ) viscosities of the QGP. The flow analysis at
the CERN Large Hadron Collider (LHC) has been very suc-
cessful and provides valuable information to the field [2–6].
For example, the main constraints for the QGP properties
using the Bayesian analysis [7] in the theory came from the
ALICE measurements [2,8,9] with both low and high beam
energy data. Even though the Bayesian analyses [7,10–13]
were successful, the current uncertainties from these works
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are large because of statistical limitations of the data, limited
observables used for the analysis, and computational con-
straints. In addition to the aforementioned limitations, pinning
down the absolute value of η/s at Tc has a few challenges.
First, a principle calculation to describe the initial conditions
(IC) is still under development. Second, extracting the tem-
perature dependence of η/s(T ) has been complicated with the
existence of the bulk viscosity [14,15]. However, large flow
found in small systems like proton-proton (pp) collisions was
striking and opened up the importance of gluon fluctuations
within protons, and certainly the experimental data would help
to improve the understanding of IC both for small and large
systems [16]. There are newer observables that give much
stronger constraints to the theory [3,4], showing good sensitiv-
ities especially to η/s(T ) and ζ/s(T ). The correlation strength
measured in [3,4] was experimentally decomposed into two
components of linear and nonlinear flow modes in [5,17] for
the first time in the field, which gives a better understanding
of our harmonic analysis and its origin with both LHC Run 1
(2009–2013) and Run 2 (2015–2018) data.

In this work, we extend the Bayesian parameter estimation
methods employed in [7] with larger statistic LHC Run 2
results [18,19] as well as a few additional observables [5,6] for
the first time which require substantial computational power.
This work also allows us to quantify the sensitivity of each
observable to the hydrodynamic model parameters in a con-
trolled way. In Sec. II, we present a brief overview of Bayesian
analysis methods and model setups. The experimental ob-
servables are described in Sec. III. Model parameters and
calibrations are explained in Sec. IV. The results are presented
in Sec. V, after which Sec. VI summarizes our results and
findings.

2469-9985/2021/104(5)/054904(12) 054904-1 Published by the American Physical Society
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II. BAYESIAN ANALYSIS

There have been a number of studies that utilized Bayesian
methods for heavy ion collisions [20–24]. We employ the
recent state-of-the-art development in [7] for our present
study. We define a vector of model parameters x, and a set
of experimental data y that will be compared with model
calculations. Bayes’s theorem gives the posterior distributions
for the model parameters as

P(x|y) ∝ P(y|x)P(x). (1)

Here P(y|x) is the likelihood, which quantifies the model
agreement with the data. The prior P(x) encapsulates initial
knowledge on the parameters.

The model parameters are then extracted from the posterior
distributions. We follow the same procedures as [7], where the
model is first evaluated at a small O(102) number of “design”
parameter points. The resulting discrete set of model predic-
tions is then made continuous by the use of a Gaussian process
(GP) emulator, which thereby can be used to systematically
probe the parameter space with Markov chain Monte Carlo
(MCMC) methods.

A. Hydrodynamic model and parameters

The model used in this analysis consists of the TRENTo
model [25] for the initial condition, which is connected with
free streaming to a 2 + 1 dimensional causal hydrodynamic
model VISH(2 + 1) [26,27]. The evolution continues after
particlization via the UrQMD model [28,29]. This hybrid
model, denoted TRENTo + VISH(2 + 1) + UrQMD, has suc-
cessfully described the previous ALICE measurements [7].

A hydrodynamic modeling relies on the energy and
momentum conservation laws of the fluid dynamics. The con-
servation is expressed in terms of

∂μT μν (x) = 0, (2)

where T μν (x) is the energy-momentum tensor. In the case
of viscous hydrodynamics, the energy-momentum tensor be-
comes

T μν = εuμuν − (P + �)�μν + πμν, (3)

where ε is the energy density, P is the local pressure given
by the equation of state, and �μν = gμν − uμuν is a projector
onto the transverse four-velocity. The shear and bulk viscosi-
ties are encoded into πμν and �, respectively.

Free parameters of this model include the initial conditions,
η/s(T ) and ζ/s(T ), characterized by a total of 14 model pa-
rameters, which together control the prominent features of the
model. The parameter set, described in detail in later sections,
will enable simultaneous characterization of the initial state
and medium response, including any correlations.

Each event consists of a single initial condition given
energy density profile and a hydrodynamic simulation fol-
lowed by multiple samples of the freeze-out hypersurface.
The parameter estimation is conducted using 500 parameter
design points, sampled evenly from the parameter space using
the Latin hypercube scheme [30,31]. At each design point,
the model is used to generate around 3×105 events with

the corresponding parametrization, with each event surface
sampled ten times to produce a total of 3×106 events for
0–60% centrality ranges. A large number of events is
generated to ensure a better accuracy for high harmonic
observables. A GP emulator is then trained to produce predic-
tions for the observables in between the design points, after
which the predictions are validated against a validation set.
See [7] for details of the emulator. Using the emulator to
produce predictions in continuous parameter space, the final
posterior distribution is created using MCMC sampling.

B. Calibrating the model parameters

The parameter estimation attempts to calibrate the model
parameters for the model to optimally reproduce experimental
observables. With Bayesian methods, the optimal parameters
are characterized by probability distributions for their true
values. As given by Bayes’s theorem, the probability for the
true parameters x∗ is

P(x∗|X,Y, yexp) ∝ P(X,Y, yexp|x∗)P(x∗). (4)

The left-hand side is the posterior: the probability of x∗
given the design X , computed observables Y , and the exper-
imental data yexp. On the right-hand side, P(x∗) is the prior
probability, encapsulating the initial knowledge of x∗, and
P(X,Y, yexp|x∗) is the likelihood: the probability of observing
(X,Y, yexp) given a proposal x∗.

The likelihood may be computed using the principal com-
ponent GP emulators as

P = P(X,Y, yexp|x∗)

= P(X, Z, zexp|x∗)

∝ exp
{− 1

2 (z∗ − zexp)�
−1
z (z∗ − zexp)

}
, (5)

where z∗ = z∗(x∗) are the principal components predicted by
the emulators, zexp is the principal component transform of the
experimental data yexp, and 
z is the covariance (uncertainty)
matrix. The covariance matrix encodes all the experimental
and model uncertainties [32]. In the principal component
space, the covariance matrix can be expressed as


z = 
exp
z + 
GP

z + (
σ sys

m

)2
I, (6)

where 

exp
z is the matrix for experimental errors and 
GP

z =
diag(σz,1(z∗)2, σz,2(z∗)2, . . . , σz,k (z∗)2) is the diagonal GP
emulator covariance matrix, representing the model statistical
and GP predictive uncertainty. Additionally, σ

sys
m is a free

parameter ranging from zero to one, with the purpose of
including all remaining uncertainties arising from the model
imperfections. All model parameters are given a uniform
prior. Together with the likelihood (5) and Bayes’ theorem (4),
the posterior probability can evaluated at an arbitrary point in
the parameter space. To construct the posterior distribution, an
MCMC method can be used, which generates random walks
through parameter space by accepting or rejecting proposal
points based on the posterior probability.
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FIG. 1. Model calculations of flow coefficients compared to ex-
perimental data at center-of-mass energies of 2.76 and 5.02 TeV. The
systematic error for the higher energy data points is shown as a grey
band around them. This band is not shown for the lower energy data
points since they have combined errors.

III. EXPERIMENTAL OBSERVABLES

In the previous studies, the centrality dependence of identi-
fied particle yields dN/dy and mean transverse momenta 〈pT〉
for charged pions, kaons, and protons as well as two-particle
anisotropic flow coefficients vn for n = 2, 3, 4 were used.
The observables are measured by the ALICE Collaboration
in Pb-Pb collisions at

√
sNN = 2.76 TeV [2,8,9]. In this work,

we mainly focus on the larger statistic higher beam energy
collisions at

√
sNN = 5.02 TeV, which give better precision.

In addition to the above mentioned observables, we include
higher harmonic flow coefficients vn [5] (up to n = 9), the
normalized symmetric cumulants NSC(m, n) [6], and the non-
linear flow mode coefficients χn,mk [5].

The anisotropic pressure-driven expansion of the QGP,
commonly referred to as anisotropic flow, can be character-
ized by a Fourier decomposition of the azimuthal particle
distributions as

dN

dφ
∝ 1 + 2

∞∑
n=1

vn cos [n(φ − ψn)], (7)

where vn quantifies the magnitude of the nth harmonic flow,
and ψn its direction. NSC(m, n) quantifies the correlations be-
tween event-by-event fluctuations of flow harmonics of differ-
ent orders, NSC(m, n) = (〈v2

mv2
n〉 − 〈v2

m〉〈v2
n〉)/〈v2

m〉〈v2
n〉 [3,6],

and χn,mk measures the contribution of lower order harmonic
flows to higher order harmonics (i.e., χ4,22 is the nonlinear
contribution of v4 originating from v2; see the details in [5]).
These additional observables give better sensitivity to the
medium properties and initial conditions, as demonstrated in
Refs. [3–6].

As shown in Figs. 1 and 2, a model calculation with
the best-fit parametrization given by maximum a posteriori
(MAP) from the previous Bayesian analysis [7] shows de-
viations of the measurements for the flow coefficients from

FIG. 2. Model calculations of nonlinear flow mode coefficients
compared to experimental data. Most calculations reproduce χ4,22

within the uncertainties of the measurement and calculations. The
systematic error for the higher energy data points is shown as a grey
band around them. This band is not shown for the lower energy data
points since they have combined errors.

n = 5 and the nonlinear flow mode coefficients from χn,mk

(n = 4). The black filled and open circles represent the higher
(
√

sNN = 5.02 TeV) and lower (
√

sNN = 2.76 TeV) energy
data points, respectively, whereas the red and orange bands
represent the higher and lower energy model calculations.
The v2–v4 values calculated from data were used in model
calibration, and, as seen in Fig. 1, the calculations agrees well
for v4. However, a discrepancy is seen for v3 with an under-
estimation of the calculations for the centrality up to ≈45%
for both energies, and an even larger discrepancy in v2 for the
higher energy calculation, while the lower energy calculation
agrees well except for the low centrality of 0−10%. For higher
harmonics (�v5) the deviation is still visible.

NSC(3,2) NSC(4,3)

NSC(4,2)

2.76 TeV

5.02 TeV

MAP(2019), 2.76 TeV

MAP(2019), 5.02 TeV

Centrality (%)

FIG. 3. Model calculations of the normalized symmetric cumu-
lants [NSC(m, n)] compared to experimental data at center-of-mass
energies of 2.76 and 5.02 TeV. The systematic error for the higher
energy data points is shown as a grey band around them. This band is
not shown for the lower energy data points since they have combined
errors.
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FIG. 4. The χ 2 values calculated between the data and model calculations for both beam energies are shown for vn, χn,mk , and NSC(m, n).

The model calculations for the nonlinear flow mode co-
efficients in Fig. 2 agree within ±15% for χ4,22 and +15%
for the higher energy model calculation of χ5,23, while the
lower energy model calculation goes to −30% in central col-
lisions and even larger than 50% at high centrality ranges.
The discrepancies between data and model calculations are
significantly larger from χ6,222; however, for χ6,24, most of the
higher energy data points agree with the calculations within
systematic uncertainties.

Model calculations reproduce the value for NSC(3, 2) up
to the 40–50% centrality class, which is shown in Fig. 3. Both
model predictions underestimate the values of NSC(4, 2) for
all centrality classes presented. The model calculations over-
estimate NSC(4, 3) for the lower energy data and give similar
results for the higher energy. However, the results show clear
differences between the two beam energies. The differences
get larger toward the central collisions. While it is negative
for the lower energy data and the model calculations, the mea-
surement at 5.02 TeV shows the change of the signs in central
collisions. Also, the magnitudes are smaller in lower energy
collisions, which is attributed to the increasing contribution
from the nonlinear hydrodynamic response in v4 [6].

In order to quantify the agreement of the models with
the data, the χ2 test was performed in the same way as in
Eq. (5) in Ref. [4] for the centrality range 5–50%. The results
are shown in Fig. 4 for the flow coefficients, non-linear flow
mode coefficients, and the normalized symmetric cumulants.
A significant difference is observed between the χ2 values
for vn of higher and lower energies at n � 4. The χ2 values
for v5 are larger for both beam energies with similar magni-
tudes. The higher energy χ2 value for χ4,22 is significantly
larger than the one from the lower energy as shown in Fig. 4.
The disagreement is still significant for χ5,23 and χ6,222. For
NSC(m, n), the χ2 values are larger for higher harmonics at

both beam energies. The χ2 is especially large for the higher
beam energy NSC(4, 3).

In our calculations of the observables, we used the same
methods also used in experimental analysis in Refs. [3–6].
Our centrality classes in this study are chosen to match those
used for the experimental data. We define the multiplicity
range for each centrality class by simulating events using
the MAP parameterization from [7], and sorting the resulting
minimum-bias events by charged-particle multiplicity dN/dη

at midrapidity (|η| < 0.5). The identified dN/dη and 〈pT〉
were evaluated by counting and averaging the particle species
at midrapidity (|η| < 0.5). The experimental data are readily
corrected and extrapolated to zero pT [9], and therefore no
additional processing is required while preparing the com-
parison. For the identified dN/dη, only protons were used
in model calibration, as the model did not reproduce the
spectra of the other species with any of the parametrizations.
Finally, we calculated flow coefficients and other observables
for charged particles within the kinematic range of the ALICE
detector using the same methods as in the data analyses [5,6].
A summary of all the observables that are included in the
Bayesian analysis is given in Table I. The table presents the
particle species, kinematic cuts, and centrality classes for each
observable.

IV. PARAMETER ESTIMATION USING
NEW LHC MEASUREMENTS

The model to be evaluated in this analysis consists of
multiple stages, of which a brief overview will be given next.
Altogether, the model setup includes the parametric TRENTo
initial conditions, free-streaming preequilibrium dynamics,
and the VISH(2 + 1) hydrodynamic model for medium
evolution. Furthermore, the model performs the hadronization

TABLE I. Experimental data included in Bayesian analysis.

Observable Particle species Kinematic cuts Centrality classes (%) Ref.

Yields dN/dy h±, pp̄ |η| < 0.5 0–5, 5–10, 10–20, . . ., 50–60 [18]
Mean transverse momentum 〈pT〉 π±, K±, pp̄ |η| < 0.5 0–5, 5–10, 10–20, . . ., 50–60 [19]
Two-particle flow cumulants h± |η| < 0.8 0–5, 5–10, 10–20, . . ., 50–60 [5]
n = 2–8 0.2 < pT < 5.0 GeV
Non-linear flow mode h± |η| < 0.8 0–5, 5–10, 10–20, . . ., 50–60 [5]
n = 2–8 0.2 < pT < 5.0 GeV
Symmetric cumulants h± |η| < 0.8 0–5, 5–10, 10–20, . . ., 50–60 [6]
n = 2–8 0.2 < pT < 5.0 GeV
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TABLE II. Input parameter ranges for the initial condition and hydrodynamic models.

Parameter Description Range

Norm Overall normalization 16.542–25
p Entropy deposition parameter 0.0042–0.0098
σk Std. dev. of nucleon multiplicity fluctuations 0.5508–1.2852
d3

min Minimum volume per nucleon 0.8893–1.5243

τfs Free-streaming time 0.03–1.5
Tc Temperature of const. η/s(T ), T < Tc 0.135–0.165
η/s(Tc ) Minimum η/s(T ) 0–0.2
(η/s)slope Slope of η/s(T ) above Tc 0–4
(η/s)crv Curvature of η/s(T ) above Tc −1.3–1
(ζ/s)peak Temperature of ζ/s(T ) maximum 0.15–0.2
(ζ/s)max Maximum ζ/s(T ) 0–0.1
(ζ/s)width Width of ζ/s(T ) peak 0–0.1
Tswitch Switching/particlization temperature 0.135–0.165

and includes UrQMD hadronic cascade. The model setup used
is identical to the one developed and used in [7], except for the
number of hypersurface samples taken after evolution. In this
work, exactly ten events are sampled from the hypersurface
regardless of the cumulative number of particles. The central-
ity definition is shared for all parametrizations. With close to
fixed initial stage parameters, the possible effects of a shared
centrality definition should be negligible.

Our main focus will be to investigate the effects of the
higher harmonic observables on the temperature dependence
of the transport coefficients. The parametrizations of the trans-
port coefficients are [7]

(η/s)(T ) = (η/s)(Tc) + (η/s)slope(T − Tc)

(
T

Tc

)(η/s)crv

(8)

and

(ζ/s)(T ) = (ζ/s)max

1 + ( T −(ζ/s)peak

(ζ/s)width

)2 (9)

for the ratios of shear viscosity and bulk viscosity over en-
tropy, respectively. Based on previous work, it is known that
the lowest value of η/s(T ) is around the critical temperature
Tc, close to the universal minimum 1/(4π ). The tempera-
ture dependence of η/s(T ) is moderate, and increasing with
higher values of temperature. Within close proximity of 150
to 500 MeV, the slope of η/s(T ) is approximately linear. The
bulk viscosity over entropy ratio ζ/s(T ) is expected to peak
around Tc and to decrease at higher values of temperature.

With this knowledge, we may construct our priors, and
assume the initial parameter ranges. The chosen parameter
ranges are loosely based on the optimal parameters found
in [7]. It was found that in most cases, by taking the opti-
mal parameters in [7] as the center points of the prior range
and expanding the range slightly based on a reasonable σ

value, those parameters could be further optimized with the
additional observables. In this study, we have kept the initial
stage parameter ranges narrow around the MAP values found
in [7] with the assumption that the additional observables
affect mostly the transport coefficients. Very small variation

was allowed to give the parameters space to adjust for minor
differences.

The included and varied parameters, of which there are 14
in total, are summarized in Table II. The parametric TRENTo
initial conditions comprise an ansatz in terms of five pa-
rameters: a normalization factor Norm, entropy deposition
parameter p, standard deviation of the nuclear multiplicity
fluctuations σfluct, Gaussian-shaped nucleon width w, and
minimum allowed distance between nucleons dmin. The initial
conditions are assumed to be already well constrained and
presumably not affected by the addition of medium effect

FIG. 5. The specific shear (η/s) and bulk (ζ/s) viscosity ratios
as a function of temperature. The region plotted in red visualizes
the prior range used in this study. Other curves represent some of
the parametrizations found in previous studies: the best-fit η/s(T )
with EKRT initial conditions [33,34], parametrizations from the
JETSCAPE Collaboration with three different particlization distri-
butions [13], and a recent parametrization found in [7].
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FIG. 6. Charged and identified particle multiplicity and mean
transverse momenta 〈pT〉 as given by the design parametrizations.

sensitive observables. The range for free-streaming time τfs

characterizing the allotted time for preequilibrium dynamics
was kept relatively large.

The rest of the parameters are the components of the
transport coefficient parametrizations, and the switching tem-
perature Tswitch describing the temperature at which the
hadronization begins to take place. The initial ranges given for
these parameters are more generous, although large deviations
in the final parameters compared to the previous study are
not expected. The prior range for the transport coefficients
is plotted in Fig. 5 among some parametrizations from other
related studies [7,13,33,34]. The parametrizations are valid
only up to the corresponding limits of the model: 100 MeV
in the case of EKRT and 150 MeV for JETSCAPE. We note
that the parametrizations EKRT+param0 and EKRT+param1
were not obtained through Bayesian analysis and we do not
consider the slightly higher η/s at around T = 100 MeV
in our prior. Furthermore, we do not consider the large ζ/s
reported with the PTB particlization by the JETSCAPE Col-
laboration [13]. Nevertheless, the ζ/s obtained using the Grad
or CE particlization distributions are within our prior, consid-
ering the temperature limit Tswitch > 150 MeV.

The model is calibrated to the latest Pb-Pb collision data at√
sNN = 5.02 TeV from the ALICE Collaboration [5,6,18,19].

Figures 6–9 show the calculations of each observable us-
ing the design parametrizations obtained from the prior

FIG. 7. Flow coefficients vn as given by the design parametriza-
tions are presented in yellow curves. All harmonics are simulta-
neously covered by the design parametrizations. The red curves
represent a number of curves sampled from the posterior distribution,
and are as given by the emulator.

4,22
( 2.0)

5,23

6,222 6,33

Centrality (%)

Prior

Posterior

5.02 TeV

FIG. 8. Design parametrizations for nonlinear flow mode coeffi-
cients χn,mk (in yellow) and a number of posterior sample curves as
given by the emulator (in red).

distribution. The yellow curves represent the calculations cor-
responding to each design point parametrization, which are
used in training the GP emulator, whereas the red curves rep-
resent emulator predictions corresponding to random points
sampled from the posterior distribution.

V. RESULTS

Figure 10 highlights the posterior and marginal distri-
butions for select components of the transport parameters.
The primary components, η/s slope, η/s(Tc), (ζ/s)max in the
transport parametrizations, are well constrained. The initial
condition parameters are well constrained within the narrow
prior range.

Figure 11 presents the estimated temperature dependence
of η/s(T ) and ζ/s(T ) according to the parametrizations from
Eqs. (8) and (9), respectively. The shaded region around the
curves represents the 90%-credibility region. This region re-
flects all uncertainties coming from the finite width of the
posterior distribution, experimental statistical and systematic
uncertainties, statistical uncertainties in model calculations,
predictive uncertainty from the GP emulator, and systematic

NSC(3,2) NSC(4,3)

NSC(4,2)

Centrality (%)

Prior

Posterior

5.02 TeV

FIG. 9. Design parametrizations for normalized symmetric cu-
mulants (in yellow) and a number of posterior sample curves as given
by the emulator (in red).
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FIG. 10. Dimensionally reduced posterior probability for se-
lect transport parameters. The diagonal histograms represent the
marginal distributions for the corresponding parameters. The accom-
panying numbers are the median values, as well as the limits of the
90%-credibility range.

model bias. With high probability, the true curve is located
within this region.

Table III presents the best-fit MAP parameters from our
analysis. We list here the important findings:

(1) While the temperature dependence of η/s(T ) is similar
to what was obtained in [7], the curvature of η/s(T )
is slightly stronger, resulting in lower values at higher
temperatures above Tc.

(2) A notable change is the lower (ζ/s(T ))max in order
to reproduce the additional observables. The obtained
ζ/s(T ) is smaller than those found in the previous
Bayesian analyses [7,13] where the additional observ-
ables were not included. A similar value was reported
in Ref. [11]. On average this represents a value an
order of magnitude lower compared to the lattice
QCD calculation [35] and the parametrizations used

TABLE III. The best-fit MAP parameters.

Initial conditions Transport

Parameter MAP value Parameter MAP value

Norm 21.06 η/s(Tc ) 0.104
p 0.0077 (η/s)slope 0.425
σk 0.881 (η/s)crv 0.738
d3

min 0.975 (ζ/s)peak 0.170
τfs 0.901 (ζ/s)max 0.010
Tc 0.147 (ζ/s)width 0.057
Tswitch 0.160

FIG. 11. The 90%-credibility region for the shear (top) and
bulk (bottom) viscosity to entropy ratio is given as a blue band.
The blue line represents the median of the credible range. The
MAP parametrization from [7] as well as the corresponding 90%-
credibility range are plotted as green dashed curves.

in [36,37], where the parametrizations were tuned to
simultaneously reproduce lower harmonic vn as well
as the charged particle multiplicity and the low-pT

region of the charged hadron spectra.
(3) The switching temperature on the other hand is

higher than the one found in the aforementioned
studies, where on average Tswitch is located around
≈0.150 GeV. As discussed in [4,5,17], the additional
observables, the nonlinear response modes and the
correlations between flow harmonics are sensitive to
viscous corrections to the equilibrium distribution at
hadronic freeze-out [38–41] and seem to prefer the
higher switching temperature.

We performed high-statistics hydrodynamic calculations
with the new parametrization. Figures 12 and 13 present
the calculations for the flow coefficients vn and nonlinear
flow mode coefficients, respectively. The vn is reproduced
within 10% agreement for n = 2 up to n = 4. For the fifth
harmonic, the calculations underestimate the data. The new
parametrization estimates the data better in central and pe-
ripheral collisions but deviates significantly in the peripheral
region. The magnitude of the successive harmonics from v6

is not quite captured by the calculations within the statisti-
cal uncertainty. Furthermore, with our new parametrization,
the predictions for the nonlinear flow mode coefficients have
also improved compared to the parametrization from [7], as
indicated by the ratio plots. In this case, the lower harmonic
nonlinear flow mode coefficients are no longer overestimated,
and the magnitude and centrality dependence are correctly
captured. We note that the nonlinear flow mode coefficients
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FIG. 12. Flow coefficients from two hydrodynamical calcula-
tions are compared to the experimental data [5] at center-of-mass
energy 5.02 TeV. The blue band is calculated with the MAP
parametrization from this work, whereas the red band uses the
parametrization from [7].

have not been included in the model calibration in [7],
whereas, coefficients up to χ6,33 and χ6,222 were used in this
analysis. Figure 14 presents the calculation of the normalized
SC using our obtained parametrization. The performances of
the new parametrization and the one from [7] are comparable
for NSC(3, 2). For NSC(4, 2) and NSC(4, 3), the centrality
dependence is better described by the new parametrization.
However, both parametrizations are unable to reproduce the
strong centrality dependence of NSC(4, 2), underestimating
the most data points in the most peripheral collisions. The
multiplicity and the mean-pT calculations are compared to the
results from [7] in Fig. 15. Our parametrization improves the

FIG. 13. Nonlinear flow mode coefficients from two hydrody-
namical calculations are compared to the experimental data [5] at
center-of-mass energy 5.02 TeV. The blue band is calculated with
the MAP parametrization from this work, whereas the red band uses
the parametrization from [7].

FIG. 14. Normalized symmetric cumulants [NSC(m, n)] from
two hydrodynamical calculations are compared to the experimental
data [6] at center-of-mass energy 5.02 TeV. The blue band is calcu-
lated with the MAP parametrization from this work, whereas the red
band uses the parametrization from [7].

estimate of the proton multiplicity and gives the same charged
particle multiplicity for 5.02 TeV collisions, while the pion
and kaon multiplicities are not in good agreement with the
experimental data, as similarly found in [7] for 2.76 TeV cal-
culations. Interestingly, the parametrizations from [7] mainly
utilizing 2.76 TeV data give better agreement with pions and
kaons in 5.02 TeV collisions than our results while overesti-
mating the proton yields approximately 10%. Agreement of
the calculated mean pT with the experimental data is good for
all particle species, as well as with the results from [7] for both
beam energies. Refining this analysis by including low beam
energy data in the future will help us to understand the beam
energy dependence on various observables.

Finally, Fig. 16 shows the χ2 values with the best-fit MAP
parameters extracted from this study for each observable.
They are compared to the ones from [7]. The χ2 values for
our new calculation only seem to improve v3 and v5 for the vn

observable. For the nonlinear flow mode coefficients the χ2

values are improved up to χ6,222 with our new parametrization,
while the χ2 values for the higher harmonics are worse than
in [7]. For NSC, the χ2 from the new calculation is worse for

FIG. 15. Charged and identified particle multiplicity and mean
pT from two hydrodynamical calculations are compared to the ex-
perimental data at center-of-mass energy 5.02 TeV.
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FIG. 16. The χ 2 values with the best-fit MAP parameters extracted from this study are compared to the ones from [7].

NSC(3, 2) and NSC(4, 3), but is improved for NSC(4, 2). We
note that the larger statistical error in the calculations using
the parametrization of Ref. [7] lowers the corresponding χ2

values, slightly affecting the direct comparison between the
two parametrizations. The sign change of NSC(4, 3) in most
central collisions is not reproduced by the models while the
beam-energy-dependent magnitudes are better described with
new parametrizations. We leave those differences for future
research work where the present results should be refined
by including experimental data from the lower energy beam
data. As a final study in this analysis, we conduct a simple
sensitivity analysis of the included observables to the model
transport parameters. The sensitivity of each observable is
evaluated using the GP emulator by observing the relative
difference in the magnitude of the observable between two
parameter points in the parameter space. The difference can
be formulated as

� = |Ô(x′) − Ô(x)|
Ô(x)

, (10)

where Ô(x) and Ô(x′) represent the values of an observable at
parameter points x and x′, respectively [13].

FIG. 17. Sensitivity of the observables to the model parameters
visualized as a color map. The sensitivity index is averaged over four
centrality classes, from 5% to 40%. Light yellow shades represent a
very limited sensitivity or no sensitivity, whereas orange and darker
red colors represent moderate or strong sensitivities to the corre-
sponding model parameter, respectively.

In this study, we choose a reference parameter point x to be
the one representing the MAP values obtained in this analysis
(see Table III). To probe the sensitivity of a parameter j, an-
other point is defined as x′ = (x1, x2, . . . , (1 + δ)x j, . . . , xp),
where δ is a small value representing a percentile change in
the parameter space. We have used a value δ = 0.1, although
larger values were observed to yield similar results.

We then calculate a final sensitivity index for each observ-
able and parameter pair in various centrality classes as

S[x j] = �/δ. (11)

Figure 17 presents the evaluated sensitivity for each observ-
able against the transport parameters. The sensitivity was
evaluated over four centrality classes from 5% to 40% and av-
eraged for the final plot. We did not observe large differences
in the sensitivity between the individual centrality classes.

For vn, we can verify a known fact that the sensitivity of the
flow coefficients is generally very limited to the temperature
dependence of η/s(T ) [33], although, as expected, the sensi-
tivity to the average 〈η/s〉, in this case, represented by η/s(Tc),
is very strong, and increasing at higher harmonics. The sen-
sitivity of the vn to the (ζ/s)peak is visible, and also in this
case the higher harmonics provide stronger constraints. Based
on previous studies, the nonlinear flow mode coefficients
χn,mk are known to be sensitive to η/s(T ) at the freeze-out
temperature. This is reflected by the observed sensitivity to
η/s(Tc) as well as Tc. By far, the normalized symmetric

FIG. 18. Sensitivity of the mean multiplicity yields and mean
transverse momenta 〈pT〉 to the model parameters.
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FIG. 19. Dimensionally reduced posterior distribution for all parameters in the analysis. The diagonally placed histograms represent the
marginal distributions for the each corresponding parameter. For each marginal distribution, a number and a range is given, denoting the median
and limits of the 90%-credibility region, respectively.

cumulants provide the strongest constraints to the temperature
dependence ofη/s(T ). This is confirmed by higher sensitivity
for the other components of η/s(T ), and not only η/s(Tc),
which is also higher.

Two other parameters have also been included in this study:
the free-streaming time scale τfs and the switching temper-
ature Tswitch. On average, the observables are reported to be
generally weakly sensitive to τfs, apart from the symmetric
cumulants and χ6,33. Furthermore, most of the observables,
such as vn, χ6,mk and the NSC(m, n), are seen to be highly

sensitive to the switching temperature Tswitch. In both cases,
the results reported here regarding τfs and Tswitch are not com-
patible with what has been observed in [13].

Figure 18 presents the sensitivity of the multiplicity and
the 〈pT〉 to the model parametrizations. Most prominently,
the switching temperature affects the proton multiplicity.
Furthermore, we observe a comparatively large sensitivity
of 〈pT〉 to the free-streaming timescale τfs. In the case of
the transport parameters, the effect on the observables is
relatively small. It is observed that 〈pT〉 acts as a subtle
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constraint to the parameters describing the specific bulk vis-
cosity. The posterior distribution for all parameters is shown
in Fig. 19.

VI. DISCUSSIONS

In summary, we performed a Bayesian analysis with the
recently available data from ALICE Collaboration [5,6,18,19]
as an extension of the work [7]. We found that the temperature
dependence of η/s(T ) is similar to what was obtained in [7]
and that the curvature of η/s(T ) above Tc is slightly lower
at higher temperatures, showing weak temperature depen-
dence of η/s. Notable changes include the lower (ζ/s(T ))max

and the higher switching temperature Tswitch to reproduce
additional observables such as symmetric cumulants and non-
linear flow coefficients. However, the improved statistical
uncertainties on both the experimental data and hydrody-
namic calculations do not help to reduce the final credibility
ranges. It is also noticeable that v5 is still underestimated
as observed in [7]. It is worthwhile to mention that the dif-
ferences for v2, v3 and NSC(4, 2) stil remain about 5–10%
for 5.02 TeV. The sign change of NSC(4, 3) in most cen-
tral collisions is not reproduced by the models while the
beam-energy-dependent magnitudes are better described with
new parametrizations. We leave those differences for future
research work in which the present results should be refined
by including the lower energy beam data. The parameter sen-
sitivity analysis for the observables conducted in this study

indicates that observables such as the symmetric cumulants
and nonlinear flow modes provide a strong constraining power
which, however, is still underutilized in [7] as well as the
other Baysian analyses [10,11,13]. In our study, we confirm
that the flow coefficients alongside the symmetric cumulants
and nonlinear flow mode can provide some of the strongest
constraints for the temperature dependence of η/s(T ) and
Tswitch. Improving aspects of the collision model, for ex-
ample by replacing the initial state model with others like
EKRT [33,34], IP-Glasma [42], and AMPT [43,44], with
incorporation of nucleon substructure [45] in the initial condi-
tions through an improved dynamical collision model before
the hydrodynamic takes place [46,47], might help to improve
the understanding of the uncertainties of the extracted QGP
properties and/or the model building blocks.
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1. Introduction

The experiments utilizing ultra-relativistic heavy-ion collisions 
(HIC) play an important role in understanding many-body Quan-
tum Chromodynamics (QCD). The high center-of-mass energy of 
heavy-ion collisions at the Relativistic Heavy Ion Collider (RHIC) 
and Large Hadron Collider (LHC) liberates the confined quarks and 
gluons inside nuclei to form a medium called quark-gluon plasma 
(QGP) [1–4]. In the past years, phenomenological multi-stage mod-
els (containing initial, pre-equilibrium, QGP, hadron gas stages) 
have given a solid description of heavy-ion physics. In particular, 
the QGP stage is successfully explained by causal relativistic hydro-
dynamics with two first-order transport coefficients, namely the 
shear and bulk viscosity over entropy density (η/s and ζ/s, respec-
tively). The comparison of model predictions with measurements 
indicates that the experimental data favor small values for η/s and 
ζ/s, which implies that the produced QGP in HIC is considered 
the most perfect fluid observed in nature [5]. The formed QGP is 
in the strongly coupled regime, in which the applications of the 
perturbative techniques are limited. On the other hand, the non-
perturbative techniques (i.e. gauge/gravity duality and lattice QCD) 
are restricted to specific scenarios [6–11]. Consequently, accurate 
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experimental measurements to constrain these quantities are cru-
cial to deepen our understanding of QCD.

To this date, the number of free parameters (including tempera-
ture-dependent η/s(T ) and ζ/s(T )) in a typical multi-stage heavy-
ion collision model ranges from 10 to 20. Considering only few 
of these parameters can be estimated theoretically, they must be 
extracted from the experimental observations, e.g., particle yields, 
anisotropy in final particle distribution in momentum space, par-
ticle mean transverse momentum, etc. [12–14]. The free param-
eters usually have a complex relationship with the experimental 
observables, such that inferring the parameter values from the 
experimental data is not an easy task. In this respect, a substan-
tial progress has happened in recent years by employing Bayesian 
analysis. In addition to the seminal works in Refs. [15–18,5] on 
applying the Bayesian analysis in heavy-ion physics, other studies 
have been done in which few extra experimental observables are 
employed to infer the parameters and/or few variations of multi-
stage models are considered [19–22].

Among the possible experimental observables, some of them 
are more sensitive to the properties of the system controlling the 
details of its collective evolution. For instance, it has been demon-
strated that symmetric cumulants (see Ref. [23]) are sensitive to 
η/s(T ) [24,25]. These quantities belong to a larger class of exper-
imental observables used to quantify the anisotropic flow, which 
is one of the most informative experimental probes in heavy-
ion physics (see also Refs. [26–34]). In this letter, we start with 

https://doi.org/10.1016/j.physletb.2022.137485
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the same multi-stage model as in Ref. [5], but in contrast to the 
observables used in that work, we employ the new observables 
that were measured only recently by ALICE experiment in Pb–
Pb collisions at two collision energies to increase our sensitivity 
to hydrodynamic transport coefficients η/s and ζ/s. To this end, 
we include symmetric cumulants [24,25,35], generalized symmet-
ric cumulants [36], and flow harmonic mode couplings [37] as 
the input in our Bayesian analysis. The experimental measure-
ments for particle yields and particle mean transverse momentum 
at 

√
sNN = 5.02 TeV [38,39] are added to increase our sensitivity on 

the collision energy dependence of the model. We employ identical 
methods in extracting the observables of interest from the output 
of simulations to the ones which were used in the corresponding 
experimental measurements, in order to avoid any incompatibil-
ities in comparison. As our main result, we report an improved 
estimation for η/s(T ) and ζ/s(T ) as well as the improved sensi-
tivity of the anisotropic flow estimations to the model parameters.

2. Model parameters, experimental observables and Bayesian 
analysis approach

In the present study, different matter evolution stages are mod-
eled similarly to that in Refs. [5,40]. In the following, we briefly 
explain the model employed for each stage and highlight their 
main parameters

Initial state: For the initial state of the Pb–Pb collisions, the
TRENTo model is employed [41]. Considering nucleons are dis-
tributed inside the Pb nucleus with Woods-Saxon distribution, it 
is assumed two nucleons have a minimum distance dmin. The bi-
nary collision of two nucleons from the target and projectile nuclei 
is determined by using the inelastic nucleon-nucleon cross-section, 
depending on the beam energy scale [42,43]. The deposited energy 
of each participant is modeled by a Gaussian distribution with w , 
the width of the distribution. To find the total participant density, 
the sum of the distribution of each nucleon is calculated when 
they are weighted by a random number generated with a gamma 
distribution with unit mean and standard deviation σk . The latter 
parameter provides a handle to control the final multiplicity fluc-
tuation. The normalization factor N controls the total amount of 
energy deposited in the collision. After integrating out the longi-
tudinal direction of the participant energy density along the beam 
axis, the participant’s thickness function, T A,B , is obtained. The de-
posited initial energy density in the collision region is eventually 
modeled via (T p

A + T p
B )1/p where p is another free parameter. The 

values of this parameter in the range [−1, 1] mimic the behavior 
of different ab initio initial state models, namely IP-Glasma [44,45]. 
For instance, it turns out that TRENTo with p ≈ 0 behaves similar 
to IP-Glasma [17].

Pre-equilibrium: The initial energy density at the initial state 
level is highly anisotropic locally. Considering the evolution at this 
stage has no significant dynamics in the transverse direction, the 
initial energy density is transported via free-streaming until time 
τfs. At this time, Landau matching is employed to initiate the 
energy-momentum tensor for hydrodynamic calculations.

Viscous hydrodynamics: After the pre-equilibrium stage, the 
energy-momentum tensor is passed to VISH2+1, a 2+1 viscous 
relativistic hydrodynamic model [68,69]. The temperature depen-
dence of shear and bulk viscosities over entropy density is param-
eterized as the following:

(η/s)(T ) = (η/s)(T0) + (η/s)slope(T − T0)

(
T

T0

)(η/s)curve

, (1)

and

(ζ/s)(T ) = (ζ/s)max

1 +
(

T −(ζ/s)Tpeak
(ζ/s)width

)2
. (2)

Hadronic medium evolution: After the collective expansion and 
cooling down, the partonic degrees of freedom turn into hadrons. 
We assume that changing from partroic to hadronic description 
happens at the switching temperature Tswitch. A particlization 
model based on the Cooper-Frye prescription [46,18] models this 
process. The evolution in the hadron gas continues with the 
UrQMD model. [47,48].

We have summarized the 15 different parameters of the model 
in Table 1 with their corresponding prior range, the optimal MAP-
value (Maximum A Posteriori), as well as a short description. The 
only difference of our setup compared to Ref. [5] is that one com-
mon centrality definition is shared between all prior parametriza-
tions, unlike in Ref. [5], where the centrality was defined individ-
ually for each parametrization by sorting the resulting events into 
centrality bins. However, our initial condition prior range is nar-
row, and we do not expect to see large multiplicity variations that 
would cause bias due to shared centrality definition. Furthermore, 
for each event, we sample the hypersurface exactly ten times re-
gardless of the cumulative number of particles.

The Bayesian analysis is a powerful tool to obtain the model 
parameters from the experimental measurements. In the following, 
we briefly explain its main steps and refer the reader to Ref. [18]
for more details. We represent a generic set of the model pa-
rameters and output observables by vectors �x and �y, respectively. 
Considering we have poor knowledge about the free parameters 
initially, our degree of belief on the parameter values is encoded 
into a uniform prior distribution P (�x) in intervals defined in Ta-
ble 1. According to the Bayes’ theorem, the updated degree of 
belief in the light of experimental data (posterior distribution) is 
given by P (�x|�y) ∝ P (�y|�x)P (�x). The probability P (�y|�x), the likeli-
hood, is obtained by probing the parameter space �x and comparing 
it with experimental measurements �y. Markov Chain Monte Carlo 
(MCMC) method is employed to probe the parameter phase space 
to obtain the posterior distribution via Bayes’s theorem. Given that 
heavy-ion models are computationally expensive, instead of using 
the model directly, the computations are done on 500 parameter 
design points distributed with Latin hypercube scheme [49,50]. At 
each designed point, 3 × 106 events are generated for the 5.02 TeV 
collision energy, and 5 × 106 for the 2.76 TeV, including the ten 
samples of the hypersurface. The Gaussian process (GP) is used to 
emulate the model in a continuous parameter phase space. The 
predictions in between the design points have been validated.

The following measurements from ALICE experiment have been 
used in Ref. [5]: centrality dependence of charged and identi-
fied particles yields dN/dy, mean transverse momentum 〈pT〉 [51–
55], as well as two-particle anisotropic flow coefficients vn{2}
for harmonics n = 2, 3, and 4 [14,56]. In the present study, 
besides the recent measurements for identified particle yields 
and 〈pT〉 at 

√
sNN = 5.02 TeV [39,38] that have not been used 

in the previous study, we employ latest measurements related 
to the anisotropic flow: two-particle anisotropic flow coefficients 
vn{2} for n = 5, . . . , 9 [56,57,37], normalized symmetric cumulants 
NSC(k, �) [24,25,35], and flow mode couplings χn,mk [58,37]. In a 
previous study in Ref. [40], only measurements at 

√
sNN = 5.02 TeV 

have been considered, while measurements from both collision 
energies 

√
sNN = 2.76 TeV and 5.02 TeV are implemented into 

this analysis. In particular, the latest measurements of the gen-
eralized normalized symmetric cumulants NSC(k, �, m) at 

√
sNN =

2.76 TeV [36] are included.
The methods used for the calculations of the observables are 

the same as the experimental analysis in Refs. [24,57,37,35]. In 
order to obtain internally consistent comparison, the centrality 
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Table 1
Input parameter ranges for the initial condition and hydrodynamic models.

Parameter Description Range MAP

N(2.76 TeV) Overall normalization (2.76 TeV) [11.152, 18.960] 14.373
N(5.02 TeV) Overall normalization (5.02 TeV) [16.542, 25] 21.044
p Deposition parameter [0.0042 , 0.0098] 0.0056
w Nucleon width [0.67 , 1.24] 0.86
σk Std. dev. of nucleon multiplicity fluctuations [0.5518, 1.2852] 1.0468
d3

min Minimum volume per nucleon [0.8893, 1.5243] 1.23673

τfs Free-streaming time [0.03, 1.5] 0.71
T0 Temperature of const. η/s(T ), T < T0 [0.135, 0.165] 0.141
η/s(T0) Minimum η/s(T ) [0, 0.2] 0.093
(η/s)slope Slope of η/s(T ) above T0 [0, 4] 0.8024
(η/s)curve Curvature of η/s(T ) above T0 [−1.3, 1] 0.1568
(ζ/s)peak Temperature of ζ/s(T ) maximum [0.15, 0.2] 0.1889
(ζ/s)max Maximum ζ/s(T ) [0, 0.1] 0.01844
(ζ/s)width Width of ζ/s(T ) peak [0, 0.1] 0.04252
Tswitch Switching / particlization temperature [0.135, 0.165] 0.1595

classes for this study were chosen in such a way that they match 
the centrality classes of the experimental data. The multiplicity 
range has to be defined for each centrality class. This is done by 
using the MAP parametrization from [5] to simulate events and se-
lect the resulting minimum bias events by charged-particle multi-
plicity dN/dη at midrapidity (|η| < 0.5). By counting and averaging 
the particle species at midrapidity, we could evaluate the iden-
tified particle multiplicity dN/dη and 〈pT〉. For the experimental 
data there is no additional processing required for the preparation 
of the comparison, since it is already corrected and extrapolated to 
zero pT [13]. Our model only reproduces the spectra of protons for 
the identified dN/dη, hence they were the only species used for 
the model calibration. With this information we can calculate the 
flow coefficients and other observables for charged particles within 
the acceptance of the ALICE detector, using the same methods as 
in [37,35].

As it is mentioned before, a uniform prior distribution is con-
sidered for the parameters. Since the new observables included 
in this study should be more sensitive to the transport coeffi-
cients, we assume that the parameters of the initial state model 
are uniformly distributed around the MAP values found in Ref. [5]. 
A narrow range of variations is allowed for further minor adjust-
ments.

3. Results and discussion

After finding the posterior distribution P (�x|�y), we extract those 
values of �x that maximize the distribution (MAP values). In Fig. 1, 
the model predictions for observables related to the anisotropic 
flow are compared with the measurements. As seen from the fig-
ure, the overall trend of the data is captured by the model. The 
observables indicate a different dependence on the collision en-
ergy in the simulation than experimental measurements. The dif-
ference between two energies is clearly visible in the centrality 
dependence of v2, where the predictions for most central col-
lisions are significantly larger than for peripheral collisions. The 
experimental measurements for v2{2}(5.02 TeV)/v2{2}(2.76 TeV)

(black filled markers in the ratio panel) are compatible with unity 
in a wide range of centrality classes, while the simulation (black 
curve in the same panel) reaches 25% above unity in some central-
ities. The ALICE measurement reveals a sign change for NSC(4, 3)

at 
√

sNN = 5.02 TeV in central collisions, while there is no sign 
change in 

√
sNN = 2.76 TeV measurement. We do not observe such 

a collision energy-dependent behavior in the simulation. One notes 
that the only collision energy-dependent part of the model is con-
sidered to be the overall initial energy density normalization. The 
simulation also fails to explain data at peripheral collisions for 
NSC(4, 2). All results considered, the higher energy description is 
found to be worse for all observables, except for v5, χ6,222, and 

Fig. 1. Flow coefficients vn and normalized symmetric cumulants (NSC(k, l) and 
NSC(k, l, m)) from two hydrodynamical calculations using the MAP parametrization 
are compared to the experimental data [37,35]. The red band corresponds to the 
calculations at the collision energy of √

sNN = 5.02 TeV, while the yellow band 
presents the results at √sNN = 2.76 TeV. The corresponding ratio between the data 
and calculation for the respective collision energies is shown for the vn . Here, the 
black markers and black lines are the ratio between the two collision energy results, 
for data and calculations, respectively.

proton, pion and charged particle multiplicity based on the same 
χ2-test performed in [40].

Switching temperature, Tswitch, is the temperature at which 
we switch the description of the medium from relativistic hy-
drodynamics to a transport model of hadrons. Including the new 
observables raises the previous estimation for Tswitch around 5%
from 0.152(3) MeV reported in Ref. [5] to 0.159(5) MeV. The lat-
tice QCD study for the QCD phase diagram shows a crossover 
transition from high temperature QGP phase to low temperature 
hadronic phase at low baryonic densities [59]. Although the ther-
modynamic variables vary continuously, they rapidly change in the 
range 145 MeV ≤ Tc ≤ 163 MeV [60]. For the hydrodynamic cal-
culations in this study, an equation of state has been employed 
that consists of lattice QCD calculations of HotQCD collaboration 
smoothly connected to the hadron resonance gas calculation at 
lower temperatures (see the details in Ref. [18]). This equation of 
state is compatible with Tc range [2]. One notes that the switching 
between the description of the medium from relativistic hydrody-
namics to the Boltzmann transport model happens sharply in our 
model at Tswitch at which one expects the co-existence of both par-
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Fig. 2. Charged and identified particle multiplicity and 〈pT〉 from two hydrodynami-
cal calculations are compared to the experimental data at center-of-mass energy of 
2.76 and 5.02 TeV.

Fig. 3. The 90%-credibility region for the shear (top) and bulk (bottom) viscosity to 
entropy ratio is given as a red band. The black line represents the median of the 
credibility range. Our result is compared to the MAP parametrization from [40], for 
which the calibration was performed using 5.02 TeV data only.

tonic and hadronic degrees of freedom. Considering the different 
interpretation of Tswitch and Tc , one however, expects that Tswitch
to be in a reasonable vicinity of Tc . The prior range of Tswitch in 
both Ref. [5] and ours study is chosen to be [0.135, 0.165] MeV, 
which is slightly larger than the Tc range. Both analyses return 
Tswitch inside the Tc range up to one sigma credibility.

It has been discussed in Refs. [57,58,37] that the newly added 
anisotropic flow observables, mode couplings and correlation be-
tween harmonics are sensitive to the viscous corrections to the 
equilibrium distribution at the freeze-out [61–64]. The centrality 
dependence of charged and identified particle yields and 〈pT〉 is 
shown in Fig. 2. The model predictions with MAP parametrization 
are shown by red and blue curves for the center-of-mass energies 
of 2.76 TeV and 5.02 TeV, respectively. As seen from the figure, 
the simulation does not lead to an accurate prediction for charged 
and identified particle yields for both energies. For particle yields, 
the predictions and measurements are in better agreement at the 
center-of-mass energy 5.02 TeV. Together with what has been ob-
served for v2{2} measurements at central collisions, these discrep-
ancies can be considered as evidence that we need a revision on 
our understanding about the model collision energy dependence.

In Fig. 3, the temperature dependence of η/s and ζ/s are pre-
sented. The result for η/s(T ) agrees with that reported in Ref. [5]. 
Compared to the previous analysis with 

√
sNN = 5.02 TeV data 

only [40], an improvement in the uncertainty of η/s(T ) is ob-
served. Moreover, this parameter shows a stronger temperature 
dependence than in the previous study, meaning we observe a 
more substantial departure from the lower bound 1/4π . We also 
find higher mean values for ζ/s(T ). Including both 2.76 TeV and 
5.02 TeV center-of-mass energy data improves the uncertainty of 

ζ/s(T ). As it is mentioned earlier, the symmetric cumulants are 
sensitive to the temperature dependence of η/s. Our new observa-
tion in ζ/s(T ) uncertainty improvement indicates that the newly 
added anisotropic flow observables including normalized symmet-
ric cumulants are sensitive to the temperature dependence of ζ/s
as well. In the following, we study the parameter sensitivity more 
systematically.

To compare the sensitivity of the observables with each other, 
we follow Refs. [22,65] and define the sensitivity of an observ-
able Ô to the parameter x j via S[x j] = |Ô (�x′) − Ô (�x)|/δ Ô (�x)
where Ô (�x) is the value of the observable at the parameter point 
�x = (x1, . . . , xp). The quantity �x′ is a point in the parameter space 
with a small difference in a single parameter x j , �x′ = (x1, . . . , (1 +
δ)x j, . . . , xp). The small quantity δ is chosen to be equal to 0.1. 
We have found that the larger values for δ lead to similar re-
sults. The result is depicted in Fig. 4. As seen from the figure, 
compared to the other observables, the normalized symmetric cu-
mulants NSC(k, �) and the generalized normalized symmetric cu-
mulants NSC(k, �, m) are very sensitive to the values of transport 
coefficient parameters. This result is more general and more quan-
titative evidence of what has been observed in Refs. [24,25] for 
the sensitivity of SC(k, �) to η/s. Here, we indicate that NSC ob-
servables are sensitive to both η/s and ζ/s. An interesting feature 
that we immediately recognize from Fig. 4 is that by considering 
the higher harmonics and higher-order cumulants, the shear and 
bulk viscosity parameters modifications reveal more drastic change 
on the observables. For temperature-independent η/s, it has been 
shown that higher harmonics have more sensitivity to η/s modi-
fication [66,63]. This study has been generalized to temperature-
dependent η/s for v2 and v3 by Gardim and Ollitrault [67]. The 
effect can be understood as follows: the higher harmonics cap-
ture finer details of initial state energy density structures. The 
dissipation effects should wash out the finer structures during hy-
drodynamic evolution. As a result, small changes in the value of 
η/s and ζ/s affect the higher harmonic observables more drasti-
cally. The high sensitivity of NSCs cannot be merely due to high 
harmonic flow coefficients, since the mode coupling observables 
contain the same harmonics but show less sensitivity. We deduce 
that the genuine correlations between flow amplitudes vn , cap-
tured by NSCs, are particularly sensitive to the transport properties 
of the medium.

4. Summary

Building on the previous studies, we employed the latest mea-
surements of higher harmonics, higher-order flow fluctuation ob-
servables as inputs into a Bayesian analysis. The present study 
indicated that these observables are sensitive to the transport co-
efficients and revealed the importance of the precision measure-
ments of these observables to infer the hydrodynamic transport 
coefficients accurately. Including the latest flow harmonic mea-
surements, we have improved the uncertainty of estimated val-
ues for η/s and ζ/s. Despite using the new observables as in-
puts to extract model parameters, there are remaining discrep-
ancies between model and experimental measurements. For in-
stance, NSC(4,2) model prediction is improved in our new analysis, 
but it still deviates from measurements at higher centralities. At √

sNN = 5.02 TeV, the sign change of NSC(4,3) in the lower cen-
tralities is not reproduced neither in Ref. [5] nor in our study. 
Further investigations are needed in this respect. These discrep-
ancies, together with poor model/data compatibility for the energy 
scale dependence of v2{2} at central collisions and also the parti-
cle yields, show the necessity to improve our understanding of the 
heavy-ion collision models.
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Fig. 4. Sensitivity of the observables to the model parameters visualized as a color map. The asterisk (∗) for an observable indicates that the sensitivity was evaluated using 
2.76 TeV calculations, whereas the rest are evaluated using 5.02 TeV calculations. The sensitivity index is averaged over four centrality classes, from 5% to 40%, except for 
NSC(k, l, m), for which only one centrality class 20-30% is used. Light yellow shades represent a very limited sensitivity or no sensitivity, whereas orange and darker red 
colors represent moderate or strong sensitivities to the corresponding model parameter, respectively.
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Appendix A. Further information

This appendix presents extra information about the model pre-
dictions with MAP parameterization and posterior distribution of 
the model parameters.

In the main paper, the model predictions for charged and iden-
tified particle yields, 〈pT 〉, and a few anisotropic flow observables 
have been compared with the measurements (see Fig. 1 and Fig. 2). 
Here, we present the comparison between simulation and data 
for additional anisotropic flow observables. The flow cumulants 
vn{2} for n = 5, . . . , 9, flow mode couplings and symmetry plane 
correlations for various harmonics are presented in Figs. A.5–A.7, 
respectively. As seen from the figures, although the overall trends 
are compatible with the measurement, the model does not accu-
rately explain data for harmonic six and above. We observe more 
compatibility between simulation and data in mode-coupling ob-
servables, even in cases that higher harmonic flow coefficients are 
involved.

Fig. A.5. Flow coefficients for harmonics 5 to 9. The red and yellow bands present 
the model prediction for collisions energies √sNN = 5.02 and 2.76 TeV, respectively. 
The experimental data are published in Refs. [58,37].

Fig. A.6. Flow mode couplings for six different harmonic combinations. The experi-
mental data are published in Refs. [58,37].

Fig. A.8 presents the same χ2-test as in [40] to quantify the 
agreement of the models with the data for the 0–60% centrality 
range. In addition to the flow harmonic mode couplings and sym-
metric cumulants, the generalized symmetric cumulants, particle 
multiplicity and 〈pT〉 were added to the test. These results show 
that the higher energy description is worse for all observables ex-
cept for v5, χ6,222, and charged particle multiplicities.

The model calculations using the design parametrizations ob-
tained from the prior distribution for each observable at 

√
sNN =

2.76 TeV (see Ref. [40] for 5.02 TeV) are shown in Figs. A.9–A.12. 
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Fig. A.7. Symmetry plane correlations for six different harmonic combinations. The 
experimental data are published in Refs. [58,37].

Fig. A.8. The χ2-test values calculated between the data and model calculations for 
both beam energies are shown for all flow harmonic mode couplings, symmetric 
cumulants, generalized symmetric cumulants, and, charged and identified particle 
multiplicity and 〈pT〉.

Fig. A.9. Flow coefficients vn as given by the design parametrizations are pre-
sented in yellow curves. All harmonics are simultaneously covered by the design 
parametrizations. The red curves represent a number of curves sampled from the 
posterior distribution, and as given by the emulator.

The yellow curves represent the calculations corresponding to each 
design parametrization point which are used in training the GP 
emulator. The red curves are from the GP emulator predictions 
corresponding to random points sampled from the posterior dis-
tribution.

The MAP values for the model parameters are presented in Ta-
ble 1, which are the median of the marginal posterior distribution 
for a given parameter. For the readers interested in more infor-

Fig. A.10. Design parametrizations for non-linear flow mode coefficients χn,mk (in 
yellow) and a number of posterior sample curves as given by the emulator (in red).

Fig. A.11. Design parametrizations for symmetry plane correlations ρn,mk (in yellow) 
and a number of posterior sample curves as given by the emulator (in red).

Fig. A.12. Design parametrizations for normalized symmetric cumulants (in yellow) 
and a number of posterior sample curves as given by the emulator (in red).

mation about the posterior distribution, we present the marginal 
(diagonal panels) and joint marginal (off-diagonal panels) part of 
the posterior distribution in Fig. A.13. The results are compatible 
with previous studies in Refs. [5,40]. However, focusing on param-
eters related to η/s(T ) and ζ/s(T ), we find that the parameters 
are inferred with more accuracy as we expect. For instance, we 
can see a more sharp peak for parameter (ζ/s)peak. The marginal 
distribution of this parameter was more broadened in the previous 
studies. Moreover, the joint marginal distribution between param-
eters (ζ/s)peak and (ζ/s)curve is concentrated in a smaller region of 
the parameter space.
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Fig. A.13. Marginal and joint marginal parts of the poster distribution. The numbers denoted on top of marginal distributions are the median together with the range of 90% 
credibility (in the text, η/sTc and ζ/sTc are shown by T0 and (ζ/s)peak , respectively).
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The correlations between different moments of two flow amplitudes, extracted with the recently developed
asymmetric cumulants, are measured in Pb-Pb collisions at

√
sNN = 5.02 TeV recorded by the ALICE detector

at the CERN Large Hadron Collider. The magnitudes of the measured observables show a dependence on the
different moments as well as on the collision centrality, indicating the presence of nonlinear response in all
even moments up to the eighth. Furthermore, the higher-order asymmetric cumulants show different signatures
than the symmetric and lower-order asymmetric cumulants. Comparisons with state-of-the-art event generators
using two different parametrizations obtained from Bayesian optimization show differences between data and
simulations in many of the studied observables, indicating a need for further tuning of the models behind those
event generators. These results provide new and independent constraints on the initial conditions and transport
properties of the system created in heavy-ion collisions.

DOI: 10.1103/PhysRevC.108.055203

I. INTRODUCTION

An important ongoing program in high-energy nuclear
physics is the exploration of the phase diagram of quantum
chromodynamics (QCD) at large values of temperature and/or
density. In that regime, quark-gluon plasma (QGP), an ex-
treme state of nuclear matter in which quarks and gluons are
deconfined, is formed. Ultrarelativistic heavy-ion collisions
at the BNL Relativistic Heavy Ion Collider (RHIC) and the
CERN Large Hadron Collider (LHC) recreate the conditions
in which the QGP can be produced and, consequently, studied.
Properties of the QGP are typically portrayed by specifying
its transport properties (e.g., shear or bulk viscosity), or its
equation of state. To date, the QGP remains the state of
matter with the smallest ratio of shear viscosity to entropy
density (η/s) ever discovered. Besides scrutinizing the de-
tails of individual states of nuclear matter in the QCD phase
diagram, it is equally important to constrain the nature of
the transition between different states, i.e., whether it is a
smooth crossover, first- or second-order phase transition, etc.
Another extensive effort is allocated to the search for the crit-
ical point in the QCD phase diagram, whose existence is still
not confirmed experimentally. Recent reviews can be found in
Refs. [1–4].

In noncentral heavy-ion collisions, the measured cor-
relations in momentum space among detected particles

∗Full author list given at the end of the article.
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are dominated by correlations originating from collective
anisotropic flow [5]. Since anisotropic flow links the initial-
state anisotropies in the collision geometry to the final-state
anisotropies in momentum space, its measurements can be
used to map out the whole history of the heavy-ion evolution.
In particular, anisotropic flow is a sensitive probe of shear vis-
cosity of the QGP, whose collective expansion is successfully
described by its hydrodynamic response to the anisotropies in
the initial-state geometry. By using a Fourier series decom-
position of the azimuthal distribution f (ϕ) of reconstructed
particles, anisotropic flow is quantified with flow magnitudes
vn and symmetry planes �n [6]:

f (ϕ) = 1

2π

[
1 + 2

∞∑
n=1

vn cos[n(ϕ − �n)]

]
. (1)

Due to random fluctuations of the impact parameter vector
(the vector connecting the centers of the two colliding ions)
from one collision to another, this series cannot be obtained
directly from the data using the simple relation vnein�n =
〈einϕ〉. Instead, multiparticle azimuthal correlations, which
have additional advantages and are not influenced by these
fluctuations for suitably chosen harmonics ni, are utilized as
experimental estimators according to the following analytic
expression [7]:

〈ei(n1ϕ1+···+nkϕk )〉 = vn1 · · · vnk ei(n1�n1 +···+nk�nk ). (2)

In the above equation, angular brackets indicate an av-
erage over all distinct sets of k azimuthal angles of the
tracks obtained from the same event. Further technical details
about multiparticle azimuthal correlations can be found in
Refs. [8–11].

With the multiparticle correlation techniques, the corre-
lations between different flow amplitudes vn or symmetry
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planes �n can be used to extract independent information
about all stages in the heavy-ion evolution, when compared
to the traditional measurements of individual flow amplitudes
vn [12]. Among them, the symmetric cumulants (SCs) were
designed to study the genuine correlations (or cumulants)
between the same lowest-order moments of two different
flow amplitudes v2

m and v2
n . The simplest realization of SC

observables in terms of flow amplitudes and the correspond-
ing experimental estimators built from multiparticle azimuthal
correlations is given by [11,13,14]

SC(m, n) ≡ 〈
v2

mv2
n

〉 − 〈
v2

m

〉〈
v2

n

〉
= 〈〈ei(mϕ1+nϕ2−mϕ3−nϕ4 )〉〉

− 〈〈eim(ϕ1−ϕ2 )〉〉〈〈ein(ϕ1−ϕ2 )〉〉. (3)

In the first line above, 〈·〉 indicates an average over all events.
Meanwhile, 〈〈·〉〉 in the second line indicates that the averag-
ing is performed in two steps: first over all distinct particle
pairs or quadruplets in an event, and then in the second step
the all-event averages are obtained from these single-event
averages by weighting them with “number of combinations”
multiplicity weights M(M − 1) and M(M − 1)(M − 2)(M −
3) for two- and four-particle correlations, respectively [10].
Furthermore, defined this way, SC observables are multivari-
ate cumulants of flow amplitudes squared, and therefore they
obey all nontrivial mathematical properties of multivariate
cumulants for stochastic variables v2

n by definition [15]. The
azimuthal correlators are then used only via Eq. (2) to esti-
mate each individual term in the cumulant expansion [16],
i.e., the cumulant expansion is not performed directly on the
azimuthal angles.

The particular importance of SCs in flow studies is that
they bring new information on QGP properties, as shown
in Ref. [13]. From experimental measurements of various
combinations of SC(m, n) and their comparison to theoret-
ical predictions, it was concluded that SCs are sensitive to
the temperature dependence of η/s. On the other hand, the
analyses of single flow amplitudes can only probe the av-
erage value 〈η/s(T )〉 [13,14,17]. Motivated by this access
to new information on the system properties, studies were
conducted to generalize the SCs from two to any number of
harmonics using the cumulant formalism [18]. The resulting
three-harmonic SCs were recently measured by the ALICE
Collaboration in Pb-Pb collisions recorded in 2010 [19] and
2015 [17].

In parallel to the measurements of new flow observables,
techniques like Bayesian optimization, where the model pa-
rameters are systematically varied to find the best fit to all
selected experimental measurements, were applied. In recent
years, multiple Bayesian studies were conducted to constrain
the QGP transport properties and details of the initial condi-
tions in Pb-Pb collisions [12,20–27]. While much information
on Pb-Pb collisions was obtained through Bayesian analyses,
the uncertainties on the extracted parameters are still quite
large. As demonstrated in recent studies [12,27], this problem
can partially be solved by increasing the scope of the input
experimental data, either from various beam-energy ranges
or from additional independent observables sensitive to the

initial conditions and system properties. In recent publications
[12,27], dedicated sensitivity studies were also performed
on sophisticated higher-harmonic observables for the first
time, and it was concluded that the higher-order flow ob-
servables exhibit the highest sensitivity to the QGP transport
properties.

The success of the SC observables in providing crucial
input to Bayesian analyses has prompted a natural quest
towards further generalizing the SCs to a new and inde-
pendent set of multiharmonic observables involving different
moments of the flow amplitudes without any influence from
the symmetry planes. Among examples of such estimators
are the asymmetric cumulants (ACs) [16]. As they probe the
genuine correlations between different moments of the flow
amplitudes, they can, by definition, extract new information
(about event-by-event flow fluctuations, nonlinear response,
etc.) which is inaccessible to the SCs themselves.

The structure of this article is as follows. Section II re-
views the theoretical definitions of ACs and the corresponding
experimental estimators. The technical details of the data
analysis are introduced in Sec. III. In Sec. IV, the first exper-
imental measurements of the ACs and their comparisons with
state-of-the-art model predictions are presented. The article is
summarized in Sec. V, while additional support material can
be found in the Appendix.

II. DEFINITIONS AND SCOPE

This article presents the experimental measurements of
the AC observables in their simplest realization, which in-
volves only two flow amplitudes, evaluated for three different
pairs of harmonics chosen to be the same as the ones stud-
ied in Ref. [12]. For a given pair of different harmonics
(m, n), measuring the genuine correlations between v2a

m and
v2b

n with AC observables (where a and b are non-equal pos-
itive integers) leads to independent information, due to the
uniqueness of each multivariate cumulant. Therefore, this
analysis focuses on the new ACa,b(m, n) flow observables
AC2,1(m, n), AC3,1(m, n), and AC4,1(m, n), to study correla-
tions of the second, third, and fourth moments of v2

m with
the first moment of v2

n . Two remarks have to be made: the
lowest-order AC, AC1,1(m, n), corresponds to the well-known
SC(m, n) [Eq. (3)], showing that ACs are a natural generaliza-
tion of SCs. Furthermore, AC observables are invariant under
a simultaneous permutation of the indices and the harmon-
ics, e.g., ACa,b(m, n) = ACb,a(n, m). These properties will
be exploited in Sec. IV to discuss the comparisons between
ACa,b(m, n) and ACa,b(n, m).

The expressions for the ACs in terms of flow amplitudes
are derived in Ref. [16] and are recalled as

AC2,1(m, n) ≡ 〈
v4

mv2
n

〉 − 〈
v4

m

〉〈
v2

n

〉 − 2
〈
v2

mv2
n

〉〈
v2

m

〉 + 2
〈
v2

m

〉2〈
v2

n

〉
,

(4)

AC3,1(m, n) ≡ 〈
v6

mv2
n

〉 − 〈
v6

m

〉〈
v2

n

〉 − 3
〈
v2

mv2
n

〉〈
v4

m

〉 − 3
〈
v4

mv2
n

〉〈
v2

m

〉

+6
〈
v4

m

〉〈
v2

m

〉〈
v2

n

〉 + 6
〈
v2

mv2
n

〉〈
v2

m

〉2 − 6
〈
v2

m

〉3〈
v2

n

〉
,

(5)
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AC4,1(m, n) ≡ 〈
v8

mv2
n

〉 − 〈
v8

m

〉〈
v2

n

〉 − 4
〈
v2

mv2
n

〉〈
v6

m

〉
− 6

〈
v4

mv2
n

〉〈
v4

m

〉 + 6
〈
v4

m

〉2〈
v2

n

〉 − 4
〈
v6

mv2
n

〉〈
v2

m

〉
+ 8

〈
v6

m

〉〈
v2

m

〉〈
v2

n

〉 + 24
〈
v2

mv2
n

〉〈
v4

m

〉〈
v2

m

〉
+ 12

〈
v4

mv2
n

〉〈
v2

m

〉2 − 36
〈
v4

m

〉〈
v2

m

〉2〈
v2

n

〉
−24

〈
v2

mv2
n

〉〈
v2

m

〉3 + 24
〈
v2

m

〉4〈
v2

n

〉
. (6)

Due to their cumulant nature, much information can already
be extracted from the SCs and ACs themselves. One example
is the sign of the measured observables. In Ref. [13], it was
shown how the event-by-event flow fluctuation patterns and
the signatures of SC observables are related. This idea was
also applied in the interpretation of the three-harmonic SC
presented in Ref. [19]. For ACs, however, the defining equa-
tions are more involved and the direct physical interpretation
of their signature, positive or negative, is not straightforward,
even in the simplest case of AC2,1. Another example is the
observation of zero magnitude, indicating either an absence
of genuine correlations between all involved variables or a
trivial consequence of underlying symmetries. In the case
of cumulants, however, this has to be interpreted carefully
because in the absence of underlying symmetries either all the
cumulants at given order are identically zero, or none of them
are identically zero [15]. Therefore, the nonvanishing results
for SC(2, 4), obtained previously in Refs. [13,14], imply that
all of ACa,b(2, 4) must be nonvanishing as well, and the fact
that some of them are consistent with zero would indicate only
the limited sensitivity in the available datasets. In addition,
a multivariate cumulant is nonvanishing if and only if all
variables in its definition are correlated to each other [15].

As was done for the SCs, the ACs can also be normalized
to remove the sensitivity of the observable to the strength of
the individual harmonics and extract only the contribution of
the genuine correlations between the various moments of v2

m
and v2

n . This is done according to the standard procedure from
Refs. [16,28], using

NACa,1(m, n) ≡ ACa,1(m, n)〈
v2

m

〉a〈
v2

n

〉 , a = 2, . . . , 4. (7)

Equations (4) to (6) cannot be used experimentally, as only
the azimuthal angles of the final-state particles can be mea-
sured. Reliable experimental estimators for the various ACs
were presented in Appendix C 2 of Ref. [16]. As an example,
the expression corresponding to Eq. (4) is

AC2,1(m, n) = 〈〈ei(mϕ1+mϕ2+nϕ3−mϕ4−mϕ5−nϕ6 )〉〉
− 〈〈eim(ϕ1+ϕ2−ϕ3−ϕ4 )〉〉〈〈ein(ϕ1−ϕ2 )〉〉
− 2〈〈ei(mϕ1+nϕ2−mϕ3−nϕ4 )〉〉〈〈eim(ϕ1−ϕ2 )〉〉
+ 2〈〈eim(ϕ1−ϕ2 )〉〉2〈〈ein(ϕ1−ϕ2 )〉〉. (8)

Each of the azimuthal correlators in the above expression is
isotropic (i.e., invariant under the transformation ϕ → ϕ + α

where α is an arbitrary angle), which ensures that ACs are not
affected by random event-by-event fluctuations of the impact
parameter vector. In addition, in each azimuthal correlator,
each harmonic appears an equal number of times with positive

and negative signs, which ensures that any dependence on
symmetry planes is canceled out exactly [see Eq. (2)].

III. DATA ANALYSIS

The analysis is performed with data from Pb-Pb colli-
sions at the center-of-mass energy per nucleon pair

√
sNN =

5.02 TeV recorded by the ALICE detector in 2015 during the
LHC Run 2 period.

A detailed description of the ALICE detector and its sub-
detectors can be found in Refs. [29,30]. The time projection
chamber (TPC) [31] was used to reconstruct the charged-
particle tracks and measure their momenta. Two scintillator
arrays, V0A and V0C [29,32], were used for triggering and
the determination of the centrality of the collisions [33]. The
TPC, V0A, and V0C cover the full azimuthal range within the
pseudorapidity ranges |η| < 0.9, 2.8 < η < 5.1, and −3.7 <

η < −1.7, respectively.
The detector closest to the beam pipe is the inner tracking

system (ITS) [34,35], which, besides the TPC, is also used
for track reconstruction. It covers the full range in azimuthal
angle and consists of six silicon layers, with three different
detector technologies. The two innermost layers, the silicon
pixel detectors (SPD), have a high spatial granularity making
them ideal for reconstructing both primary and secondary
vertices.

Minimum bias (MB) events are triggered by a coincident
signal in both the V0A and V0C. The selected MB Pb-Pb
events all have a reconstructed primary vertex within ±8.0 cm
from the nominal interaction point along the beam direc-
tion. Background events like beam-gas collisions and pileup
were removed using the correlation between the information
from the V0 detector and the SPD, as well as the correlation
between the number of reconstructed tracks and the infor-
mation from the ITS and TPC. A further reduction of the
pileup events was obtained using the correlation between the
information provided by the SPD and by the time-of-flight
detector [36]. Furthermore, the data taken with each of the two
possible directions of the magnetic field in the central barrel
are both considered for the analysis. Finally, an additional
event criterion is applied after the track selection to reject all
remaining events with less than ten reconstructed tracks. This
requirement is motivated by the calculation of the multiparti-
cle azimuthal correlators themselves, and their corresponding
event-by-event multiplicity weights. For a k-particle correla-
tor, at least k tracks are needed to have a valid expression
for the correlator and corresponding multiplicity weight. This
criterion is set to ten tracks, as this is the minimum number
of tracks needed to calculate the largest correlator in this
analysis, AC4,1(m, n) (see Appendix C in Ref. [16] for the
full estimator). After all event selections are applied, approx-
imately 5 × 107 events in the centrality range of 5% to 60%
are used in the analysis. Furthermore, this range is divided
into the following centrality classes: the two central classes
5–10% and 10–20% and the four semicentral classes 20–30%,
30–40%, 40–50%, and 50–60%.

Tracks are reconstructed using the combined information
given by the ITS and the TPC. These tracks are selected to
be within |η| < 0.8 and 0.2 < pT < 5 GeV/c, where pT is the
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transverse momentum. The low pT cutoff is implemented for
reducing biases due to a smaller reconstruction efficiency at
very low transverse momentum, while the high pT cutoff is
chosen for suppressing the contribution to the anisotropies
in the measured azimuthal correlations from jets. In order
to avoid contributions from secondary particles, each track
is required to have a distance of closest approach (DCA)
to the primary vertex of less than 2 cm in the longitudinal
direction and less than 0.0105 + 0.0350/p1.1

T cm in the trans-
verse direction, meaning a value ranging from 0.016 cm at
pT = 5.0 GeV/c to 0.22 cm at pT = 0.2 GeV/c. Additionally,
each track is required to have a minimum of 70 TPC space
points out of the maximum of 159, and a χ2 value per space
point from the track fit to be within the range of 0.1 to 2.5.
The tracks are required to have a minimum of two hits in the
ITS. Requirements were also added to reject tracks with a kink
topology (i.e., tracks that appear to change direction due to
multiple scatterings and/or weak decays).

Corrections for both nonuniform reconstruction efficiency
(NUE) as a function of transverse momentum and nonuniform
acceptance (NUA) as a function of azimuthal angle are ap-
plied in the same way as in Refs. [11,19,37]. For the NUE
corrections, a HIJING (Heavy-Ion Jet INteraction Generator)
[38] simulation with a GEANT3 [39] detector model is used to
correct for the effects of track reconstruction efficiency and
contamination from secondary particles by constructing a pT-
dependent track weighting correction. The NUA corrections
are obtained in a data-driven manner, based on the method
presented in Ref. [11]. Finally, the nonflow contribution from
the two-particle correlations appearing in the denominator of
the NAC is suppressed with the use of a pseudorapidity gap
|�η| > 1. As the ACs themselves were shown to be robust
against nonflow [16], no gap is used in their computation.

Obtaining the statistical uncertainty through standard error
propagation is impractical due to both nontrivial functional
dependence and many covariance terms. Therefore, in this
analysis, the statistical uncertainties were determined us-
ing the standard subsampling procedure (see Appendix F in
Ref. [16]).

The systematic uncertainties are estimated by independent
variations of each selection criterion. The significance of each
variation is determined according to the Barlow test [40].
For each variation, the results for ACa,b(m, n) are compared
with the ones obtained with the default selection, taking into
account the correlations between their statistical uncertainties.
If the deviation is larger than one σ , where σ is the uncer-
tainty on the difference, the variation is deemed significant
according to the Barlow test and is included into the quadratic
sum to get the total systematic uncertainties. Each selection
criterion variation is described below and the trend of their
relative deviations with respect to the default values observed
in semicentral collisions (collisions in the centrality range 20–
60%) is reported in parentheses. Due to the small size of the
signal, the variations measured in central events (centrality up
to 20%) and for higher-order observables can fluctuate more
significantly than the ones indicated here.

The effects of the centrality determination are estimated
by changing the default V0 estimator to the SPD (20%). The
quality of the event selection is further tested by varying

the longitudinal position of the primary vertex from ±8 cm
to ±6 cm (10%), and by applying a tighter pileup rejection
factor (4%). Furthermore, the impact of the two configura-
tions of the magnetic field polarity in the solenoid magnet
of ALICE is investigated by performing the same analysis
on the data sets taken for each orientation separately (5%).
The minimum number of space points in the TPC required
for the track reconstruction is increased from 70 to 80 (2%),
and the quality of the reconstruction fit per TPC cluster is
reduced from 0.1 < χ2 < 2.5 to 0.1 < χ2 < 2.3 (4%). The
longitudinal DCA is also tightened from 2 cm to 1 cm. It has
to be noticed that this systematic variation mainly affects the
higher-order combinations (3–60%). Finally, a change of the
default tracking requirements to the so-called hybrid tracks,
which are TPC-ITS tracks with looser DCA requirements in
the transverse plane and along the beam axis, leads to an effect
on all studied observables (0–30%).

IV. RESULTS AND DISCUSSION

The results obtained in this analysis are first presented to-
gether, in order to gain insights on the strength of the different
multiharmonic correlations and their dependence on centrality
and cumulant order. Then, specific comparisons between the
data and the model predictions are presented for a few selected
ACs and NACs.

The centrality dependence of the thirty-four different
ACa,b(m, n) and NACa,b(m, n) is shown in Fig. 1. How-
ever, due to their large uncertainties, NAC4,1(m, n) and
NAC1,4(m, n) are not presented here. As the results for
ACa,b(2, 3) and ACa,b(2, 4) [Figs. 1(a) and 1(c), respectively]
present similar behaviors, albeit with different signs, they
are here discussed together. In the following lines, the no-
tation (m, n) thus stands for both pairs of harmonics (2,3)
and (2,4). A dependence of the magnitude of the genuine
correlations on the cumulant order is observed. The results
for SC(m, n) ≡ AC1,1(m, n) present the largest signals, fol-
lowed by AC2,1(m, n), while AC3,1(m, n) and AC4,1(m, n) are
several orders of magnitude smaller. This decreasing effect
is more pronounced for the mirror combinations ACb,a(m, n)
when compared to their respective counterparts. The splitting
between the results for ACa,b(m, n) and its mirror ACb,a(m, n)
is also present for NACa,b(2, 3) and NACa,b(2, 4) [Fig. 1(b)
and 1(d), respectively]. While the results for NAC2,1(2, 3)
and NAC3,1(2, 3) demonstrate a trend similar as NSC(2, 3),
albeit with smaller magnitudes, the ones for NAC2,1(2, 4)
and NAC3,1(2, 4) are in good agreement with NSC(2, 4) and
deviate only in more peripheral collisions. In both panels, the
mirror combinations (open markers) show an increase of the
magnitude with the cumulant order. Finally, Figs. 1(e) and
1(f) present the centrality dependence of the different orders
of ACa,b(3, 4) and NACa,b(3, 4), respectively. The results for
ACa,b(3, 4) present the same ordering of the magnitudes with
the order of the AC itself, as observed in the two other pairs
of harmonics. However, no splitting between ACa,1(3, 4) and
AC1,a(3, 4) can be seen at any order a = 1, . . . , 4 within
uncertainties.

The measurements are compared with results from sim-
ulated events generated with the state-of-the-art chain of
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FIG. 1. Centrality dependence of the different orders of ACa,b(m, n) (left) and NACa,b(m, n) (right) for four pairs of indices (a, b) and three
pairs of harmonics (m, n) in Pb-Pb collisions at

√
sNN = 5.02 TeV. The mirror combinations of ACa,b(m, n) (closed markers), i.e., ACb,a(m, n),

are indicated with open markers and similar color scheme. The statistical (systematic) uncertainties are shown with lines (boxes). The data
points are shifted horizontally for visibility.

models TRENTo + VISH(2 + 1) + UrQMD [41–44], which
will be referred to here as TRENTo + iEBE-VISHNU. This
model chain consists of the TRENTo model [45] for the
initial conditions, which are connected by free streaming
to a 2 + 1-dimensional hydrodynamical model VISH(2 + 1)
[41]. The description of the heavy-ion evolution after the
collision is continued after particlization with a hadronic
cascade (UrQMD) model [43,44]. The initial conditions, the
specific shear viscosity η/s(T ), the specific bulk viscosity
ζ/s(T ), and other free parameters of this hybrid model,
for instance, the Gaussian nucleon width and the minimum
inter-nucleon distance, are obtained from a global Bayesian
analysis. The data-to-model comparisons are performed with
two sets of best-fit parametrizations given by maximum a

posteriori (MAP) from two independent Bayesian analysis
groups. As the values for these two sets of best-fit param-
eters agree within their respective uncertainties from the
Bayesian analysis, this work allows the observation of the
deviations between the two parametrizations in the predictions
of observables that were not used in the Bayesian optimiza-
tion. The extraction of the Duke 2019 parametrization [22]
used a series of ALICE measurements (two-particle correla-
tions, charged-particle multiplicities, etc.) as inputs into the
Bayesian analysis. However, most of the used data are from
Pb-Pb collisions at

√
sNN = 2.76 TeV and only a subset of

available flow observables were used. The Jyväskylä 2022
parametrization [12] utilized for the first time higher-order
flow observables and data from Pb-Pb collisions at both
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FIG. 2. Centrality dependence of the different orders a = 1, . . . , 3 of NACa,1(2, 3) (cyan closed circles) and NAC1,a(2, 3) (pink open
squares) compared with the theoretical predictions from TRENTo + iEBE-VISHNU for the Duke 2019 [22] and Jyväskylä 2022 [12]
parametrizations. Panel (d) shows a close-up of the results of NAC3,1(2, 3). The statistical uncertainties in the calculations are indicated
by the thicknesses of the colored bands. The data points for NSC(2, 3) are taken from Ref. [17].

√
sNN = 2.76 TeV and

√
sNN = 5.02 TeV. New observables,

such as SC [13,14,17,19] and flow harmonic mode couplings
[37], recently measured by the ALICE Collaboration, are
more sensitive to the hydrodynamic transport coefficients η/s
and ζ/s. This resulted in a reduction of the uncertainties of the
extracted transport coefficients [12]. In these hydrodynamical
model calculations, all the kinematic selections, such as pT

and η ranges, are matched with the ones reported in this
article. In addition, the observables are extracted from the
simulations using the same experimental analysis techniques.

Figure 2 shows the comparisons of the experimental
data for NACa,b(2, 3) with the predictions from hydrody-
namic simulation using the Duke 2019 and Jyväskylä 2022
parametrizations. As discussed above for the data, the same
splitting between NACa,1(2, 3) and NAC1,a(2, 3) (a = 2, 3)
can be observed in both model calculations. The negative sign
is visible both for NSC(2, 3) [Fig. 2(a)] and for some AC
observables in the same pair of flow harmonics. The notable
exception here is NAC3,1(2, 3), which is close to zero for the
data and predicted to be positive in semicentral collisions by
both model parametrizations [see Fig. 2(d) for a close-up of
the results]. Furthermore, no major difference can be seen
between the predictions from Duke 2019 and Jyväskylä 2022
for any of the observables in Fig. 2. As the linear response
vn = knεn (n = 2, 3), where kn are the linear response coeffi-
cients and εn the eccentricities in the initial state, dominates
in central collisions, the genuine correlations between v2 and

v3 are expected to be sensitive only to the initial conditions in
this regime. Therefore, a possible explanation of the similar
predictions is the use of TRENTo for both parametrizations.
Future studies would thus benefit from the comparison be-
tween different initial state models. It also has to be noted that
both calculations reproduce the experimental data only quali-
tatively, and thus the use of such new measurements as input
in future Bayesian studies would allow further constraints on
the descriptions of the early stages of heavy-ion collisions.

The comparison of the results for ACa,b(2, 4) with the cal-
culations from both model parametrizations is shown in Fig. 3.
Overall, the behavior of the experimental data is better repro-
duced by the Jyväskylä 2022 parametrization, quantitatively
for SC and qualitatively for the higher orders. The model
predictions are also closer to the experimental values for
AC1,a(2, 4) than for ACa,1(2, 4), for a = 2, 3, 4. The observ-
able ACa,1(2, 4) presents the same positive sign as SC(2, 4).
This is the case as well for AC1,2(2, 4) and AC1,3(2, 4) in
semicentral collisions [see Fig. 3(e) for a close-up of the
latter observable]. However, both experimental and theoreti-
cal results for AC1,4(2, 4) are in agreement with zero within
uncertainties up to centralities of 30% for the data and 45%
for the model [Fig. 3(f)]. Because of previous nonvanishing
results for SC(2, 4), this indicates that the used sample of Run
2 data is not sufficient to extract nonvanishing values for these
particular AC observables. Past studies have shown the exis-
tence of a nonlinear response between the fourth-order flow

055203-6



HIGHER-ORDER CORRELATIONS BETWEEN DIFFERENT … PHYSICAL REVIEW C 108, 055203 (2023)

FIG. 3. Centrality dependence of the different orders a = 1, . . . , 4 of ACa,1(2, 4) (cyan closed circles) and AC1,a(2, 4) (pink open squares)
compared with the theoretical predictions from TRENTo + iEBE-VISHNU for the Duke 2019 [22] and Jyväskylä 2022 [12] parametrizations.
Panels (e) and (f) show a close-up of the results of AC1,3(2, 4) and AC1,4(2, 4), respectively. The statistical uncertainties in the calculations are
indicated by the thicknesses of the colored bands.

amplitude v4 and the initial-state ellipticity term ε2
2 , which

is dominant in noncentral collisions [46,47]. Furthermore,
higher-order harmonics are more sensitive to small variations
of η/s and ζ/s than the lower-order coefficients [47–49]. This
latter point was further discussed in recent Bayesian estima-
tions [12], where higher-order cumulants of flow amplitudes
exhibit better sensitivity to QGP properties when compared
to the traditional lower-order flow observables, generalizing
the findings from Refs. [13,14,49]. The remaining tensions
between data and predictions observed in the current analysis
for AC1,a(2, 4) are thus a sign that the measurements of the
genuine correlations between v2

2 and v2a
4 can bring additional

input on the higher-order terms of the nonlinear response of
v4. Comparisons between the initial and final state predic-
tions for these observables would be one of the crucial steps
in that direction, as any discrepancies between those would
shed more light on the hydrodynamic description of v4 in the
models.

The experimental results for NACa,b(3, 4) are com-
pared with the theoretical calculations from the two model
parametrizations, as shown in Fig. 4. Similarly to the
results for the data, the predictions for NAC2,1(3, 4) and
NAC1,2(3, 4) are in good agreement with each other within
uncertainties [Fig. 4(b)], for both the Duke 2019 and
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FIG. 4. Centrality dependence of the different orders a = 1, . . . , 3 of NACa,1(3, 4) (cyan closed circles) and NAC1,a(3, 4) (pink open
squares) compared with the theoretical predictions from TRENTo + iEBE-VISHNU for the Duke 2019 [22] and Jyväskylä 2022 [12]
parametrizations. The statistical uncertainties in the calculations are indicated by the thicknesses of the colored bands. The data points for
NSC(3, 4) are taken from Ref. [17].

Jyväskylä 2022 parametrizations. Additionally, previous stud-
ies [46] have shown that the measurements of v4 can be
explained by a contribution from ε2

2 and none from ε3. The
observed agreement may then originate from the interplay
between the different stages of the evolution of the heavy-ion
collisions. For instance, an agreement between the initial-state
predictions for NAC2,1(3, 4) and NAC1,2(3, 4) could indicate
an absence of nonlinear response between the higher orders
of ε3 and v4. Similarly, different initial-state predictions could
mean that the hydrodynamic evolution differently impacts the
correlations between the higher moments of ε3 with v4 and
the ones between ε3 and the higher moments of v4. How-
ever, these non-linear hydrodynamic effects would be such
that the two observables converge onto each other in the
final state. Future studies of both the initial and final state,
for instance, comparisons of the AC results from this study
with initial-state predictions, would help in understanding the
origin of the different behaviors—splitting or no splitting—
observed in the various combinations of NAC. Furthermore,
it is noted that there is good agreement between the pre-
dictions obtained from the Duke 2019 and Jyväskylä 2022
parametrizations, and that they both capture quantitatively the
experimental data for centralities higher than 15%. However,
none of the parametrizations capture the sign change between
central and semicentral events observed in the experimen-

tal data. In Ref. [17], this effect was already observed for
NSC(3, 4), where the sign change could be reproduced by
models using AMPT initial conditions but not by the ones
using TRENTo. It is therefore expected that future precision
measurements of NACa,b(3, 4) and their use as input data in
Bayesian studies would help in tuning the different details of
system evolution as a function of the collision centrality in the
models.

Figure 5 summarizes the trends and ordering obtained for
NACa,b(2, 3) and NACa,b(2, 4).

The main findings of this study on ACs and NACs are
summarized here as follows:

(1) The magnitude of the NAC observables varies with dif-
ferent moments as well as with the collision centrality,
indicating that nonlinear responses are also reflected in
higher moments.

(2) While the NAC2,1(2, 3) observable shows a negative
decreasing magnitude toward peripheral collisions, the
higher-moment correlations, NAC3,1(2, 3), are close to
zero except in the most central collisions. The model
calculations show a similar trend, but underestimate
the data.

(3) Interestingly, the AC3,1(2, 4) observable is much
stronger than AC1,3(2, 4) in peripheral collisions. The
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FIG. 5. Centrality dependence of the different orders a = 1, . . . , 3 of NACa,1(m, n) and NAC1,a(m, n) compared with the theoretical
predictions from TRENTo + iEBE-VISHNU for the Duke 2019 [22] and Jyväskylä 2022 [12] parametrizations. The last point of NAC1,2(2, 4)
and the results for NAC1,3(2, 3) are not shown for visibility purposes. The statistical uncertainties in the calculations are indicated by the
thicknesses of the colored bands. The data points for a = 1 are taken from Ref. [17].

AC1,3(2, 4) observable is close to zero, while the
AC1,4(2, 4) is compatible with zero within uncer-
tainties. As nonzero measurements for SC(2, 4) [13]
indicate that v2

2 and v2
4 are positively correlated, this

does not mean that the higher-order fluctuations of
v2

2 and v2
4 are uncorrelated, but that the used data

sample is not enough to extract their nonvanishing
values.

(4) NACa,1(2, n) shows an inverted dependence on the
moments when compared to NAC1,a(2, n) for n =
3, 4. No splitting is observed for NACa,1(3, 4) and
NAC1,a(3, 4).

The agreement between model and data for each cumulant
order is now quantified with the χ2 test (χ2/Ndof ), performed
as in Ref. [14]:

χ2/Ndof = 1

Ndof

Ndof∑
i=1

(yi − fi )2

σ 2
i

, (9)

where yi ( fi) is a measurement (model) value in a centrality
bin i. The systematic and statistical uncertainties from the data
are combined in quadrature σ 2

i = σ 2
i,stat + σ 2

i,syst + σ 2
fi,stat, to-

gether with the statistical errors of the model calculations. The
quantity Ndof corresponds to the number of bins in the central-
ity range used in χ2 calculations. The results are shown in
Fig. 6 for both model parametrizations indicated on the upper
x axis. A grey box indicates that the experimental data have
large uncertainties, which may influence the interpretation of
the obtained χ2 value. For instance, an agreement between
these large uncertainties of the data and the predictions could
bias the χ2 test, leading to an artificially small value. Such
bias would then be resolved with a larger data sample. As
they were not measured in the current analysis, NAC1,3(2, 4)
and NAC1,3(3, 4) are shown with a white filling. A better
agreement between the data and a model parametrization is
represented by lower χ2 values. In Fig. 6, it is observed
that the model description is better for higher-order har-
monics such as all ACa,b(3, 4), and higher-order moments
such as AC4,1(m, n), as well as most of NAC2,1(m, n) and
NAC3,1(m, n). Generally, the Jyväskylä 2022 parametrization
describes the data better than the Duke 2019 parametriza-
tion. This result is expected as a larger set of data and
higher-order observables are included in Jyväskylä 2022.
However, Duke 2019 still provides better predictions than the
newer parametrization in the case of SC(2, 3), AC3,1(2, 3) and
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FIG. 6. Values for χ 2 test calculated between the data and two different model calculations for all ACs and NACs and all pairs of harmonics
presented in this paper. The observables with large uncertainties are indicated with a grey filling, while an absence of observable (see Fig. 1)
is shown with a white filling.

NSC(m, n) for all three pairs of harmonics. It is also known
that Jyväskylä 2022 has a deviation in its prediction of v2 at√

sNN = 5.02 TeV [12], which may explain the differences
observed in the descriptions of ACs involving v2 but not of the
NACs. Ultimately, the χ2 test indicates that the independent
AC observables are needed as input for future Bayesian analy-
ses in order to reduce the uncertainty on the initial conditions
and/or on the hydrodynamic transport coefficients such as
η/s(T ) and ζ/s(T ).

V. SUMMARY

In conclusion, the first measurements of the correlations
between different moments of two flow amplitudes in Pb-Pb
collisions at

√
sNN = 5.02 TeV, using asymmetric cumulants,

are shown. This work is a generalization of the previous
measurements obtained with symmetric cumulants, proven
to have an increased sensitivity to the initial conditions and
medium properties. Due to the cumulant uniqueness, each AC
has access to new and independent information unreachable
by measuring the SC only. Therefore, this article provides
new measurements and resulting additional constraints for
34 new observables. A dependence of the magnitude of the
correlations on the moments and the centrality of the collision
is observed, showing an influence of the non-linear response
between the higher-moments as well. Furthermore, it has been
seen that an increasing (decreasing) dependence with the mo-
ments for a given pair (m, n) in NACa,1(m, n) generally leads
to the decreasing (increasing) dependence for the mirror com-

bination NAC1,a(m, n). The comparison of the experimental
results with the predictions from two different parametriza-
tions of the TRENTo + iEBE-VISHNU model chain obtained
with Bayesian analyses shows a need for further improve-
ments of the initial conditions and nonlinear response. Due
to the high sensitivity of these measurements to the model
parameters [12,27], the results can improve the current under-
standing of the detailed nucleon structure in nuclei [50,51],
the nuclear skin effect [52], and the preequilibrium phase
[53–58]. Incorporating these details into the models used by
the Duke and Jyväskylä groups will lead to a better quantita-
tive understanding of the properties of QCD matter.

ACKNOWLEDGMENTS

The ALICE Collaboration would like to thank all its en-
gineers and technicians for their invaluable contributions to
the construction of the experiment and the CERN accelerator
teams for the outstanding performance of the LHC complex.
The ALICE Collaboration gratefully acknowledges the re-
sources and support provided by all Grid centres and the
Worldwide LHC Computing Grid (WLCG) collaboration. The
ALICE Collaboration acknowledges the following funding
agencies for their support in building and running the ALICE
detector: A. I. Alikhanyan National Science Laboratory (Yere-
van Physics Institute) Foundation (ANSL), State Committee
of Science and World Federation of Scientists (WFS), Arme-
nia; Austrian Academy of Sciences, Austrian Science Fund
(FWF) (M 2467-N36) and Nationalstiftung für Forschung,

055203-10



HIGHER-ORDER CORRELATIONS BETWEEN DIFFERENT … PHYSICAL REVIEW C 108, 055203 (2023)

Technologie und Entwicklung, Austria; Ministry of Commu-
nications and High Technologies, National Nuclear Research
Center, Azerbaijan; Conselho Nacional de Desenvolvimento
Científico e Tecnológico (CNPq), Financiadora de Estudos
e Projetos (Finep), Fundação de Amparo à Pesquisa do Es-
tado de São Paulo (FAPESP), and Universidade Federal do
Rio Grande do Sul (UFRGS), Brazil; Bulgarian Ministry of
Education and Science, within the National Roadmap for Re-
search Infrastructures 2020–2027 (object CERN), Bulgaria;
Ministry of Education of China (MOEC), Ministry of Science
& Technology of China (MSTC), and National Natural Sci-
ence Foundation of China (NSFC), China; Ministry of Science
and Education and Croatian Science Foundation, Croatia;
Centro de Aplicaciones Tecnológicas y Desarrollo Nuclear
(CEADEN), Cubaenergía, Cuba; Ministry of Education,
Youth and Sports of the Czech Republic, Czech Repub-
lic; The Danish Council for Independent Research–Natural
Sciences, the VILLUM FONDEN, and Danish National Re-
search Foundation (DNRF), Denmark; Helsinki Institute of
Physics (HIP), Finland; Commissariat à l’Energie Atomique
(CEA) and Institut National de Physique Nucléaire et de
Physique des Particules (IN2P3) and Centre National de la
Recherche Scientifique (CNRS), France; Bundesministerium
für Bildung und Forschung (BMBF) and GSI Helmholtzzen-
trum für Schwerionenforschung GmbH, Germany; General
Secretariat for Research and Technology, Ministry of Edu-
cation, Research and Religions, Greece; National Research,
Development and Innovation Office, Hungary; Department of
Atomic Energy Government of India (DAE), Department of
Science and Technology, Government of India (DST), Uni-
versity Grants Commission, Government of India (UGC),
and Council of Scientific and Industrial Research (CSIR),
India; National Research and Innovation Agency–BRIN, In-
donesia; Istituto Nazionale di Fisica Nucleare (INFN), Italy;
Japanese Ministry of Education, Culture, Sports, Science
and Technology (MEXT) and Japan Society for the Promo-
tion of Science (JSPS) KAKENHI, Japan; Consejo Nacional
de Ciencia (CONACYT) y Tecnología, through Fondo de
Cooperación Internacional en Ciencia y Tecnología (FON-
CICYT) and Dirección General de Asuntos del Personal
Academico (DGAPA), Mexico; Nederlandse Organisatie voor
Wetenschappelijk Onderzoek (NWO), Netherlands; The Re-
search Council of Norway, Norway; Commission on Science
and Technology for Sustainable Development in the South
(COMSATS), Pakistan; Pontificia Universidad Católica del
Perú, Peru; Ministry of Education and Science, National
Science Centre, and WUT ID-UB, Poland; Korea Insti-
tute of Science and Technology Information and National
Research Foundation of Korea (NRF), Republic of Korea;
Ministry of Education and Scientific Research, Institute of
Atomic Physics, Ministry of Research and Innovation, and
Institute of Atomic Physics and University Politehnica of
Bucharest, Romania; Ministry of Education, Science, Re-
search and Sport of the Slovak Republic, Slovakia; National
Research Foundation of South Africa, South Africa; Swedish
Research Council (VR) and Knut & Alice Wallenberg Foun-
dation (KAW), Sweden; European Organization for Nuclear
Research, Switzerland; Suranaree University of Technol-
ogy (SUT), National Science and Technology Development

Agency (NSTDA), Thailand Science Research and Innova-
tion (TSRI), and National Science, Research and Innovation
Fund (NSRF), Thailand; Turkish Energy, Nuclear and Mineral
Research Agency (TENMAK), Turkey; National Academy
of Sciences of Ukraine, Ukraine; Science and Technology
Facilities Council (STFC), United Kingdom; National Science
Foundation of the United States of America (NSF) and United
States Department of Energy, Office of Nuclear Physics (DOE
NP), United States of America. In addition, individual groups
or members have received support from European Research
Council, Strong 2020-Horizon 2020 (Grants No. 950692 and
No. 824093), European Union; Academy of Finland (Cen-
ter of Excellence in Quark Matter) (Grants No. 346327 and
No. 346328), Finland; and Programa de Apoyos para la Su-
peración del Personal Académico, UNAM, Mexico.

APPENDIX: ADDITIONAL OBSERVABLES

The comparisons of the model predictions to the experi-
mental data for NACa,b(2, 3), ACa,b(2, 4), and NACa,b(3, 4)
are presented in the main part of this article. In this Appendix,
the comparisons for the other observables of this analysis are
discussed. The complete list of combinations can be found in
Figs. 1 and 6.

The predictions from Duke 2019 and Jyväskylä 2022
parametrizations and the experimental data for ACa,b(2, 3)
and NACa,b(2, 4) are presented in Figs. 7 and 8, respectively.
The same splitting with the cumulant order as observed in
Fig. 3 for NACa,b(2, 3) and ACa,b(2, 4) can be seen here. In
both cases, NACa,1(2, 4) show increasingly larger magnitudes
than NACa,1(4, 2), while the opposite stands true for the un-
normalized AC. The observables ACa,b(2, 3) and ACa,b(2, 4)
(Figs. 7 and 3) show similar agreements between predictions
and data. The Jyväskylä 2022 parametrization has overall
a better agreement with the data than the Duke 2019 one,
and the higher-order ACs are overall better reproduced than
SC(m, n) and AC2,1(m, n). It can be noted, however, that
while the Jyväskylä 2022 parametrization reproduces quan-
titatively SC(2, 4), whereas the Duke 2019 one does not,
the opposite behavior is observed for SC(2, 3). On the other
hand, no big difference in the predictions of NACa,1(2, 4)
and NACa,1(4, 2) between the Duke 2019 and Jyväskylä 2022
parametrizations can be observed. Possible effects, such as the
ones at the origin of the 10% discrepancy in the description of
v2 at 5.02 TeV by the Jyväskylä 2022 parametrization [12],
could be at play in SC(2, 3) and cancel out in NSC(2, 3).

In the case of NACa,b(2, 4) (Fig. 8), a slightly better agree-
ment with the data from Jyväskylä 2022 over Duke 2019
parametrizations can be observed. As stated above, the non-
linear response between v4 and ε2

2 makes ACa,b(2, 4), and
thus NACa,b(2, 4), especially sensitive to the hydrodynamical
description of the collision.

The predictions for ACa,b(3, 4) are shown in Fig. 9. As
was already discussed for NACa,b(3, 4) (Fig. 4), the measure-
ments for ACa,1(3, 4) and ACa,1(4, 3) are in agreement within
uncertainties for both the data and the calculations. Further-
more, the predictions from the Jyväskylä 2022 and Duke 2019
parametrizations are both in overall good agreement with the
experimental data.
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FIG. 7. Centrality dependence of the different orders a = 1, . . . , 4 of ACa,1(2, 3) (cyan closed circles) and AC1,a(2, 3) (pink open squares)
compared with the theoretical predictions from TRENTo + iEBE-VISHNU for the Duke 2019 [22] and Jyväskylä 2022 [12] parametrizations.
The statistical uncertainties in the calculations are indicated by the thicknesses of the colored bands.
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FIG. 8. Centrality dependence of the different orders a = 1, . . . , 3 of NACa,1(2, 4) (cyan closed circles) and NAC1,a(2, 4) (pink open
squares) compared with the theoretical predictions from TRENTo + iEBE-VISHNU for the Duke 2019 [22] and Jyväskylä 2022 [12]
parametrizations. The statistical uncertainties in the calculations are indicated by the thicknesses of the colored bands. The data points for
NSC(2, 4) are taken from Ref. [17].
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FIG. 9. Centrality dependence of the different orders a = 1, . . . , 4 of ACa,1(3, 4) (cyan closed circles) and AC1,a(3, 4) (pink open squares)
compared with the theoretical predictions from TRENTo + iEBE-VISHNU for the Duke 2019 [22] and Jyväskylä 2022 [12] parametrizations.
The statistical uncertainties in the calculations are indicated by the thicknesses of the colored bands.
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1 Introduction

High-energy nucleus-nucleus (AA) collisions exhibit strong collectivity, which has been
observed through anisotropy in the momentum distribution of emitted final-state particles at
RHIC [1–4] and the LHC [5–8]. This momentum anisotropy is developed by the pressure-
driven expansion of the strongly interacting quark-gluon plasma (QGP), which emerges from
the initial spatial anisotropy in such collisions. The collective nature of the momentum
anisotropy is mostly deduced via particle correlations which span over a wide range of
pseudorapidity. The collective motion of the emitted particles, which reflects the collectivity
of the initial medium, is generally quantified using a Fourier expansion, characterizing the
so-called “anisotropic flow” [9]. In recent years, long-range correlations have been also
observed in smaller collision systems such as high-multiplicity proton-proton (pp) [10–16],
proton-nucleus (pA) [17–20], and in collisions of light nuclei [21, 22]. These observations
raise the question to what extent do small-system collisions and heavy-ion collisions share
the underlying mechanism, which is responsible for the observed long-range correlations. A
crucial evidence of a strongly interacting medium in small-system collisions would be the
presence of jet quenching [23, 24]. However, this phenomenon has not yet been observed in
either high-multiplicity pp or p–Pb collisions [25–29], possibly due to the current experimental
uncertainties being too large to observe it in such small-system collisions.

Current approaches to model heavy-ion collisions divide the evolution of the out-of-
equilibrium, strongly-coupled, quantum-chromodynamic medium into multiple stages, and
each stage is described by an effective theory. To this date, the combination of color-glass
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condensate effective field theory (CGC-EFT) [30, 31], causal hydrodynamics [32–40], and a
hadronic cascade model [41–43] leads to the most successful description of a wide range of
observables in heavy-ion collisions, e.g., particle spectra, centrality dependence of average
particle transverse momenta, and multi-particle correlations [44–51]. By employing global
Bayesian analyses, parameters of the multi-stage model, including those quantifying the
transport properties of the QGP, can be constrained using measured data [52–55]. Despite
the studies describing both heavy AA and pA collisions in a single framework [56], the
origin of the flow-like correlations is still under debate. It is unclear whether the flow-like
behavior originates from the early stages of the collision in the realm of applicability of
CGC-EFT [57, 58] or whether it develops during the collective evolution, where causal
hydrodynamics is applicable [59, 60]. Both scenarios may be responsible for the observed
correlations in the final state [59]. Although collective models are successful in describing
available two-particle correlation data from small-system collisions, they predict the opposite
sign for four-particle azimuthal cumulants compared to experiment [12, 14, 61]. On the
other hand, a semi-analytical toy model based on the Gubser hydrodynamic solution [62, 63]
can explain the two- and four-particle correlations in pp collisions [64]. In particular, this
model has explained the relationship between the sign of the four-particle cumulants and
fluctuations in the initial state [64].

Besides the models based on the causal hydrodynamic framework, there are other
attempts to explain the observed flow-like signals in small-system collisions using alternative
descriptions. For instance, a study based on the A Multi-Phase Transport model (AMPT) [65]
leads to satisfactory agreement with the experimental data [66]. The applicability of fluid-
dynamical simulations and partonic cascade models in small-system collisions was explored in
ref. [67]. In a kinetic-theory framework with isotropization-time approximation, it is possible
to explain the long-range correlations by fluid-like (hydrodynamic) excitation for Pb–Pb
collisions and particle-like (or non-hydrodynamic) excitation for pp or p–Pb collisions [68–
70]. Another potential description for the collectivity in small-system collisions is provided
by PYTHIA 8, in which interacting strings repel one another in a transverse direction
by a mechanism dubbed as “string shoving” [71, 72]. The repulsion of the strings causes
microscopic transverse pressure, giving rise to long-range correlations of particles. The string
shoving approach in PYTHIA 8 successfully reproduces the near-side ridge yield observed
in measurements by ALICE [73] and CMS [12]. A systematic mapping of correlation effects
across collision systems of various sizes is currently underway on the theoretical side, for
example, see ref. [74]. A quantitative description of the full set of experimental data has
not been achieved yet. A summary of various explanations for the observed correlations
in small-system collisions is given in refs. [75–77].

Measurements of anisotropic flow in small-system collisions are strongly affected by
non-flow effects, predominantly originating from correlations among the constituents of jet
fragmentation processes. In case of two-particle correlations, the non-flow contribution is
usually suppressed by requiring a large ∆η gap between the two particles. This separation
in pseudorapidity is also widely used in cumulant methods [13, 78]. However, this ∆η-gap
method removes the non-flow contribution only on the near side (∆φ ∼ 0) and not on the
away side (∆φ ∼ π). Later, a low-multiplicity template fit method was proposed to remove
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non-flow contributions on the away-side [10, 19, 79]. This method takes into account that
the yield of jet fragments increases with increasing particle multiplicity [80–82]. By using the
template fit method, the yield of away-side jet fragments can be subtracted, provided that
the distribution that quantifies the shape of jet fragments is independent of the multiplicity
class and therefore can be described by the low-multiplicity template.

As an extension of the studies of the near-side long-range ridge and jet-fragmentation
yields in pp collisions at the center-of-mass energy

√
s = 13 TeV [73] and in p–Pb collisions

at the center-of-mass energy per nucleon pair √sNN = 5.02 TeV [17, 83], this article studies
the interplay of jet production and collective effects, i.e., short- and long-range correlations
simultaneously in these systems. The article also reports flow coefficients extracted for
collisions tagged with different event-scale selections. The event-scale selection requires a
minimum transverse momentum of the leading particle or the reconstructed jet at midrapidity,
which is expected to bias the impact parameter of pp collisions to be smaller on average [84–86].
At the same time, the transverse momentum of the leading particle or the reconstructed jet
provides a measure of the four-momentum transfer (Q2) in the hard-parton scattering [87–89].
The transverse-momentum threshold implies a higher Q2 for the collision. Such events with
a large Q2 may, on average, have a lower impact parameter than pp events without any
requirement on Q2 [85].

This article is organized as follows. First, the experimental setup and analysis method
are described in section 2 and section 3, respectively. Section 4 discusses the systematic
uncertainties. The results and their comparison with model calculations are presented and
discussed in section 5. Finally, the results are summarized in section 6.

2 Experimental setup and data samples

The analysis is based on pp and p–Pb data collected during the LHC Run 2 period. The pp
collisions had a center-of-mass energy

√
s = 13 TeV, and they were recorded from 2016 to 2018.

The p–Pb collisions had a center-of-mass energy per nucleon-nucleon pair √sNN = 5.02 TeV,
and they were collected in 2016. It is worth noting that in p–Pb collisions there is a shift
in the center-of-mass rapidity of ∆y = 0.465 in the direction of the proton beam due to
the asymmetric collision system.

A comprehensive description of the ALICE detector and its performance can be found
in refs. [8, 90, 91]. The analysis utilizes the V0 detector [92], the Inner Tracking System
(ITS) [93, 94], and the Time Projection Chamber (TPC) [95].

The V0 detector consists of two stations on both sides of the interaction point, V0A and
V0C, each comprising 32 plastic scintillator tiles, covering the full azimuthal angle within
the pseudorapidity intervals 2.8 < η < 5.1 and −3.7 < η < −1.7, respectively. The ITS
is a silicon tracker with six layers of silicon sensors. The two innermost layers of the ITS
are called the Silicon Pixel Detector (SPD) [96]. In addition to the two SPD layers, the
middle two layers are the Silicon Drift Detector, and the outermost layers are the Silicon
Strip Detector. The TPC is a gas-filled cylindrical tracking detector providing up to 159
reconstruction points for charged tracks traversing the full radial extent of the detector.

The V0 provides a minimum bias (MB) trigger in both pp and p–Pb collisions and an
additional high-multiplicity trigger in pp collisions. The MB trigger is obtained by a time
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coincidence of V0A and V0C signals. Amplitudes of V0A and V0C signals are proportional
to charged-particle multiplicity, and their sum is denoted as V0M. The high-multiplicity
trigger in pp collisions requires the V0M signal to exceed five times the mean value measured
in MB collisions, selecting the 0.1% of MB events with the largest V0M multiplicity. The
centrality in p–Pb collisions is determined using the V0A detector, which is located in the
Pb-going direction [25]. The analyzed data samples of MB and high-multiplicity pp events
at
√
s = 13 TeV correspond to integrated luminosities (Lint) of about 19 nb−1 and 11 pb−1,

respectively [97]. In p–Pb collisions at √sNN = 5.02 TeV, the corresponding integrated
luminosity is Lint ∼ 0.3 nb−1.

Positions of primary vertices are reconstructed from signals measured by the SPD. The
reconstructed primary vertices are required to be within 8 cm of the nominal interaction point
along the beam direction. Pileup events are identified as events with multiple reconstructed
primary vertices. These events are rejected if the distance between any of the vertices to the
main primary vertex is greater than 0.8 cm. The probability of pileup events is estimated
to range from 10−3 to 10−2 for MB and high-multiplicity events in pp collisions [98]. The
pileup probability is estimated to be negligible in p–Pb collisions [29].

Charged-particle tracks are reconstructed using the combined information from the ITS
and TPC. For charged particles emitted from a vertex located within |zvtx| < 8 cm along the
beam direction, the ITS and TPC provide a pseudorapidity coverage of |η| < 1.4 and 0.9,
respectively. Both detectors have full coverage in azimuth. They are placed in a uniform
magnetic field of 0.5 T that is oriented along the beam direction.

The charged-particle selection criteria are optimized to ensure a uniform efficiency over
the midrapidity range |η| < 0.9 to mitigate the effects of small areas where some ITS layers
are inactive in both collision systems. The selected sample of tracks consists of two classes.
Tracks in the first class must have at least one hit in the SPD. Tracks of the second class
do not have any hits in the SPD, but their origin is constrained to the primary vertex [17].
Charged-particle tracks are reconstructed down to a transverse momentum (pT) of 0.15 GeV/c
with an efficiency of approximately 65% [99]. The efficiency increases to 80% for particles with
pT > 1 GeV/c. The pT resolution is approximately 1% for primary charged particles [100]
with pT < 1GeV/c, and it linearly increases to 6% at pT ∼ 50GeV/c in pp collisions and
10% in p–Pb collisions [101].

3 Analysis procedure

3.1 Two-particle angular correlations

Two-particle angular correlations are measured as a function of the relative azimuthal angle
(∆φ) and the relative pseudorapidity (∆η) between a trigger and associated particles

1
Ntrig

d2 Npair
d∆ηd∆φ

= B(0, 0)S(∆η,∆φ)
B(∆η,∆φ)

∣∣∣
pT, trig, pT, assoc

, (3.1)

where pT,trig and pT,assoc denote the transverse momentum of the trigger and associated
particles, respectively. While the transverse momentum range for associated particles is
fixed to 1 < pT,assoc < 4 GeV/c for trigger particles, several transverse momentum ranges are
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considered. The lower limit of pT,trig and pT,assoc (> 1GeV/c) is chosen in order to avoid
jet-like contributions from lower pT particles which extend into the larger ∆η range because
of the limited η acceptance [73]. The numbers of trigger particles and trigger-associated
particle pairs are denoted as Ntrig and Npair, respectively. The average number of pairs in the
same event, denoted by S(∆η,∆φ), is given by 1

Ntrig
d2Nsame
d∆ηd∆φ . The B(∆η,∆φ) represents the

number of pairs in mixed events and is normalized with its value at the point where ∆η = 0
and ∆φ = 0, denoted as B(0, 0). To correct for acceptance effects, S(∆η,∆φ) is divided
by B(∆η,∆φ)/B(0, 0). The particles are weighted by the inverse of the tracking efficiency,
which is obtained in the same way as in ref. [73]. In that study, the tracking efficiency and
the secondary contamination (fake rate) were calculated using a detector simulation with the
PYTHIA 8 event generator and the GEANT3 transport code [102]. To account for differences
in particle composition between real data and PYTHIA, the tracking efficiency is determined
from the above mentioned PYTHIA-based simulation with reweighted primary particle-species
composition. The weights reflect realistic abundances of different particle species, which
were extracted by a data-driven method [101, 103]. Events to be mixed are required to
have primary vertices within the same 2 cm wide zvtx interval. The correlation functions are
averaged over the vertex intervals, resulting in the final per-trigger yield [104, 105].

The fully corrected correlation functions from pp and p–Pb collisions are shown in
figure 1. The z-axis is scaled in order to exhibit the ridge structures at large ∆η regions.
As a result, the jet peaks are sheared off in all figures. The flow modulation structure is
clearly observed to emerge in the high-multiplicity collisions for both systems, while it is
not seen in the low-multiplicity collisions. The away-side regions are populated mostly by
back-to-back jet correlations.

The per-trigger yield is determined by integrating the correlation function at large ∆η

(1.6 < |∆η| < 1.8) to remove non-flow contributions from near-side jet fragments. The
per-trigger yield as a function of ∆φ is expressed as

Y (∆φ) = 1
Ntrig

dNpair
d∆φ

=
∫

1.6<|∆η|<1.8

[
1

Ntrig

d2Npair
d∆ηd∆φ

]
1
δ∆η

d∆η, (3.2)

where the factor δ∆η = 0.4 normalizes the obtained per-trigger yield per unit of pseudora-
pidity. The per-trigger yields are extracted for the considered pT,trig and pT,assoc intervals in
several multiplicity classes: 0–0.1%, 1–5%, 5–20%, 20–60%, and 60–100% in pp collisions, and
0–5%, 5–10%, 10–20%, 20–40%, 40–60%, and 60–100% in p–Pb collisions. The conversion
of the measured forward event multiplicities to the charge-particle multiplicities Nch at
midrapidity (|η| < 0.5) used in section 5 is based on ref. [98].

3.2 Extraction of flow coefficients

As discussed in refs. [10, 19], the correlation function in a given multiplicity interval is
fitted with

YHM(∆φ) = G (1 + 2v2,2 cos(2∆φ) + 2v3,3 cos(3∆φ)) + F YLM(∆φ), (3.3)

where YLM(∆φ) is the measured per-trigger yield from low-multiplicity events. The normal-
ization factor for the first three Fourier terms, which parameterize the long-range, flow-like
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Figure 1. Two-dimensional correlation functions are presented for high-multiplicity (0–0.1% or 0–5%,
on the left) and low-multiplicity (60–100%, on the right) events in

√
s = 13 TeV pp collisions in the top

panels. The corresponding distributions for √sNN = 5.02 TeV p–Pb collisions are shown in the bottom
panels. All correlation functions are shown for 1 < pT,trig < 2GeV/c and 1 < pT,assoc < 4GeV/c,
respectively.

correlation, is denoted as G. The scale factor F compensates for the increased yield of away-
side-jet hadrons in the analyzed multiplicity class relative to the low-multiplicity template
that corresponds to the 60–100% class [81, 82]. The fit determines the scale factor F , pedestal
G, and vn,n and is performed in various high-multiplicity classes as well as in different pT,trig
intervals. This method assumes that YLM does not contain a near-side-peak structure that
would originate from jet fragmentation or a near-side ridge. Furthermore it is assumed that
the shape of the away-side-peak structure remains the same when changing the multiplicity
class. The first assumption is ensured using the selected low-multiplicity template which
does not have a strong near-side-peak structure compared to the studied higher-multiplicity
classes. The second assumption, which involves the modification of jet shapes, was tested by
projecting the near-side jet peaks onto ∆η. This modification of the jet shape is considered
as one of the sources of systematic uncertainty and will be discussed in section 4.
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Figure 2. Per-trigger yield in 1.6 < |∆η| < 1.8 extracted from 0–0.1% and 60–100% multiplicity
percentile events in

√
s = 13 TeV pp collisions. The data are fitted with the template fit method

described by eq. 3.3. The black markers show the signal for the 0–0.1% multiplicity percentile. The
red squares correspond to the low-multiplicity signal. The red and gray curves correspond to the
extracted v2,2 and v3,3 signals, respectively. To improve visibility, the baselines of flow signals are
shifted by FYLM,min, which represents the minimum yield of FYLM(∆φ). The signal-to-fit ratio is
shown in the bottom panel. The χ2 divided by the number of degrees of freedom is 0.894.

Figure 2 shows the template fit results for the 0–0.1% multiplicity interval in pp collisions
at
√
s = 13 TeV. Values of the extracted scale factor F in different multiplicity intervals

and systems are summarized in table 1. In pp collisions, the value of F is observed to
increase slightly as the event multiplicity increases. The F value, which is measured for the
highest-multiplicity bin, is approximately 25% larger than the value found for the 20–60% bin.
A similar dependence on multiplicity is observed for p–Pb collisions, although the dependence
on the multiplicity interval is weaker. In the first three columns of table 1, representing
collisions with higher multiplicities, there is an increase in the F value, while as shown by the
subsequent columns, there is a decrease for lower multiplicity collisions. When comparing the
F values from pp and p–Pb collisions, which have similar centrality, the value of F in p–Pb
collisions is found to be smaller and closer to unity. This suggests that the jet fragmentation
yield on the away-side increases with multiplicity, and that this feature is more pronounced
in pp collisions. The difference between the two systems is likely to be explained by the
true-geometry-driven centrality in p–Pb collisions, as opposed to the jet-dominated bias
in pp collisions. The previous analyses published by ALICE in refs. [17, 83] assumed that
the jet contribution remains constant as a function of multiplicity (i.e. F was assumed to
be 1). However, this assumption may lead to an underestimation of non-flow contamination
in the measurements of anisotropic flow.
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V0M (pp) 0–0.1% 1–5% 5–20% 20–60%
F 1.504±0.017 1.414±0.030 1.360±0.019 1.208±0.015

V0A (p–Pb) 0–5% 5–10% 10–20% 0–20% 20–40% 40–60%
F 1.135±0.026 1.140±0.026 1.152±0.021 1.145±0.017 1.092±0.015 1.083±0.015

Table 1. The scale factor F for various multiplicity intervals in pp collisions (top) and p–Pb collisions
(bottom), with 1 < pT,trig < 2GeV/c and 1 < pT,assoc < 4GeV/c. The table reports statistical
uncertainties only. Average systematic uncertainty of F is about 3.8% for both collision systems and
multiplicity intervals.

In the following, the near and away-side jet fragmentation yields are calculated to verify
the template fit method by comparing the jet fragmentation yields to the PYTHIA model.
The away-side jet fragmentation yields in the PYTHIA model are obtained using the standard
∆φ analysis [106], while in the data, the away-side jet fragmentation yields are extracted
using the template fit method because of the flow modulations in the data. The comparison
between the data and the PYTHIA model provides a validation of the template fit method.

Equivalently to eq. (3.2), measured data are used to obtain the near-side ∆η corre-
lations with

Y (∆η) = 1
Ntrig

dNpair
d∆η

=
∫

|∆φ|<1.3

[
1

Ntrig

d2 Npair
d∆ηd∆φ

]
1
δ∆φ

d∆φ−DZYAM, (3.4)

where δ∆φ = 2.6 and DZYAM defines the baseline of the ZYAM background subtraction [107].
The baseline is obtained by finding the minimum of the distribution defined by the integral
in eq. (3.4). As flow has a weak η dependence [7, 108, 109], the jet-fragmentation yield can
be calculated after the ZYAM background subtraction [107]. The near-side jet-like yields
were extracted by integrating the Y (∆η)

Y near
frag =

∫

|∆η|<1.3

(
1

Ntrig

dNpair
d∆η

)
d∆η. (3.5)

The away-side jet-like yield in data is calculated by integrating the low-multiplicity
template over π/2 < ∆φ < 3/2π and scaling it by the parameter F from eq. (3.3), Y away,HM

frag =
Y away,LM

frag ×F . The Y away,LM
frag is directly obtained by integrating the away-side low-multiplicity

∆φ correlation function in the low-multiplicity sample over π/2 < ∆φ < 3π/2. As PYTHIA
does not include any flow contributions in its model, Y away can be directly measured from
the ∆φ correlation functions.

Figure 3 presents the Y near
frag and Y away

frag , for both ALICE data and PYTHIA 8 Tune
4C [110], as a function of the V0M multiplicity intervals in pp collisions at

√
s = 13 TeV. The

transverse momentum range for trigger particles is 1 < pT,trig < 2 GeV/c and for associated
particles 1 < pT,assoc < 4 GeV/c. The near- to away-side ratio for ALICE and PYTHIA data
is shown in the bottom panel. While PYTHIA overestimates both near-side and away-side
yields measured by ALICE, the corresponding ratio is consistent with the ALICE data in the
all considered V0M multiplicity intervals. The value of this ratio can be explained by the pair
acceptance effect caused by the limited ALICE η acceptance [106]. The observed agreement
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Figure 3. The Yfrag for the near- and away-side as a function of multiplicity percentiles with both
ALICE and PYTHIA data. Systematic uncertainties are represented by the boxes. The bottom panel
presents ratios of the yields. Here the reported uncertainty is obtained by adding statistical error and
systematic uncertainty in quadrature. For PYTHIA, the statistical uncertainty is smaller than the
thickness of the lines.

implies that the enhanced jet fragmentation yields in the away-side in high-multiplicity events
with respect to low-multiplicity events [81, 82] are taken into account by the low-multiplicity
template method. In summary, the difference between the near-side and away-side jet
fragmentation yields in PYTHIA is solely caused by the jet acceptance effects which affect
the two-particle correlation functions. The corresponding ratio in data, where the away-side
jet fragmentation yields are measured with the low-multiplicity template, agrees well with
PYTHIA as well as with the expectation in ref. [106].

The flow coefficients, vn, of the trigger particles, can be extracted from the template
fit with the use of the observed factorization of vn,n coefficients to single harmonics [10, 19]
by using

vn(pT,trig) = vn,n(pT,trig, pT,assoc)/
√
vn,n(pT,assoc, pT,assoc), (3.6)

where vn,n(pT,assoc, pT,assoc) denote vn,n coefficients extracted using trigger and associated
particles with pT in the range 1–4GeV/c. In the following sections, unless explicitly stated
otherwise, vn will refer to vn(pT,trig). Different event scale selections were investigated by
selecting events that include a hard jet or a high-pT leading particle at midrapidity (i.e.,
the particle with the highest reconstructed pT inside the acceptance region in an event).
This event scale was set by requiring a minimum pT of the leading track (pT,LP) or the
reconstructed jet (pch

T, jet) at midrapidity [73]. The leading particle track was required to
be within |η| < 0.9 and 0 < φ < 2π, and the jets were reconstructed with the anti-kT
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Sources
Systematic uncertainty (%)

Y near Y away,LM F v2 v3

pp pp pp pp p–Pb pp p–Pb
Primary vertex ±0.2–0.5 ±0.1 ±1.0–2.5 ±0.2–1.8 ±0.8 ±1.4 ±3.9
Pileup rejection ±0.1–0.5 ±0.2 ±0.4–1.5 negl. ±0.6 negl. ±1.4

Tracking ±1.0–3.0 ±2.0 ±0.6–2.4 ±0.2–3.0 negl. ±5.0–6.9 negl.
Event mixing ±0.2–0.7 ±0.2–0.5 ±0.0–3.3 ±0.3–4.6 ±0.8 ±2.8–3.1 ±0.8

Low-mult. definition N.A. ±0.5–3.5 ±0.7–6.0 negl. ±1.9 negl. ±9.2
ITS–TPC matching ±2.0–3.0 ±2.0–3.0 N.A. N.A. N.A. N.A. N.A
Efficiency correction ±1.0–4.4 ±1.0–4.4 N.A. N.A. N.A. N.A. N.A

∆η gap range N.A. N.A. ±0.1–3.2 ±1.0–5.0 ±0.4 negl. negl.
Jet shape modification N.A. N.A. N.A ±1.0 ±1.0 ±3.0 ±8.0
Total (in quadrature) ±2.5–6.1 ±5.0–5.5 ±1.8–7.1 ±1.3–5.8 ±2.5 ±6.8–8.0 ±12.8

Table 2. The relative systematic uncertainties of Y near, Y away,LM, F , v2, and v3. The quantities
Y near, Y away,LM, F are only measured in pp collisions, whereas v2 and v3 are measured in both pp
and p–Pb collisions. The quoted ranges correspond to minimum and maximum uncertainties. Those
uncertainties that are considered to be negligible are marked “negl.”. The systematic variations which
are not relevant for the measurement are denoted as “N.A.”.

algorithm [111, 112], with R = 0.4 using charged particles only. Jet constituents were
combined using the boost-invariant pT recombination scheme. The jets are selected in the full
azimuth (0 < φ < 2π) and their pseudorapidity is constrained to |ηjet| < 0.4. The pT of jets
pch
T, jet is corrected for the underlying event density that is measured using the kT algorithm

with R = 0.2 following the procedure described in ref. [113].

4 Systematic uncertainties

Systematic uncertainties are estimated by varying the analysis selection criteria and corrections.
Independent systematic checks are performed and the differences between results obtained
from each variation and the default selection are considered as the systematic uncertainty for
each source [114]. The total systematic uncertainty is obtained by adding the contributions
from different sources in quadrature. A summary of all systematic uncertainties is provided
in table 2.

The uncertainty attributed to the chosen primary vertex range is estimated by varying
the selected range from |zvtx| < 8 cm to |zvtx| < 6 cm. The variation of the range allows
testing detector acceptance effects on the measurement.

Another source of systematic uncertainty is related to pileup rejection. The rejection
of pileup events is adjusted by modifying the number of track contributors required for the
reconstruction of pileup event vertices, changing it from the default value of 3 to 5.

The systematic uncertainty due to the choice of track-selection criteria is estimated by
employing alternative track-selection criteria, which single out so-called “global track”, which
are described in ref. [115]. A global track is required to have two hits in the ITS (at least one
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in the SPD) and at least 70 clusters in the TPC. Due to inefficiencies in certain parts of the
SPD, the azimuthal distribution of global tracks is not uniform. This can be corrected by
using corresponding mixed events and accounting for the corresponding tracking efficiency.

An additional systematic uncertainty from the event-mixing is estimated by varying the
interval of the primary vertex range, where events are mixed. The default size of the primary
vertex bins of mixed events is decreased from 2 cm to 1 cm.

The systematic uncertainty associated with the low-multiplicity definition is estimated by
changing the range of the low-V0M-multiplicity interval. There is no universal definition for
the low-multiplicity interval. The default range for the low-multiplicity interval in the present
article is 60–100%, and it is changed to 70–100% to estimate the related systematic uncertainty.
Note that for the measurement of Y near, the low-multiplicity-interval definition is irrelevant.

The systematic uncertainty resulting from matching a track reconstructed by the TPC
and the corresponding signal in the ITS is estimated by evaluating the fraction of mismatches
in real data using simulations. Primary tracks have a higher matching efficiency than
secondary tracks produced far from the interaction point or in interactions with detector
material. To address the effect of different fractions of primary and secondary tracks in
data and simulations on the matching efficiency, particle abundances in the simulation are
reweighted to reflect real data. This resulted in modified matching efficiency.

The systematic uncertainty arising from the efficiency correction is estimated by per-
forming a closure test, where two correlation functions are compared. The first correlation
function is constructed using true information from the Monte Carlo samples described
in section 2. This provides a baseline for the expected correlation function. The second
correlation function is constructed using reconstructed tracks corrected for tracking efficiency.
By comparing the two correlation functions, it is possible to estimate the magnitude of the
uncertainty introduced by the correction.

Due to the limited η acceptance of the TPC, non-flow contributions, mainly originating
from fragmentation of jets, affect the flow measurement. As the shape of short-range
correlations, mostly attributed to jets, is getting broader with decreasing pT, the systematic
uncertainty from η acceptance significantly depends on pT. To estimate the related uncertainty,
the long range ∆φ correlations are measured for an extended ∆η gap, the default size of
∆η gap 1.6 is increased to 1.7.

Finally, it is worth considering the possible impact of the multiplicity dependence of
the jet-shape modifications discussed in section 3. This is studied by examining the shape
modification of the jet-peak distribution in the near-side region as a function of ∆η and
multiplicity. The observed change in the width is used to estimate the possible effect on the
long-range, per-trigger-yield distribution as a function of ∆φ. The effect on v2 is found to be
less than 1% in pp and p–Pb collisions for the kinematic ranges analyzed. The effect on v3 is
found to be less than 8% in p–Pb collisions. These values are included in the total systematic
uncertainty. However, it is important to note that other analyses with different kinematic
ranges should also perform a similar check to assess the systematic uncertainty associated
with this effect. It is possible that this effect may not always be as small as in our analysis.
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Figure 4. The magnitude of v2 (left) and v3 (right) as a function of pT for the 0–0.1% multiplicity
interval in pp collisions at

√
s = 13 TeV and 0–20% in p–Pb collisions at √sNN = 5.02 TeV. The boxes

around the data points represent the estimated systematic uncertainty and the error bars correspond
to statistical errors.

5 Results

5.1 Transverse-momentum and multiplicity dependence of anisotropic flow

Figure 4 illustrates the extracted values of v2 and v3 as a function of pT,trig as obtained from
eq. (3.3). The results correspond to the high-multiplicity pp collisions at

√
s = 13 TeV and

p–Pb collisions at √sNN = 5.02 TeV. Both sets of results demonstrate an increasing trend in
the magnitudes of vn with rising pT,trig. The v2 data points reach a maximum between 2.5 and
3.0 GeV/c, similarly to what has been observed in Pb–Pb collisions [5, 116]. The magnitudes
of v2 in p–Pb collisions are higher than those in pp collisions, which might be related to
the larger p–Pb system size together with a likely longer lifetime of the hypothetically
created medium. However, the magnitudes of v3 are similar in both systems, indicating
that v3 is less sensitive to the size of the systems. These results are comparable to those
obtained by ATLAS in different multiplicity classes, where the same method was used to
extract the flow coefficients [19]. Even though the ∆η and pT,assoc ranges used by ATLAS
are wider, 2.0 < |∆η| < 5.0 and 0.5 < pT,assoc < 5 GeV/c, respectively, the results are
consistent within uncertainties.

Figure 5 presents the magnitudes of v2 and v3, as a function of charged-particle multiplicity
at midrapidity for both pp collisions at

√
s = 13 TeV and p–Pb collisions at √sNN = 5.02 TeV.

As in figure 4, the ∆η gap is 1.6 < |∆η| < 1.8 and v2 is measured in 1 < pT < 4 GeV/c for both
collision systems. Additionally, the corresponding results for pp collisions at

√
s = 13 TeV with

1 < pT < 2 GeV/c are presented. First, it is observed that the magnitude of vn increases with
increasing multiplicity for both collision systems and pT-ranges. Second, v2 in p–Pb is higher
than in pp collisions in the measured multiplicity range. These two observations are compatible
with previous results from refs. [10, 11, 19]. There is no significant difference between the two
collision systems when considering the v3 dependence on multiplicity as shown on the right-
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Figure 5. The magnitudes of v2 (left panel) and v3 (right panel) for two different collision systems,
pp and p–Pb as a function of charged-particle multiplicity at midrapidity. For pp collisions, two
different pT intervals are shown, 1.0 < pT < 2.0 GeV/c and 1.0 < pT < 4.0 GeV/c. The boxes around
the data points represent the estimated systematic uncertainties and the error bars corresponds to
statistical errors.

hand-side panel of figure 5. The v3 measurements exhibit a comparable subtle dependence on
multiplicity, with higher values observed in collisions with greater particle multiplicities. For
the two different pT intervals presented for the pp collisions, the v2 in 1.0 < pT < 4.0 GeV/c
shows a hint of larger magnitude than the v2 in 1.0 < pT < 2.0GeV/c. The difference in
magnitude is significant only in the highest multiplicity point. This agrees with what is
observed in figure 4, where the v2 magnitude has its largest value in 2.5 < pT < 3.0GeV/c.
It is found that for the considered pT selections, the observed multiplicity dependencies
differ only marginally. It is worth noting that the results presented from pp and p–Pb
collisions were obtained from two different beam energies. In ref. [19], it was found that
the magnitudes of v2 and v3 in pp collisions between 13 and 5.02TeV show no significant
variation with center-of-mass energy.

5.2 Event-scale dependence of the flow coefficients

Figure 6 presents the extracted magnitude of v2 and v3 as a function of the minimum pT
of the leading particle pLP

T,min and that of the jet (pjet
T,min) as introduced in section 1. The

results are presented for the 0–0.1% multiplicity class of pp collisions at
√
s = 13 TeV and

for the two different pT-ranges. To reduce the impact of the detector edge effects on the jet
measurements, the jet axes are required to have a pseudorapidity |ηjet| < 0.4, following a
similar selection as in refs. [117–119]. The v2 and v3 values for both pT ranges do not show
any dependence on event-scale selection within the uncertainties. This finding is consistent
with the results of the ridge yields [73] and v2 measurements with a tagged Z boson from
the ATLAS collaboration [120]. These results suggest that the presence of a hard-scattering
process does not significantly change the long-range correlation involving soft particles.
However, the presented measurements are only limited to the low pjet

T . Future measurements

– 13 –



J
H
E
P
0
3
(
2
0
2
4
)
0
9
2

0.04

0.06

0.08

0.10

0.12

0.14

v 2
Leading Particle |ηLP| < 0.9

anti-kT charged-particle jet
R = 0.4
|ηjet| < 0.4

0.00

0.02

0.04

0.06

0.08

0.10

0.12

v 3

All pT 3 5 7 9 13 20
pLP

T, min (GeV/c)

1 < pT < 4GeV/c

1 < pT < 2GeV/c

All pT 10 20 30 40

pjet
T, min (GeV/c)

pp
√
s = 13 TeV 0–0.1%

1.6 < |∆η| < 1.8

LP Jet

LP Jet

ALICE

Figure 6. The magnitudes of v2 (top) and v3 (bottom) as a function of pLP
T,min (left) and pjet

T,min
(right) for the high-multiplicity in pp collisions at

√
s = 13 TeV. The measured pT intervals are

1 < pT < 2 GeV/c (in red) and 1 < pT < 4 GeV/c (in black). The statistical errors and systematic
uncertainties are shown as vertical bars and boxes, respectively.

with multi-jet events at midrapidity with higher Q2 reach can shed more light on the expected
impact parameter dependence [84–86].

5.3 Comparisons with models

In this section, the results are compared to various model calculations. The results from
p–Pb collisions are compared with hydrodynamic calculations using the parameterization
from an improved global Bayesian analysis. The analysis involves new sophisticated collective
flow observables as obtained from two different beam energies in Pb–Pb collisions [55],
constraining the initial conditions and transport properties of the QGP. This hydrodynamic
model, TRENTo+iEBE-VISHNU, consists of the TRENTo model [121] to simulate the initial
condition, which is connected with a free streaming to a 2+1 dimensional causal hydrodynamic
model VISH2+1 [122]. The evolution is continued after hadronization with a hadronic cascade
model (UrQMD) [41, 42]. A model calculation is performed using the best-fit parameterization
for transport coefficients selected based on maximum a posteriori (MAP) for Pb–Pb collisions
at √sNN = 5.02 TeV. Two different MAP values are used for the calculations. They are based
on ref. [55] and ref. [52] and in figure 7 they are labeled MAP(2021) and MAP(QM2018),
respectively. The parameterization for the initial conditions, which include a sub-nucleon
structure with six constituent partons per nucleon (m = 6), is taken from a model calibration
with additional p–Pb data [56]. All kinematic selections, such as the transverse momentum
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Figure 7. The measured and calculated evolution of v2 (left) and v3 (right) in pp and p–Pb
collisions as a function of charged-particle multiplicity at midrapidity. The blue and red markers
represent the measured p–Pb and pp data, respectively. The calculations provided by hydrodynamical
models [52, 55, 64, 74] are presented with colored lines. The corresponding bands mark their statistical
uncertainty. For GubsHyd calculations, the statistical uncertainty is smaller than the line thickness.

and pseudorapidity intervals, are matched to the data reported in this article. The flow
coefficients in the hydrodynamic calculation are extracted with the two-particle cumulant
method, as the TRENTo+iEBE-VISHNU does not contain any non-flow.

Figure 7 shows that TRENTo+iEBE-VISHNU overestimates both v2 and v3. In the
studied range, the v2 and v3 data increase with multiplicity. However, TRENTo+iEBE-
VISHNU predicts the opposite trend, which is similar to what is found in large collision
systems [47]. The large discrepancies in the prediction might be alleviated by inclusion of the
newly measured p–Pb constraints in a future Bayesian parameter estimation as well as by
improvements of the initial condition model for small-system collisions.

The results are also compared with IP-Glasma+MUSIC+UrQMD hydrodynamic cal-
culations [74]. This model uses IP-Glasma initial conditions [30] including sub-nucleonic
fluctuations with three hot spots per nucleon. The hydrodynamic evolution is performed
by MUSIC [36] and coupled with UrQMD [41, 42], which performs hadronic cascade. The
model calculations are performed assuming constant η/s = 0.12 and a temperature dependent
ζ/s(T ) [123]. This model describes well the multiplicity dependence of v2 in p–Pb collisions
and the magnitude at the highest multiplicity within the statistical uncertainties of the
model but overestimates the data for the lower multiplicity classes. As for pp collisions, the
calculations clearly miss both the observed magnitude except for Nch > 25 as well as the
trend of the multiplicity dependence. The model shows that v2 decreases with increasing
multiplicity, while the experimental result shows the opposite. For v3, the model accurately
describes the magnitudes and multiplicity dependence across the measured multiplicity ranges.
The magnitudes of v3 are slightly smaller in pp collisions than in p–Pb collisions accord-
ing to the calculations, which agrees with the data within the uncertainties. The level of
agreement between data and the IP Glasma model calculations is found to be similar to
the results reported in ref. [13].
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Finally, the results are compared with the GubsHyd model, a semi-analytical model
based on the analytical Gubser solution to hydrodynamic equations [62, 63], known as Gubser
flow. In Gubser flow, the initial state of conformal matter is linearly perturbed by an initial
elliptic shape. The model is employed to shed light on the possible sources of the observed
discrepancy between more realistic models mentioned above and the measurements in pp
collisions [64]. Instead of modeling the initial entropy density in this model, as it is typically
done in TRENTo or IP-Glasma, the initial state fluctuation is modeled directly. It assumes
that proton ellipticity ϵ2 and RMS radius rrms fluctuate independently. These fluctuations are
described by Gaussian probability distributions, which have widths σϵ and σr, respectively.
The multiplicity dependence of the v2{2} of two-particle correlation functions depends on σr
and χσϵ, where the coefficient χ encapsulates a correction for idealizations used in GubsHyd,
including the absence of dissipation effects. The values of σr and χσϵ were obtained by
comparing the model with data. Since no non-flow effect is considered in the calculation,
v2{2} is comparable with the flow measurements in the present study. The calculations for
two sets of parameters are compared to data in figure 7. The “param0” parameterization is
based on the prediction proposed in ref. [64] that χσϵ = 0.097 and σr = 0.4 fm. The other
parameterizations “param1” and “param2” employ different χσϵ and σr values. The model
captures the multiplicity dependence of v2 well.

In summary, the measured v2 value decrease with decreasing multiplicity in both pp and p–
Pb collisions. This trend is also predicted by GubsHyd model calculations (refs. [64] and [124]).
Interestingly, the opposite trend is observed for the IP-GLASMA+MUSIC+UrQMD hy-
drodynamic calculations of v2, where the value decreases with increasing charged-particle
multiplicity [74]. Approaching a lower bound for the size of a hydrodynamized system as
predicted in ref. [64], the decreasing trend of v2, obtained by lowering the charged-particle
multiplicity, changes and turns out to raise again after the observed minimum. However, this
change in multiplicity dependence of v2 at low multiplicities is still challenging to test with the
current experimental uncertainties. For v3, the IP-Glasma+MUSIC+UrQMD hydrodynamic
calculations [74] are the only ones that accurately describe its magnitude and multiplicity
dependence across the measured ranges. The calculations predict that the magnitudes of v3
are slightly smaller in pp collisions than in p–Pb collisions, within the measured multiplicity
ranges. The discrepancies between the predictions and the data can be further studied
by including these measurements in a future Bayesian parameter estimation, as well as by
improving the initial-condition model for the small-system collisions.

6 Conclusions

Long-range angular correlations for pairs of charged particles are studied in pp collisions at√
s = 13 TeV and p–Pb collisions at √sNN = 5.02 TeV. Flow coefficients are extracted from

long-range correlations (1.6 < |∆η| < 1.8) for a broad range of charged-particle-multiplicity
classes using the template method, which allows one to subtract the enhanced away-side jet
fragmentation yields in high-multiplicity events with respect to low-multiplicity events. The
method that was used to measure the flow coefficients within the considered kinematic ranges
has been verified to be stable. The systematic uncertainties on v2 and v3 measurements, which
reflect the possible differences in the away-side jet peak shapes in high- and low-multiplicity
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events, were found to be 1% and 3–8%, respectively.However, it is important that these
systematic uncertainties are reevaluated, when analyzing different kinematic ranges, as the
effect may not always be negligible. The measured pT dependence of v2 and v3 is consistent
with the measurements by ATLAS and shows that both v2 and v3 increase with pT and
reach their maximum at 2.5 < pT < 3.0 GeV/c. The measurement of v2 as a function of
charged-particle multiplicity in |η| < 0.5 shows a weak multiplicity dependence both for pp
and p–Pb collisions and tends to decrease toward lower multiplicities. The pp data suggests
that the v2 signal may disappear when the measurement is pursued further below Nch = 10.

The comparisons to viscous hydrodynamic models show that the magnitudes of v2 and
their multiplicity dependence are not described by state-of-the-art hydrodynamic calculations,
which simulated initial conditions with two initial state models, especially for low-multiplicity
p–Pb and pp collisions. As initial state effects tend to be more important at low multiplicity [56,
59], these results may help to constrain the modeling of the initial state. Furthermore, the
events including hard probes such as jets or high-pT leading particles do not show any changes
both in v2 and v3 within the uncertainties, which implies that the long-range correlation of
soft particles is not significantly modified by the presence of the hard-scattering process. Even
though it would be interesting to compare these results to the EPOS LHC [125] and PYTHIA8
String Shoving models [71, 72] as done in ref. [17] for the ridge yields, it is not possible to
reliably extract the flow coefficients because these models exhibit a near-side ridge structure in
low-multiplicity events, thus making the use of the low-multiplicity template ill defined [126].
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