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1. Introduction

Recently many papers on mappings of finite distortion have appeared. Before 
describing the contents of these papers relevant to this thesis let us state the definition 
of a mapping of finite distortion. A mapping f E W1�}(D, Rn), D an open and 
connected subset of Rn, is said to have finite distortion if: 

i) The Jacobian J1(x) is locally integrable.
ii) There is a measurable function K = K(x) 2'. 1, called a K-distortion, finite

almost everywhere, such that

IDJ(x)ln � K(x)J1(x) a.e.

Here IDJ(x)I is the operator norm of DJ(x). The idea of this definition is to gen­
eralize the notion of quasiregular mappings. Namely the above definition gives us a 
quasiregular mapping, also called a mapping of bounded distortion, if K E L00

. The 
theory of quasiregular mappings is finely presented in the monograph of Rickman 
[17]. 

In order to gain regularity for a mapping of finite distortion, one needs to pose 
some additional conditions on K. Since, for quasiregular mappings K E £00

, a 
natural way to continue is to have K in a slightly larger class, for example requiring 
exp(,\K) E Lf0c for some ,\ > 0 or equivalently letting K be bounded above by a 
EMO-function. With this assumption these mappings have been shown to have many 
of the nice properties of quasiregular mappings. The most relevant property, from 
the point of view of this thesis, is that a mapping with an exponentially integrable 
K-distortion is open, continuous, and discrete, just as in the quasiregular case. See
the papers of Iwaniec, Koskela, and Onninen [9], and Kauhanen, Koskela, and Maly
[13], and references therein for more properties of mappings of finite distortion.

Currently there is a school of thought that attempts to do analysis in a metric 
space setting and that has extended the notions of quasiconformality and differen­
tiability to the abstract metric space setting. However, the definition of mappings 
of finite distortion is entirely analytic. This thesis attempts to extend the notion 
of mappings of finite distortion by approaching the subject with metric quantities. 
Our setting is however Euclidean here. We use limsup and liminf-distortions. The 
limsup-distortion is 

H1(x) = lim supH1(x,r), 
r➔O 

and the liminf-distortion is 

Here 

where 
L1(x, r) = max{IJ(x) - J(y)I: Ix - YI � r }, 



6 Sari Kallunki 

and 
lJ(x, r) = min{IJ(x) - J(y)I: Ix - YI � r }. 

The quantity HJ(x, r) is well defined when r is sufficiently small and f is an open, 
continuous, discrete mapping. Indeed, for any open set U we have oJU c foU.

Therefore l J(x, r) = min{ IJ(x) - J(y) I : Ix -yl = r} and B(x, 2r) n 1-1 (J(x)) is finite 
because f is discrete. Hence for sufficiently small r we have B(x, 2r)nJ- 1(J(x)) = {x} 
and thus lJ(x, r) > 0. 

The metric approach is central to the theory of quasiconformal mappings. For 
the theory of quasiconformal mappings see the monograph of Vaisalii [18]. The ana­
lytic definition of quasiconformality is the following: A quasiconformal mapping is a 
homeomorphism for which 

IDJ(x)ln ::; KJJ(x) a.e.

where K is a constant. The only difference to quasiregularity is that these mappings 
are required to be homeomorphic. Quasiconformality has an equivalent metric defini­
tion: a homeomorphism is quasiconformal if there is a constant H so that HJ(x) ::; H 
for every x E n. Recently it has been showed that this can be relaxed. The best 
version so far is that a homeomorphism is quasiconformal if hJ is finite outside a set of 
a-finite (n-1)-measure and hJ(x) ::; H almost everywhere, see [11]. The HJ -version 
of the above result was already proved by Gehring in his seminal paper [5]. This 
metric theory of quasiconformal mappings has applications in complex dynamics, see 
[6], [16]. 

Quasiregular mappings have a metric definition as well. This was first investigated 
by Martio, Rickman, and Viiisiilii [14] in 1969. They used the limsup-distortion. 
Recently Cristea [2] has proved that if hJ(x) ::; H for a continuous, open, discrete 
mapping f, with certain exceptional porous set, then f is quasiregular. 

These results gave us motivation to look for metric definitions for mappings of 
finite distortion. We investigate open, continuous, discrete mappings for which H1 is 
finite outside an exceptional a-finite set and satisfies various integrability conditions. 
We also examine mappings for which we have conditions for hJ , We generalize the 
results on homeomorphisms obtained in the papers [10], [11], and [12] to open, con­
tinuous, discrete mappings. However, contrary to the case of quasiregular mappings 
the metric conditions that we arrive at are not necessary. Basically this is because the 
a-finiteness of the exceptional set is not guaranteed by the analytic definition when
the distortion fails to be bounded.

The thesis is organized as follows. In section 2, we give basic definitions and 
prove useful geometric lemmas. In section 3, we give integrability conditions for HJ 

to guarantee that a mapping f is absolutely continuous on almost all lines parallel to 
the coordinate axes, shortly ACL, or that it belongs to a Sobolev class, and as the last 
result of the section we prove a local quasisymmetry condition. In the last section, we 
tackle the more difficult problem of showing analogous results for open, continuous, 
discrete mappings with hJ satisfying various integrability conditions. We also give 
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a sufficient integrability condition for h1 to guarantee that f has an exponentially 
integrable K-distortion. The last section is mainly motivated by the paper of Cristea
[2]. 

2. Preliminaries

We deal mostly with continuous, open, discrete, and sense-preserving mappings
f: n --+ Rn, where throughout this thesis n is a domain, i.e. an open, connected
set of Rn , n � 2. By openness of a mapping we mean that the image of each open 
set is open, and discreteness means that for every y E Rn the set 1-1(y) is discrete.
"Sense-preserving" means that the local topological index is positive (see [17, p. 16]). 
This is actually an inessential restriction, as each mapping that is both discrete and
open is either sense-preserving or sense-reserving; but it is assumed for convenience.

Openness guarantees that, for any open set U with U compact in n, the boundary 
of the image of U is a subset of the image of the boundary, i.e. 8JU C J8U. This
is true, because JU is open and so JU n 8JU = 0, and on the other hand 8JU =
8JU C JU C JU= JU U JBU, since U is compact and f is continuous. 

Since our mapping is not injective we often have to count the number of preimages
of a point y E Rn. Let N(y, f, A) = card 1-1(y) n A and N(f, A) = sup

y 
N(y, f, A).

By Proposition I.4.10 in [17] we know that if A is compact, then N(f, A) is finite
assuming that f is continuous, open, and discrete. This fact is very useful in the
absence of injectivity. 

To study continuous, open, discrete mappings we need the concept of a q-quasi­
additive set function. Let U be an open set in Rn and 1 :S q < oo. A q-quasiadditive
set function in U is a function <p: B(U) ➔ R such that 

(1) cp(A) � 0 for every A E B(U),
(2) cp(A) < oo if A E B(U) is compact, 
(3) if A, BE B(U) and Ac B, then cp(A) ::::; cp(B), 
(4) if A1 , ... , Ak E B(U) are disjoint sets in A E B(U), then I:i cp(Ai) :S q<p(A).

In addition, we say a q-quasiadditive set function is bounded if cp(A) :S M < oo
for every A E B(U). By B(U) we mean the collection of the Borel subsets of U. 

The following lemma guarantees that q-quasiadditive set functions are suitable
for our purposes. The proof of the lemma is completely analogous to the proof of the
theorem of Lebesgue - Banach. More properties of q-quasiadditive set functions can 
be found in [14]. 

Lemma 2.1. If cp is a bounded q-quasiadditive set function in U, then 

<p'(x) < oo for a.e. x EU.

Here

cp' ( x) = li
�]i

P{ ��
) : x E B, B a closed ball, diam ( B) :S h},
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is the upper derivative of cp, and \B\ means the Lebesgue measure of B. 

By setting cp(A) = \f(A)\ for Borel sets A c U cc n (the notation U cc n

means that U c n is compact) gives us a bounded q-quasiadditive set function in U
with q = N(f, U) when f is open, continuous and discrete. Using Lemma 2.1 and the
above defined cp, the proof of the next lemma is based on the Rademacher - Stepanov
theorem analogously as in the case where f is a homeomorphism. The lemma gives 
us a sufficient condition for f to be almost everywhere differentiable. 

Lemma 2.2. Let f: n ----+ R
n be a continuous, open, discrete, sense-preserving

mapping such that
H1(x) < oo for a.e. x En.

Then f is differentiable almost everywhere.
Proof. Define a bounded q-quasiadditive set function cp in U cc n as above. By

Lemma 2.1 we have cp'(x) < oo for almost every x E U. Now at an almost every
point x of U, cp'(x) exits and H1(x) < oo. Fix such a point x, and let y E U with
0 < \x - y\ < d(x, BU). Then 

( \f(x) - J(y)\)
n < (Li(x, \x - y\))

n 

(li(x, \x - y\))
n 

\x-y\ - l1(x,\x-y\) \x-y\ 

Letting y ----+ x we obtain 

< H (x, \x  - y\t cp(B(x, \x - yl))
. - f \B(x, \x - y\)\ 

lim sup 
\J(x) - f(y)\ < oo. 

y--+x \x - y\ 

By the Rademacher-Stepanov theorem the mapping f is a.e. differentiable in U. □

To prove two of our theorems we need the following technical lemma, which we 
will justify with the help of Corollary Il.3. 4 in [17]. We use the notation [c, d] = 

{ td + (l - t)c : t E [0, 1]} for c, d E Rn in this lemma and throughout the thesis.

Lemma 2.3. Let f: n ----+ Rn be an open, discrete, continuous, sense-preservingmapping. Let x En and r > 0 be such that B(x, r) cc n. Suppose y E B(x, r) and
b E BJB(x,r) are such that [J(y),b] C JB(x,r). Then there exists a continuum F
such that y E F, F c B(x, r), F n BB(x, r) -::/ 0 and f(F) c [f(y), b].

Proof. Fix x En and r > 0 such that B(x, r) cc n, and define /3: [0, 1]----+ J(n),
f3(t) = tb+ (1-t)f (y). By Lemma I.4.9 in [17], for every z E B(x, r ), there is a normal
neighborhood Uz i.e. JBUz = BfUz and Uz n J-1(f(z)) = {z}. Now {!Uz n /3[0, 1]} 
consist of open intervals in /3[0, l]. The line segment /3[0, 1] is compact, so we have 
a finite family of open intervals which already covers /3[0, 1]. We denote this family 
the following way {/3[0, bi [, f3]ai, b;[, f3]a

p
, 1], i = 2, ... , p - 1 }. So we have a subfamily 

{U;}f=1 of the normal neighborhood family {Uz }, Here Ui is such that /3]ai, bi[C fUi
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and ai, bi E 8fUi, i = 2, ... ,p-1 (the cases i = 1,p are slightly different). Notice that 
a normal neighborhood Uz can occur many times in this list under different indices. 

Next we will construct F. Now y E Ui , and /3 has a subpath /3lro,61[ such that 
/3[0, bi [ c f Ui and (3(bi) E 8 f Ui. By Corollary II.3.4 in [17] there is a path ai : [0, bi [ ➔ 
Ui such that f o ai = /3lro,bi [ and ai(0) = y. Since f is continuous, f(ai[0,bi[) =
/3[0, bi]. We denote Fi = ai[0, bi[. 

Now if F1 n 8B(x, r) -=/- 0, choose F to be the component of Fi n B(x, r) that 
contains y. If this is not the case, then we continue the construction with y2 E 
Fi nJ-i(/3(bi )) c 8U1. Now there is a subpath /3[bi, b2] c JU2 such that f(y2) = (3(bi), 
(3(b2) E 8JU2. As above, by corollary II.3.4 in [17], there is a path a2 : [bi, b2[➔ U2 

such that f o a2 = f31 [b1 ,b2 [ and a2(bi) = Y2• We set F2 = a2[b1 , b2[. 
If F2 n 8B(x, r) -=/- 0, choose F to be the component of (F1 U F2) n B(x, r) that 

contains y. In the other case we repeat the construction. At some point this process 
will end because for at least for Fp the intersection Fp n 8B(x, r) is non-empty, since 
J(Fp) = f3[bp, 1], and /3(1) E 8f B(x, r) C f8B(x, r), since f is open and continuous. 
D 

The following results, although not about continuous, open, discrete mappings, 
are also needed in the sequel. First we have some measure theoretical lemmas for 
which we need the Hausdorff (outer) measure and content. They are defined as 
follows: Let 0 < p < oo, AC Rn. The p-dimensional Hausdorff content is 

1l�(A) = inf{L diam (½)P: {V;} is a cover of A} 
iEN 

and the p-dimensional Hausdorff measure is 

where 

1lf (A) = inf{L diam (½)P : {½} is a cover of A and diam(½) � t}. 
iEN 

Clearly if s > 0, then we have 1l�(sA) = sPJl�(A), and JlP(sA) = sPJlP(A). 
Throughout sA = {sa: a EA}. 

The next two lemmas provides us with tools to handle sets with a O"-finite (n-1)­
measure. By the O"-finite (n-1)-measure of a set we mean that the set has a countable 
cover by sets of finite 1ln-i_measure. The first of these leinmas is a result of Gross, 
see [18, p. 104]. The proof is repeated here for the convenience of the reader. 

Lemma 2.4. Suppose that EC Rn has O'-finite (n-1)-measure and let P: Rn ➔ 
Rn-i be the projection Px = x -Xn en. Then EnP-1(y) is countable for a lmost every
y E Rn-i_ 
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Proof. Let E = Ui Ei such that 11,n-1(Ei ) < oo. Denote A = {y E Rn-l : 
Ei n p- 1(y) is uncountable}. We have to show that 11,n- 1(uiAi) = 0. For this it 
suffices to show that 11,n-I (Ai) = 0 for all i. 

Next we will approximate the measure of Ai. For this let Aip = {y E Rn-l : 
Ei nP-1(y) contains at least p points}, p EN. Now Ai C Aip and we will approximate 
the measure of Aip. 

For k E N we let A7
r 

denote the set of points y E Ar for which there exits 
points Xi, ... ,xp in En p-1(y) such that lxi - xd � l/k for each pair Xj =f. x1. Then
A7

P 
C A7t, and Aip = UkA7

r
• Consequently 11,n- 1(Aip) = limk 11,n-1(A7

p
). 

Next we will show that p11,n-1(A7
P
) � 11,n-1(Ei) for an arbitrary fixed k. Let

{Gj}jEN be an open covering of Ei such that diam (Gj ) < 1/k. If y E A7
p

, then 
p-1(y) meets at least p sets Gj. Thus we have I: XPG

1 
(y) � p for all y E A�. We

denote by XA the characteristic function of A. Since each PGj is open, there is an 
open set U containing A7

r 
such that I: XPG

1 
(y) � p for y E U. Hence we obtain 

p11,n-l ( A7p) � p11,n-l ( U) � ln-1 ( L XPGj ) d1i,
n-1

J 

= L 11,n-1(PGj) � L diam (PGjt-1
j j 

j 

This implies that p11,n-1(A7
p
) � 1i}- 1(Ei), and so 

k 

1ln-l(A) < 11,n-I(A ) = lim 11,n-l(Ak ) < !11,n-l(E)i -
ip k zp - p i 

for every p. Thus 11,n- 1(Ai) = 0, and the lemma is proved. □
The next lemma is actually Lemma 2.2 in [10]. For convenience we state the 

lemma also here and give the idea of its proof. 
Lemma 2.5. If EC Rn is a set of a-finite (n - I)-measure, then for t1,n-1 -a.e. 

w E sn-1(0, 1) the intersection of E with the radius [0, w] is at most countable. 
Proof. The standard argument used in the proof of the preceding lemma can be 

easily modified to show that [w/k, w] n Eis at most countable for a.e. w E sn-1(0, 1) 
for every k E N. This gives the claim. □

We continue with a capacity type estimate which allows us to estimate from below 
the .V-integrals of certain Borel functions. 

Lemma 2.6. Let u be a non-negative Borel function in Rn such that for each y 
in a continuum F C Rn 

{ uds � l
}(y,w) 
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for each w E Sy C sn-1(y, 1), where Sy satisfies 1-1,n-1
(Sy) 2: a> 0. Then

r uP dx 2: a C( n ,  P, c) 1-1,�-p+c(F),
}Rn 

where n - l < p < n and E > 0. 

The notation C(a, b, ... ) means a constant which depends only on a, b, ... 
Proof of Lemma 2. 6. The proof is an improvement on the proof of Lemma 2.1 in 

[10]. Fix y E F . For each 0 < r < R < l ,  and w E sn-1
(y, 1) we have by the Holder

inequality 

1
R 

u(y + tw) dt = 1
R 

u (y + tw)t(n-l)/Pt(l-n)/p dt

:S (1
R

u(y+ tw)Pt n-ldtf
/p 

(:=�(r� -R�)rp
-

l)/p

Set TJ = 2-J . For j = 0, 1, 2, ... write AJ (Y) = B(y, rj) \ B(y, rJ+i) and set IJ (w) =
(frR u (y + tw) dt)P, where R = rJ and r = rJ+l· Then integration of the above
inequality with respect tow over sn-1(y, 1) gives

IJ (w) da(w) :S P__ 2J(n-pl(2� - l)P-1 uP ( x) dx. 1 
( - 1 ) p- l n-

1 sn-l(y,l) n -p Aj(Y) 
Suppose now that for each j 

uP(x) dx :Sa C(p, c) � rJ(n-p)(2� - 1)-(p-l)rJc,
1 ( l

)
l-p 

Aj (y) 
n-p 

where the constant C(p,c:) will be chosen later. Write BadJ(s) = {w E sn-1(y, 1) :
IJ ( w) 2: s}. Then 

and 

(2.1) 

For each w E sn-l not in Uj BadJ(c'2-J 0l2) we have

(2.2) fo
1 

u (y + tw) dt = L IJ (w)11P :S L( c' rM2)1IP :S 1,
J J 

when we choose a suitable c' depending on p and c. Define C(p, €) = t 2�,21-;-
1 . By (2.1)

there is some w outside the bad set so that the segment of length 1 in the direction 
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from y tow intersects Sy , This contradicts (2.2). We conclude that there is an index
j such that

and thus 

uP dx 2: aC(p,E) _P_ 2-j(n-p)(2� - 1)-(p-l)rjc1 ( _ 1) l-p n-
B(y ,2-i) n - p 

= aC(p,n,E)rj(n-p+c)_
By the Besicovitch covering theorem we may then cover F with balls B(yi, ri) of

the above type and so that only a bounded number ( depending on n) of these balls 
overlap. Then 

11,n-p+c(F) < L r n-p+c < L 1 r uP dx < 1 r uP dx 
OO - i i - i aC(n,p,E) JB(y;,r;) - aC'(n,p,E) }Rn 1 

as desired. D 

By scaling we obtain a more useful version of the previous lemma. 

Lemma 2.7. Lett> 0 and u be a non-negative Borel function in Rn suc h that
for each y in a continuum F C Rn 

1 u ds 2: 1[y,w) 
for each w E Sy c sn- 1(y, t), where Sy satisfies tn�l 11,n- 1(Sy) 2: a >  0. Then

{ uP dx 2 aC(n,p,E:)C01{�-p+c(F),}Rn
where n - 1 < p < n and E: > 0.

Remark 2.8. In the case n = 2 with the assumptions of the previous lemma we 
immediately obtain the following estimate 

{ u dx 2: { 1 u ds dw 2: { dw 2: at. }Rn J Sy [y,w) J Sy 

This leads to better results in the planar case. See Remark 3.7 and Remark 4.3. 

The following lemma allows us to perform changes of variables in rather general 
settings. We give a proof for the convenience of the reader. 
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Lemma 2.9. Let f E W1��(0, Rn) have the property that N(J, Q) < oo for every 
open Q CC St, and let h: Rn ➔ R be a non-negative Borel measurable function such
that h o f is locally integrable. Then

{ h(J(x))IJ1(x)I dx '.S N(J, Q) ! h(y) dy.
JQ n� 

Proof. Fix open Q CC St. Now f E W1
•

1(Q, Rn). By standard arguments, see [4,
p. 254], we find sets {Fj} such that i) Fj C Fj+l C Q ,  ii) IQ\UjFj l = 0, and iii) flFi 

is Lipschitz for every j. Now there are Lipschitz extensions g1: Rn ➔ Rn such that
g11Fi = flFr By a simple argument one sees that Dg1(x) = D f (x) for almost every
point x E F1, and thus J

9i
(x) = J1(x) for almost every x E F1. Now by [4, Theorem

2, p. 99] 

i h(J(x))IJ1(x)ldx = ln h(gJ(x))XFi
(x)IJ

9i (x)ldx
J 

= ln ( L h(g1(x))XFi (x)) dy
xEg1

1(y)

'.S N(J, Q) ! h(y) dy.
f(Q) 

By the monotone convergence theorem we conclude with the claim. □

Remarks 2.10. (a) By choosing h = 1 we see that the Jacobian determinant 
of each continuous mapping which satisfies the assumptions of the lemma above is 
locally integrable. 

(b) For a continuous, open, discrete, almost every where differentiable mapping
we do not need the Sobolev class assumption. The Jacobians of these mappings are 
locally integrable by Lemma I.4.11 in [17]. 

The following well known covering lemma is also needed in proofs. This lemma 
is Lemma 31.1 in Viiisiila's monograph [18]. 

Lemma 2.11. Let F C R be a compact set and c: > 0. There exists c5 > 0
with the following property: For O < r < c5 there is a finite covering of F with open
intervals 6 1 , ... , 6P such that 

(1) diam ( 6i) = 2r for 1 '.S i '.S p. 

(2) The center of 6i belongs to F. 

(3) Each point of F belongs to at most two 6i.
(4) pr '.S 1i 1 (F) + c:.

Proof. Choose an open set G such that F c G and 1i1 (G) < 1i 1 (F) + c:. Now
we show that c5 = d(F, R \ G) has the desired property. The notation d(A, B) means
the distance between the sets A and B. 
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Suppose O < r < 6. For x E F set 6(x) = (x-r,x+r ). Then there exists a finite 
covering {6(x 1), ... , 6(x

p
)} of F such that x1 < · · · < X

p
- This covering satisfies the 

conditions (1) and (2). If 6(xi) meets 6(xi+2) we may leave out 6(xi+i) and obtain 
a covering which still satisfies (1) and (2). After a finite number of steps we obtain 
a covering, say {61 , ... , 6p}, which satisfies (1), (2), and (3). Next we show that it 
also satisfies (4). Since 6i C G, we obtain 

2pr = L 1-l1 ( 6i) = L L X.0-; d1-l 1 

i i 

:S 21-l 1 ( G) < 21-l 1 ( F) + 2c. 
□ 

Finally we will introduce the Hardy-Littlewood maximal function. For a locally 
integrable function f the maximal function is 

M f(x) = sup f lf(z)I dz.B(y,r) B(y,r) xEB(y,r) 
Here and throughout the thesis we denote f

E 
g = 

1
1

1 
f 

E 
g. The known fact is that if 

f E LP(Rn), p > 1, then 

(2.3) f (M f(x))P dx :S (5n _P_y f If (x)IP dx.
}Rn p- 1 }Rn 

For this see [15] for example. 
We already use this maximal function in the next lemma. The lemma is from 

Bojarski [1]. 

Lemma 2.12. Let {B1} be a sequence of balls in Rn and {a1} a sequence ofnon-negative real numbers. Then 
Ln (Z:a1xwi

(x)Y dx :S C(n,p) Ln (LajXBi(x)Y dx
J J whenever 1 :S p < oo. 

Proof. The case p = 1 is trivial, and so we can assume that p > 1. Let <p E U(Rn), q = E=l = p'. Now by the monotone convergence theorem 
p 

Ln lcp(x) L a1x2Bi 
(x)I dx :SL a1 12B1 1f 

2B 
l<p(x)I dx

J J J 

:S '°' a1 12B1 1 inf M<p(x)� xEB· 
j 

J 

:S 2n lnLajXBi
(z)M<p(z) dz.

J 
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Now by Holder's inequality and the property (2.3) of the maximal function 

Ln 
lcp(x) �ajX2Bj(x)ldx '.S 2n11I:ajXBjllPIIM'Pllp'

J J 

Thus by duality we know that 

'.S C(n,p) II LajXBillPll'Pllp'· 
j 

II LajX2BillP '.S C(n,p)II LajXBillP• 
j j 

3. Conditions for Hi

15 

□ 

In this chapter we give sufficient integrability conditions on H1 to guarantee that 
the mapping J is ACL, that is absolutely continuous on almost every line parallel to 
the coordinate axes, or that f is a Sobolev mapping. We also establish a kind of a
local quasisymmetry condition for f. 

All but the last result in this section are generalizations of theorems in [12], where 
the case of homeomorphisms is treated. The proofs are essentially the same as there 
but for completeness most of them are repeated here. 

First we state an easy result. This is an analog of Theorem 2 .2 in [12]. 

Theorem 3.1. Let f: n--+ Rn be an open, discrete, continuous, sense-preserving
mapping. If Hi E Lf0c(O), s E [1,oo], then IDfl E Lf0c(O), where p = sn/(n- l + s) 
and p = n if s = oo .  

Proof. The proof of this is same as in [12], because by Lemma 2.2 we have the 
almost everywhere differentiability and then by a simple linear algebra argument 
(3 .1) IDJ(x)ln '.S H1-

1 (x)J1 (x) for a.e . x En.
Since for continuous, open, discrete, sense-preserving, almost everywhere differen­
tiable mappings J1 is locally integrable, see Remark 2.10, the result follows from 
(3.1) by Holder's inequality. □

The most difficult step is to show that under suitable integrability conditions for 
H1 the mapping J is ACL. This is done in the theorem below. The proof of Theorem 
3.2 is almost the same as in [12]. Originally the method of the proof is due to F. W. 
Gehring [5]. 

Theorem 3.2. Let f: n --+ Rn be an open, discrete, continuous, sense-preserving
mapping. If E c n and s E (1, oo] satisfy the conditions

(1) s > n/(n - 1), 
(2) H1 (x) < oo for each x En\ E,
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(3) H1 E Lfoc(O),
( 4) E has a-finite ( n - l )-H ausdorff measure, 

then f is A CL. 

Remarks 3.3. (a) We do not know the optimal value for s in Theorem 3.2, but
at least one cannot take s < 1. Consider the following mapping in the plane: the
positive real axis, and lines parallel to it, are mapped to the curve x sin(l/x) and
to its translations. This mapping is a non-ACL homeomorphism of R2 which is the
identity on the left half plane and satisfies H1(x) E Lf0c(R2) for any s < l. 

(b) The condition ( 4) is crucial. For example if g: [O, 1] ---+ [O, 1] is the Cantor
staircase function, then f: JO, 1 [ x JO, 1[---+]0, 2[ x ]O, 1[ defined as f (x, y) = (g(x) + x, y)
is a homeomorphism with H1(z) = l almost everywhere, but f is not ACL. 

Proof of Theorem 3.2. Pick a closed cube Q cc O whose sides are parallel to the
coordinate axes. Assume that Q = Q0 x J0, where Q0 is (n - I)-interval in Rn-1,
and J0 = [a, b] C R. In order to show that f is ACL it suffices to show that f is
absolutely continuous on almost every line segment of Q parallel to the coordinate
axes, and by symmetry it is sufficient to consider segments parallel to the Xn-axis. 

Next for a Borel set A C Q0 write 
<I>(A) = [J(A x Jo)[� [f(Q)[ < oo. 

Then <I> is a bounded q-quasiadditive set function in Q0 , here q = N(f, Q) < oo,
and hence by Lemma 2.1 it has a finite upper derivative <I>'(y) for almost all y E Q0 . 

We choose y E Q0 such that (i) <I>'(y) exists, (ii) H1 E L5 ({y} x J0), and (iii) S =

En ( {y} x J0) is countable. The last assertion comes from Lemma 2.4. Almost every 
y in Q0 satisfies conditions (i) - (iii). For our theorem it now suffices to show that f
is absolutely continuous on J = {y} x J0. 

To this end let F C J \ S be a compact set. For each k = 0, l, 2, . . .  write 
Fk = { x E F : 2k � HI ( x) < 2k+1}. 

Then Fk is a Borel set and F = LJ Fk because of (2). We first derive the following
estimate 
(3.2) 
where C = (22n+1 qOn-i/On<I>'(y)) 1/n. Here and in the sequel On = [Bn(o, 1)[, and 
q = N(J,Q). 

For (3.2) fix k and for each j = l, 2, ... consider the set 

Fk,j = {x E Fk : �ft, r; � 2k+1 for O < r < 1/j}.
1 x,r 

The sets Fk,j are Borel sets and Fk,j c Fk,j+l with Fk = Ufa=1Fk ,j· 
By the above it suffices to prove (3.2) for Fk ,j instead of Fk. Fix j and let F' be an

arbitrary compact subset of Fk,j· Let c: > 0 and t > 0. The continuity of the mapping
(x, r) t-+ L1(x, r) gives c5, 0 < c5 < 1/j, such that L1(x, r) < t/2 for O < r < c5 and for
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all x E F'. By Lemma 2.11 for each sufficiently small r > 0, 0 < r < 8, there exists a 
covering of F' by a finite number of open balls Bi = B(xi , r), i = 1, .. . , l, where 

(a) Xi E F', i = 1, ... , l, 
(b) each point of Rn lies in at most two Bi ,
(c) lr :S H1(F') +€and 
(d) Bi C Bn- 1(y, r) X Jo .

In the following denote B = Bn-1(y, r). Now the union of J(Bi)'s covers J(F'), and 
since the boundary of the image is included in the image of the boundary we have 
that diamf(Bi) :S diamf(8Bi) :S 2L1(xi,r). 

Because r was small enough 
l 

1-li (J F') :S L diam (J Bi), 
i=l 

and the Holder inequality together with the definition of Fk ,J yields 

(3.3) 

11/(J F'}" <; ( t diam (f B,) r <; 1•- 1 t diam (! B,)• 
l zn-l 2n 2n(k+l) l 

:S zn-I2n L L1(xi, rt :S D L If Bil• 
i=l n i=l 

Since q = N(J, Q) < oo, we obtain from (b) that 
l l 

LlfBi l :S 2qlLJJBi l  :S 2qlf(B x Jo)I = 2q<P(B). 
i=l i=l 

Thus (3.3) and ( c) yield 

1-ll(JF')n < q2n(k+2)+1n /D (1-ll(F') + c)n-1 <P(B)
t _ n-1 n 1{n-I(B) 

< q2n(k+2)+1n - /D (1-ll(� ·) + c)n-1 <P(B)
_ n 1 n k ,J 1{n-l(B) 

Since 1-ll (J F') -+ 1l1 (J F') as t -+ 0, letting first r -+ 0, then c -+ 0, and finally t -+ 0 
we obtain 

(3. 4) 

Now F' is an arbitrary compact subset of Fk ,J and hence (3.4) holds for Fk ,J on the 
left hand side of (3.4). This leads to the estimate (3.2). 

Since f F = Uf Fk , (3.2) implies 

(3.5) 1t1(JF):::; I:1t1 (f Fk):::; cI: 2k1t1(Fk(;;: 1 

_ 

k k 
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The sets Fk , k = l, ... , are disjoint and hence the integral estimate

(3.6)

is elementary.

(3.7)

t, 2ks1-i1(Fk) :S: i H(x, J)8 dxn 

From (3.5), (3.6) and from the Holder inequality we obtain
n-1 1 

1£'(! F) <; C, (t, 2''1£'(F,))" (t, 2k(n-,(n-,))) O 

n-1 

:S: C2 (i H1(x)5 dxn)"

where C2 depends only on n, s, q, and <I>'(y). Note that the series
00 

L 2k(n-s(n-l)) 

k=O 

converges because s > n/(n - 1) and hence n - s(n - 1) < 0. 
Next we will show that the absolutely continuity follows from (3.7). First it is

enough to show that every coordinate function is absolutely continuous. Let Ji be
any coordinate function. Now from (3.7) for every compact F C J \ S we have 

n-1 

7-i 1 (fiF) :S: 7-i 1 (f F) :S: C2 (i H1(x)5 dxn)"

Let E c J be a compact set. We will show that the above holds also for E. Let
c > 0. Now there is a compact set F' C fi E\fiS such that 1-i 1(fiE\F') < c. This is
true because fiE is compact, 7-i 1 (fiE) < oo, and fiS is countable (actually, we only
need that 1-i 1(]jS) = 0). Let F = J t(F') n En J. Now F is compact, since En J
is compact and Jt(F') is closed. Also F n S = 0. Thus

n-1 

1-i 1(]jE) :S: 1-i 1(fiF) + c :S: C2 (i H1(x)5 dxn) 
11

+ c
n-1 

:S: C2 (l H1(x)8 dxn)-n +c

for any c > 0. So
n-1 

1-i 1(JjE) :S: C2 (l H1(x)5 dxn) 
11

This guarantees that ]j is absolutely continuous; recall that absolute continuity deals
with unions of closed intervals whose interiors are mutually disjoint, that H1 E L8(J),
and that always diam (fiI) :S: 1-{ 1 (]jJ) when I is an interval. □
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Remark 3.4. If we replace Hi with 

H-
( ) 1. max{lf(x) - f(y)I: Ix -yl = r} 

1 x = 1m sup 
r--+O d(8JB(x,r),f(x)) 

in previous theorem, the claim of the theorem is still true. 

Combining Theorems 3.1 and 3.2 we obtain the following corollary. 

19 

Corollary 3.5. With the hypothesis of Theorem 3.2 the Junction f is almost everywhere differentiable and IDJI E Lf0c(O), p = sn/(n - l + s). In particular 
f E W1�:(n, Rn). 

As a last result of this section we prove a local quasisymmetry condition. 

Theorem 3.6. Let f: 0 -+ Rn be an open, discrete, continuous, sense-preser­ving mapping for which H1(x) < oo outside a set E of (]'-finite (n - I)-measure, and 
• n-1 

p-H1 E L
10c n (0), where n - l < p < n and p* = �- Then

(3.8) L1(x, r) :S d(f(x), aJ B(x, r)) exp (c(n,p, q) (! H;'n-;:l 

(y) dy) f.-n
':.

l) 
B(x,2r) 

where B(x, 2r) c n and q = N(f, B(x, 2r)). 

We do not know if (3.8) is sharp. Proof of Theorem 3.6. Fix x E n, r > 0 such that B(x, 2r) c n. Denote L = L1(x, r) and l = d(J(x), 8 f  B), and define 

Now 

Jog Th-Jog t 
Jog T 

when IYI 2: L 
when IYI :S l
when l < IYI < L 

Since f is differentiable almost everywhere an elementary linear algebra argument 
(see e .g .  [18, p.44]) shows that 
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Thus we have the estimate 

r lv'(v O f)(y)IP dy � r ID f(y)!Plv'v(f(y))IP dy
} B(x,2r) } B(x,2r) 

� f H1(Y) (n--;.,

l)p J1(Y)*lv'v(J(y))IP dy
} B(x,2r) 

!!.::1'. :e.

� ( f H1(Y) <:��
p dy) n ( f lv'v(J(y))ln J1(Y) dy) n

} B(x,2r) } B(x,2r) 

� ( r H1(Y) <:��
p dy) � (q f1vv(yW dy) *'

J B(x,2r) Jan 

where the last inequality comes from Lemma 2.9 since by Corollary 3.5 we know that
f E W

1
�:(n, Rn). Thus 

(3.9) 1 L � (1 ) !!.::.I'. 

n (n- l)p n n lv'(vo f)(y)IPdy�C(n,p,q)(logl) H1(Y) n n-pdy . 
B(x,2r) B(x,2r) 

To get a lower bound for this integral, we argue as follows. Let a E 8 f B(x, r) be 
such that d(a, f(x)) = l, b E 8B(x, r) be such that d(J(x), f(b)) = L, and c E
8J(B(x, 2r)) such that [f(b), c] C J(B(x, 2r)) \ B(f(x), L). By applying Lemma 2.3 
to the line segments [f(x), a], [J(b), c] and to the balls B(x, r) and B(x, 2r), we obtain 
continuums Fi and F2 such that 

( i) x E F1, b E F2, 
(ii) diamF1 ,diamF2 = ;r, (these can be assumed by taking subcontinuums), 

(iii) F2 n B(x, r) = 0, and 
(iv) f(Fi) c B(J(x), l), f(F2) C Rn \ B(J(x), L).
Since, by Corollary 3.5, vof E W

1
�';(n), for some s > 1, the Fuglede theorem [18,

Theorem 28.2] tells us that the s-modulus of those paths, where v of is not absolutely 
continuous, is zero. By continuity we have o > 0 such that Iv o f(z) - v o f(z')I < ¼ 
when lz - z'I � c and z, z' E B(x, 2r). Fix z E Fi, y E F2 . We consider paths 
which are composed of two radial segments [z, w], [w, y], where w E sn- 1(z, R), 
R > 0. Now for 1{n-1-a.e. w E sn- 1(z, R) n B(x, 2r) the function v of is absolutely 
continuous on ([z, w] U [w, y]) \ (B(z, o) U B(y, o)). This is true because if A c

sn- 1(z, R) n B(x, 2r) is a set with positive 1{n-1-measure, then the s-modulus of the 
path family {[z, w] \ B(z, o) : w EA}, or the path family {[w, y] \ B(y, o) : w EA}, 
is positive. Thus the desired absolute continuity follows from the Fuglede theorem. 
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If v of is absolutely continuous on ([z, w] U [w, y]) \ (B(z, 8) U B(y, 8)), where 
w E B(z, R), then by the property (iv) 

(3.10) 
! :S Iv o f(z') - v o f(y')I :S 1 lv'(v o J)(u)I du 
2 (z',w]u[w,y'] 

:S 1 lv'(v o f)(u)IXB(x,2r)(u) du, 
[z,w]U[w,y] 

where z' E sn- 1(z, c) n [z, w] and y' E sn-1(y, c) n [y, w]. 
Next we will apply Lemma 2.7. First we assume that for every z E F1 there is 

a set Sz C S(z, ;i) such that 11,n- 1(Sz) 2 ½11,n-1(S(z, £)) = C(n)rn-I and for every 
w E Sz 

1 4jv'(v o f)(s)IXB(x,2r)(s) ds 2 1.
[z,w[ 

Then, we take in Lemma 2. 7, t = r / 4, and choose c = p - ( n - 1) there. This gives 
us the estimate 

r 4Plv'(v O J)(s)IP ds 2 C(n,p)r-(p-(n-l))11,�(F1)-
JB(x,2r) 

Suppose then that there exists z E F1 such that for every w E Sz C S(z, ;i), where 
11,n-l(Sz) 2 ½11,n-l(S(z, ;i)) = C(n)rn-1, 

1 4lv'(v o f)(s)IXB(x,2r)(s) ds < 1. 
[z,w[ 

Then, because of (3.10) and the properties (i), (ii) of Fi and F2, for every y E F2 

r 4lv'(v O f)(s)IXB(x,2r)(s) ds 2 1 
}[y,w[ 

for every w E S
y 

C S(y, 2r) n B(x, 2r), where 11,n-1(S
y
) 2 C(n)rn-l and then we 

have again the situation as above. So by Lemma 2.7 

f lv'(v o f)(s)IP ds 2 C(n,p)r-<v-<n-i)) min{1l!c,(F1 ), 1l�(F2)}.
J B(x,2r) 

Now F1 and F2 are continuums and diam (F1) = diam (F2) = r/4. If {¼hEN is any 
cover of Fi then 

Ldiam(¼) 2 i 
iEN 

Thus 1l;;,(F1) 2 r/4. Similarly 1l;;,(F2) 2 r/4. We have obtained 

r lv'(v O f)(u)IP du 2 C(n,p)rn-p_ 
J B(x,2r) 

Combining this with the inequality (3.9) we conclude with the claim. □
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Remark 3.7. In the plane we can actually choose p = l because, by Remark 2.8,

we have the lower bound

r lv'(v O f)(s)I ds 2 Gr 
} B(x,2r) 

when p = l, n = 2. By the same argument as in the above proof we obtain the upper
bound (3.9) also with n = 2, p = l. Combining these we have a nicer inequality in
the planar case

L1(x, r) � d(J (x), 8f B(x, r)) exp (c(q)f H1(Y) dy) 
B(x,2r)

where B(x, 2r) c n and q = N(J, B(x, 2r)).

4. Conditions for h f

In practice it is easier to estimate ht from above than Hi, This motivates one to
work with h1. The results in this section are generalizations of similar results in [11].
The work of Cristea [2] for the lim inf-definition of quasiregular mappings suggested
that the results in [11] could also be true for noninjective mappings. 

The approach, which we used for the Hrcase, does not work for h1. We first
proved that with suitable integrability assumptions on H1 it follows that f is ACL,
and then by requiring more integrability we obtained more regularity. The proof of
Theorem 3.2 does not work for the hi-case directly, since we cannot define the sets
Fk ,j· However, the proof would work out if we knew that

( 4.1) L1(x, r) � d(J(x), 8f B(x, r))ip(x) 
for all sufficiently small r's with a suitably integrable tp. This is Lemma 4.6 below.
Thus our strategy is to prove ( 4.1) first. This is essentially the content of the first
theorem of this section. All our other results in this section rely on this theorem.
One way to describe this theorem is to say that it is a local quasisymmetry condition.
Compare this theorem also to Theorem 3.6. 

The following theorem is a generalization of Theorem 1.1 in [11]. The idea of the
proof is also the same, but the lack of injectivity causes some technical problems.

Theorem 4.1. Let f: n ➔ Rn be an open, discrete, continuous, sense-preser­ving mapping for which h1(x) < oo outside a set E of a--finite (n - I)-measure, andsuppose h1 E Lf;jn), where n - l < p < n and p* = �- Then
(4.2) L1(x, r) � d( f (x), 8f B(x, r)) exp (c(n,p, q) (! hr (y) dy) f.- n�l) 

B(x,2r) 

when Q CC n and B(x, 2r) C Q and q = N(J, Q). In particular, f is differentiablealmost everywhere. 
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Remarks 4.2. (a) The similar result for H1 , that is Theorem 3.6, is stronger than
this. This is due to the fact that in the Hrcase we were able to prove the differentia­
bility before the local quasisymmetry condition and we then used the differentiability
in the proof. In the hrcase we have to work without it. 

(b) We do not know how sharp the above exponents are. We have not been able
to find any good examples to check sharpness. 

Proof of Theorem 4- 1. Fix Q CC n and denote q = N(f, Q) < oo. Let us
first prove the differentiability assuming (4.2). The proof is basically the same as in
the case when H1 < oo almost everywhere. Denote </>(A) = IJ(A)I for every Borel
set A C Q. Then <t> is a bounded q-quasiadditive set function in Q. By Lemma 2.1,<t>'(z) < oo for almost every z E Q. Fix a Lebesgue point x E Q of hj* such that
<t>'(x) < oo. Let y E Q be such that O < IY -xl < d(x, 8Q). Now 

(IJ(x) -J(y)l)n ( 
L1(x, Ix -yl) )n <t>(B(x, Ix -yl))

Ix -YI :S d(J(x), BJ B(x, Ix -YI)) IB(x, Ix -Yl)I •
By inequality ( 4.2) it follows that 

lim sup IJ(x) -f(y)I 
< oo.

y--+x Ix -YI 
Thus by the Rademacher-Stepanov theorem f is differentiable a.e. in Q. 

To prove the theorem we have to show that inequality ( 4.2) holds. The argument
is an improvement on the techniques in [7], [10] and [11]. 

Fix x0 E Q and r > 0 with B(x0, 2r) C Q. We can assume that 

L = L1(xo, r) > 4d(J(xo), BJ B(xo, r)) = 4l.
Define A= B(J(xo), L) \ B(J(xo), l),
and construct continuums F1 and F2 similarly as in the proof of Theorem 3.6.

Let n - l < p < n and r:: > 0. For each k = 0, l, 2, ... write 
Ak = {y E B(xo, 2r) \ (F1 U F2) : 2k :S h1(Y) < 2k+1 }.

The set Ak is a Borel set because h f is a Borel function, and
B(xo, 2r) \ (F1 U F2 U E) = UkAk ,

For every k there exists open Uk such that Ak C Uk and
E: Iuk I :S IAkl + _!!E.., • 2k( 2n-v )k

Fix k. Now for every y E Ak there is r y > 0 such that
(i) 0 < ry < l

o 
min{d(Fi, F2), d(y, 8B(xo, 2r))},

(ii) diam (J By) < 2-io-3 L, 
(iii) H1(Y, ry) < 2k+1, and 
(iv) By C Uk . 
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Here By = B(y, ry) and Jo is the least positive integer with 2-io L < l. 
By the Besicovitch covering theorem we find balls B1, B2 , ... from balls B(y, ry) 

so that 
B(x0, 2r) \ (Fi U F2 U E) C LJ Bi c B(xo, 2r) 

i 
and Li XIiJ (x) � C(n) for every x E Rn. For these balls we know that

If Bi l � Dndiam (f Bi t 

and when Yi E Ak (here Yi is the center of Bi) 

Define 

- On -

If B1I ?:'. 2n(2k+l)n
diam (!Bit-

L_ 1 " diam (JB1) 1 
p(x) = (logy) _L.,; d(JB f(x )) diam(B·)XwJ

(x). 
fBJnAf:.0 1' O J 

The function p is Borel measurable, because it is a countable sum of simple functions. 
By Lemma 2.12 the £P-norms, 1 � p < oo, of p are comparable to the corre­

sponding norms of the function where the characteristic functions xwJ 
are replaced

with XBr 
Thus, knowing that LXB

J 
� C(n), we arrive at the estimate 

Ln {l(x) dx � C(n,p) (log f )-p _ L ( d��a;:,
(
J�})) dia� (Bi)) P I

B11-JBJnAt-0 

Using the fact that diam (J Bj t � C(n)lf B11(2
k+lr when Yj E Ak and Holder's

inequality, we thus obtain 

Next we will approximate the sums separately. Let us start from the first sum, 
which we denote by S1 . F irst we regroup the balls depending on their distance from 

f(x0). For this, define Rs = B(J(xo), 2s+1z) \ B(J(xo), 25l), s = 0, ... ,Jo - l. Since 
diam (f Bi) < 2-10-3 L < 2-3z we have
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Since the overlapping of the balls B1 is uniformly bounded and q = N(J, Q) < oo we 
obtain the estimate 

2n jo-1 1 
S1 :::; F L 2sn C(n)qlB(J(xo), 2s+2z)1 = qC(n)jo

s=O 

L 
:::; qC(n) log 

T
'

The last inequality comes from the fact that 2-10+1 L > l. 
Now we approximate the second term. First IB1 1 = IB1 n Aki+ IB1 \ Ak i• The 

double sum over the IB1 n Ak i-terms can be estimated by the integral of hf due to 
the definition of Ak , and the double sum over the IB1 \ Ak i-terms turns out to be 
no more than a constant times c, because UyJ EAkB1 C Uk and IUkl :S IAkl + 2k(2"v*)k. 
Therefore 

L L (2k)P• IB1 1 :S C(n) 1 hf (x) dx + C(n)c. 
k fBJ nAf-0 B(xo,2r) 

YJ EAk 

Because E was arbitrary we conclude that 

(4.3) 1 
L 

(1 
• ) (n-p)/n 

pP(x)dx:::; C(n,p,q)(log-)P(l-n)/n hj (x)dx 
an [ B(xo,2r)

Our next goal is to find a lower bound on the integral of pP. Next let x E F1 , 
w E B(x0, 2r), and y E F2 be such that ([x, w] U [w, y]) n E is countable. This 
is possible due to Lemma 2.5 for every x, y, and for any sphere 8B(z, r) C n for 
1-1,n- 1-a.e. direction w E 8B(z, r) from these points. Then 

1 d (1 
L

)
-i '°' diam (JB1) 1 

1 d p s = og- � . X2B S.
[x,w)u[w,y) l fBJnAf;0 d(J(xo), f B1) diam (B1) [x,w)u[w,y) 3 

Now if ([x, w] U [w, y]) n B1 -=I- 0 then frx,w)u[w,y] X2BJ 
ds 2: r1. So we obtain 

1 
1( L)-1 

pds > - log- L [x,w]U[w,y] - 2 l fBJnAf-0 
([x,w]U[w,y])nBJi-0 

diam (f B1) 
d(J(xo), J B1)"

Denote Rs = B(f (x0), 2s+ 1 z) \ B(J(x0), 2s z), s = 0, 1, ... , j0 - 2. The sets f B1 cover
J([x, w] U [w, y]) n A up to a countable set and J([x, w] U [w, y]) connects B(J(x0), l)
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and Rn \ B(J(x0), L). So

{ 
l 
( 

L
)

-1Jo-2

Jr, 
p ds > - log - L L [x,w]U[w,y] - 2 l 

s=O /BjnR.-f-0 
([x,w]U[w ,y])nBj,tc0

1
( 

L
)

-1 1 > - log - J·o > -.
- 8 l - 16 

The last inequality comes from the fact that Jo > 10�2 
log f. 

diam (J BJ)
2s+1z 

Now we can apply Lemma 2.7 the same way as in the proof of Theorem 3.6, and
we obtain 

Combining this with inequality ( 4.3) we conclude with the claim. □

Remark 4.3. In the planar case we can actually choose p = l because by Remark
2.8 we obtained the lower bound JB(x,2r) p dx 2:-: Gr for a suitable p. Combining this
with ( 4.3) in the proof above gives us the nicer estimate in the plane 

L1(x, r) ::; d(f(x), of B(x, r)) exp (c(q)f h1(Y)2 dy) 
B(x,2r) 

when Q CC n, B(x, 2r) C Q and q = N(J, Q). Compare this with Theorem 1.1 in
[11]. 

Our next goal is to find a metric condition which guarantees that the mapping
has an exponentially integrable K-distortion. This is done in Theorem 4.5, which is
a generalization of Theorem 1.3 in [11]. For more about these mappings see [8] and
also references therein. There is no real hope to find an equivalent metric condition
since under the integrability conditions on K the size of the set where h1 is infinite
might be larger than a-finite; see the following example. 

Example 4.4. For our example we need a quasiconformal mapping constructed
by David and Toro [3]. This quasiconformal mapping <p: Rn ---+ Rn has some special
properties: cp(Rn-1) =: E is the (n - 1)-dimensional analogue in Rn of the usual
modifications of the von Koch snowflakes in R2 with the Hausdorff dimension (1 -
a)-1 (n-1), here a> 0 is sufficiently small. Furthermore, if x, y E Rn and lx-yl < 1,
then there is a constant C such that 

( 4.4)
1

C Ix - Yll-a::; lcp(x) - <p(y)I::; Clx - Yll-a_
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Let us consider the mapping f: Rn -+ Rn that is constructed with the help of 
the mapping cp and the mapping g : Rn -+ Rn, 

{ 
(x1, ... , Xn-1, Xn log log log x�) when O < Xn $: e-e• 

g(x1, ... , Xn) = (x1 ... , Xn) when Xn $: 0 
(x1,,,,, Xn-1, bxn) when Xn > e-e• 

Here b = D(y log log log t)(e-e"). The mapping g is a homeomorphism and when 
0 $: Xn $: e-e•, we have K9(x) � (log log log L )n-I and the limsup-distortion is
H9 (x) � log log log L. 

We define the homeomorphism f = go cp-1: Rn -+ Rn. Since cp-1 is quasi­
conformal, all significant distortion near Rn-l = {xn = 0} comes from g. Because 
cp-1(E) = {xn = 0}, we have H1(x) = oo for every x E E. Thus Hi is infinite in a
set whose dimension is larger than ( n - l). 

Despite this fact the K-distortion K1 is exponentially integrable. To see this take 
a compact set K which touches E. If we were away from E, the distortion would 
be bounded. Divide K using A1 = {x E K : 2-J $: d(x, E) < 2-(J-1)}. In the set
A1 the distortion K1 � (log log log26r- 1 by ( 4.4). To integrate K1 we need an 
approximation for the size of A1. Let us cover A1 with mutually disjoint cubes, whose 
volumes are comparable to 2-in. To see how many cubes there are, we return the 
situation to cp-1(E) x R = Rn-l x R. There cp-1(A1 ) is almost an n-rectangle. We
can assume that it has a constant ( n - l )-bottom area for all j, since K is compact 
and since the distance from cp-1(E) is the most relevant. The height of cp-1(A1) is
r6 by ( 4.4). So there are Br62-f!'a cubes, where B is the bottom area. Thus 

·1-n . 

IA1
I � r11-a 2-1n. Now we conclude that

1 exp(K1) dx ;SL r1 i=: rJn exp(log log log 26 r-1
K 

j 

:s L r1 i=: r1n21"
j 

with any c > 0. For any a < ¼ one can choose a sufficiently small c so that the series 
converges. 

Theorem 4.5. Let f: 0-+ Rn be an open, discrete, continuous, sense-preserving 
mapping such that h1(x) < oo outside a set E of a-finite (n - I)-measure. There is 
a constant C', independent of E and f ,  such that 

exp(C'h'/-1) E Lf0c
(O)

implies that f E vY;�J(O, Rn), for any l < q < n, and that 

for a.e. X E 0 
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with exp(C'K<n::1)2 ) E Lfoc(D.). Furthermore, if we assume that exp(C'h�l+c)(n-l)) E 
Lioc(D.), for some c > 0, then f E M7i��n(n, Rn) and exp(>.K) E Lj

0c(D.) for every
>. > 0. 

As in the article [11] we need two lemmas for the proof of Theorem 4.5. The 
first lemma gives us a sufficient condition for an open, discrete, continuous, sense­
preserving mapping to be ACL. 

Lemma 4.6. Let f: n � Rn be an open, discrete, continuous, sense-preserving 
mapping such that 

(4.5) L1(x, r) :::; d(J(x), of B(x, r))cp(x) 
n 

whenever O < r < r0 and B(x, r) En. If <p E L
1
�� t (D.), then f is AGL . 

Proof. The idea of this proof is from [18, p. 107] and as for the proof of Theorem 
3.2, the idea of the argument can be traced back at least to Gehring [5]. The proof 
we give is almost the same as the proof of Lemma 3.1 in [11]. Pick a closed cube 
Q cc D, whose sides are parallel to the coordinate axes. In order to show that f is 
ACL it suffices to show that f is absolutely continuous on almost every line segment 
of Q parallel to the coordinate axes. By symmetry it is sufficient to consider segments 
parallel to the Xn -axis. 

Assume Q = Q0 x J0 , where Q0 is an (n-1)-interval in Rn-l and J0 = [a, b] C R.

Next for each Borel set E C Q0 set 

ry(E) = lf(E x Jo)I-

Then 77 is a bounded q-quasiadditive set function in Q0 , q = N(J, Q) < oo. Hence it 
has a finite upper derivative 77' (y) for almost every y E Q0 by Lemma 2.1. Choose 
y E Qo such that 

(i) ry'(y) < oo, and
(ii) <p E £n'.:1 ( {y} x [a - d, b + d]), d = ½d(Q, 80.).

The latter is possible due to the Fubini theorem. We will prove that f is absolutely 
continuous on the segment {y} x J0 which will prove the claim. 

Let J c {y} x J0 be compact. We wish to estimate 1-l 1 (J J). Choose O < c < d
and t > 0. Let O < o1 :=::; r0 be the number given by Lemma 2.11 for the set J. Choose 
o2 > 0 such that, if O < r < 02, then IJ(x)-J(z)I < t whenever x, z E Qo x [a-d, b+d] 
and Ix - zi :=::; 2r. Denote o = min{ o1, 62, c }. Fix O < r < o. Now the covering lemma 
2.11 gives a covering 6 1, ... , 6

P 
of J with intervals in {y} x [a - d, b + d] so that 

(i) diam (6i) = r for 1 :=::; i :=::; p,

(ii) each point of {y} x [a - d, b + d] belongs to at most two different 6i, and
(iii) each 6i is contained in the E-neighborhood of Jin {y} x [a - d, b + d].
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Now, because cp(x) 2: 1 for every x and cp E Ln�1 ( {y} x [a -d, b + d]), there are 
points Xi E 6.i such that 
(4.6) cp(xi) � 2 inJ cp(x) < oo. 

xEl>i 

-=11.-l 

Define balls A; Bn(xi, r). Now 6.i C Ai and Ai C B (y, r) x J. Because 
diam (JA;) < t we have that 1i;(J J) ��diam (J Ai)� 2 � Li, where Li = L1(xi , r). 
Denote li = d(f(xi), 8f B(xi, r)). Using (4.5) we obtain the estimate 

11/(J J)" <; 2" ( 
� 

L,) n <; 2" ( 
� 

l,;,(x,)) n

2n ('""' n-I ) n 

= 
rn-l �

lir
n

:- cp(xi) 

By Holder's inequality we further conclude that 

11/ (J J)" <; n.!:-l � If (A;) I ( � r;,a'., ( x,ir-•

Because no point belongs to more than two of the sets Ai, and q = N(f, Q) < oo, 

L If Ad � l0q17(F-
1(y, r)).

i 

Since the points Xi satisfy ( 4.6) we arrive at 

1i;(JJt-S l0-�
2n

-lq ry(Ef��{' r)) (!, cpn�i (z)dzn)
n-1 

n 
r J+i; 

Here J + c is the c-neighborhood of J in {y} x [a -d, b + d]. Letting first r -+ 0 and
then 81 -+ 0 and finally c -+ 0 and t -+ 0 we deduce that 

1i 1(J Jt � C(n, q)ry'(y) (i cpn�, (z) dzn ) n-l

The absolute continuity of f on {y} x J0 follows from this estimate similarly as at 
the end of the proof of Theorem 3.2. □

The other lemma which we need for the proof of Theorem 4.5 is the following. 

Lemma 4. 7. Let u: n -+ R be a non-negative function so that

exp(C'u5 ) E Lf
0c(D) 

where s > 0, and let p > l. Then, for each compact set F C n and q > 0 
exp(f3C'(M(xFuq))�) E Lf0c(D) 

where /3 depends only on p, s, q and n, and M is the usual Hardy-Littlewood maximal 
operator. 
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Proof. Let Q CC n. By expanding the exponential function as a power series we 
have that 

l ( exp (,ec'(M(xpuq))i) )\x)dx = !QI+

L (,B�/l 1 (Mxpuqt! (x) dx + L (,B�/)k 1 (Mxpuq)ki (x) dx.
l<k<'l Q k>'l. Q 

- -s s 

By using Holder's inequality for the first finite sum S1 we have 

S1 � L (,B�/l ( r (Mxpuq) ¥+1
(x) dx) &,f�i IQI ¥

1

+ 1
. 

l<k<'l JQ 
-

-s 

Now by the fact that the Hardy-Littlewood maximal operator M is bounded from 
Lr to Lr, l < r < oo, see (2.3), we see that the fin,t sum is finite. The character­
istic function XF guarantees that the local integrability property of u is enough for 
finiteness. 

For the other sum, denoted by S2, we use directly (2.3) and we have

S2 � "(,BC'p)k 

(5n �)
ks/

q 

r uks(x) dx.
� k! ks - q }F 
k>; 

Let k1 be the first integer such that k1 > ; . Then 

S2 �" (,BC'p)k 

(5n s 
)

k

s/
q 

r uks(x) dx 
� k! s-q/k1 }F 
k>; 

1 ( k 
)

s/
q 

� exp (,ec'p 5n 

k 
18 U8) dx < 00 

r 1S - q 

by choosing 
,B = (p(5n 

k:;�q)sfq)-1. □
Now we are ready for the proof of the theorem. 
Proof of Theorem 4- 5. Our first job is to show that f is ACL. For this we need 

Lemma 4.6. First we have to fix a cube Q CC n. Let us show that f is ACL in the 
cube Q, which will guarantee that f is ACL. 

Let d = ½d(Q, 80) > 0. Now from Theorem 4.1 we obtain 

L1(x, r) � d(f(x), 8/ B(x, r)) exp (c(n,p, q) (/ hr (y) dy) f.- n�l) 
B(x,2r) 

when B(x, 2r) C Q + d = {x En: d(x, Q) < d}. Here Q +d is a slightly bigger cube 
and q = N(f, Q + d) < oo. So 

L1(x, r) � d(f (x), 8f B(x, r)) exp ( C(n,p, q) ( M(XQ+dhf )(x)) f.- "�
1
)
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for every x E Q and O < r < ½d . So by Lemma 4.6 f is ACL in Q if 

exp ( C(n,p, q) ( M(XQ+dhf )(x)) f.-n:i) E £n:1 (Q). 
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This is true by Lemma 4. 7 if C' is chosen correctly. Thus we can conclude that f is 
ACL. 

Our mapping f is differentiable almost everywhere. Now in the set G = { x E n : f
differentiable at x, minlel=l /Df(x)e/ > 0} we have that H1 (x) = h1 (x) everywhere
and furthermore 

/DJ(x)/n :S H1 (xt- 1 J1 (x) a.e. in G.
On the other hand, if f is differentiable at x with min1el=l /DJ(x)e/ = 0, and h1 (x) <
oo, then also maxlel=l /D J(x)e/ = 0, because otherwise the dilatation would be infi­
nite. Thus 

where 
/Df(x)ln :S K(x)J1 (x) a.e. inn, 

K(x) = { �1(xt-1 when minle\=l /Df(x)el > 0
otherwise 

Now exp(C'K(n_:\J2 ) E Lf0c
(O). By Holder's inequality we see that f E 1if1i�1(0, Rn),

1 < q < n, because h1 E Lf
0c (n), for any s 2: 1, and for an open, discrete, continuous, 

almost everywhere differentiable mapping Ji E Lf0c (n), see Remarks 2.10. 
If we further assume that exp(C'h}Hc)(n-l)) E Lf0c(O), then exp(C' Kl+") E

Lf
0c

(O). This implies that for every ,\ > 0 we have exp(,\K) E Lf
0c

(O). Now
from Theorem 1 in [8] we deduce that f E w

1
�;(n, Rn). Theorem 1 in [8] says 

that there is a constant ,\(n) 2: 1 such that if f E W1�1(n, Rn), J1 E Lf0c(O), and 
IDJ(x)/n :S K(x)J1 (x) almost everywhere with exp(,\K) E Lf

0c
(O) for some,\ 2: ,\(n), 

then IDJI E Lr:,c (n). D 

Our last theorem is an improvement on Theorem 1.4 in [11]. It gives a second 
condition in terms of h1 that guarantees f E W1�1(n, Rn). The author thanks Jeremy 
Tyson for pointing out a slight improvement to this theorem. 

Theorem 4.8. Suppose that p* = :�
P

' with n - 1 < p < n. Let f: n-+ Rn be 
an open, discrete, continuous, sense-preserving mapping such that h1 (x) < oo and 

(4.7) lim sup/ hf (x) dx < oo 
r--+0 B(x,r) 

outside a setS of a-finite (n-1)-measure, and h1 E Lf;jn). Then f E W1�1(n,Rn). 

Proof. Taking the lim supr--+O in inequality ( 4.2) we see that 
- . L1 (x, r) 
Hi(x) 

= h�_;�P d(f(x), of B(x, r)) 
< 00 
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outside a set Sofa-finite (n - 1)-measure. Moreover, by Theorem 4.1, f is differen­
tiable almost everywhere. Next we show that f is ACL. By an elementary argument 
one sees that H1(x) = h1(x) everywhere in the set where both f is differentiable and 
min1e1=1 IDJ(x)el > 0. To employ Theorem 3.2 and Remark 3.4 after it (notice that 
ii1 � H1) we would like to have Hi = h

t 
almost everywhere in n. The exceptional 

set E where f is differentiable, h1(x) < oo, and min1e1=1 IDJ(x)el = 0 thus causes 
a potential danger. On the other hand, in this set, IDJ(x)I = 0. This saves the 
situation, because then the 1i 1-measure of the image of the intersection of E with 
any line l is zero. To see this let c > 0 and let us cover E n l with balls B ( x, r x),
where x E E and 0 < rx < l is so small that diam (f B(x, rx)) < c. The latter is 
possible because Df(x) = 0. By the Besicovitch covering theorem we can further use 
a boundedly overlapping covering { B(xi, ri)}. Thus 

where P(n) is the multiplicity of the overlap. So we have 1i�(J(E n l)) = 0, since c 
was arbitrary. 

Now the proof of Theorem 3.2 goes through if we replace the set E there with the 
set SUE of this theorem. Thus f is ACL. And by Theorem 3.1 we see that IDJI is 
locally integrable. We conclude that f belongs to the Sobolev class W1�·;(n, Rn). □
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