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Abstract

Jääskö, Hanna
Exploring the Mechanical Properties of B2O3 Glass with Classical Molecular Dynamics
Simulations
Master’s thesis
Department of Physics, University of Jyväskylä, 2024, 59 pages

Inorganic oxide glasses have numerous applications, and they are used both in technology
and industry. Inorganic oxide glasses are considered to be brittle, having little to no plastic
deformation because of the amorphous structure of glass. Plasticity has been observed
in aluminum oxide and densified silica, but little is known about the plasticity in boron
oxide. Understanding the mechanical behavior of different oxide glasses can offer deeper
insight into the applications of glasses.

In this master’s thesis, the mechanical properties of boron oxide (B2O3) glass were
studied with classical molecular dynamics simulations using LAMMPS. Here, it is shown
that boron oxide can plastically deform up to 50% tensile strain at room temperature
without a fracture. The mechanisms for the plasticity were analysed, and a significant
amount of bond switching occurred during the simulation. The reason for this was found
to be the improper three-dimensional structure that has weak van der Waals bonds holding
the planar BO3 building blocks together. This allowed for the deformation of the structure
without a fracture. The plasticity occurred in small and random regions, and on average the
deformation was quite minimal. Moreover, boron oxide exhibits larger elastic deformation
compared to other oxide glasses due to its planar structure.

Keywords: Master’s thesis, material physics, molecular dynamics, computational physics
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Tiivistelmä

Jääskö, Hanna
B2O3-lasin mekaanisten ominaisuuksien tutkiminen klassisilla molekyylidynamiikkasimu-
laatioilla
Pro gradu-tutkielma
Fysiikan laitos, Jyväskylän yliopisto, 2024, 59 sivua.

Epäorgaanisilla laseilla on lukuisia käyttökohteita ja ne ovat tärkeitä teknologiassa
ja teollisuudessa. Ne särkyvät helposti, eikä niillä esiinny plastista deformaatiota lasin
amorfisen rakenteen vuoksi. Alumiinioksidissa sekä tihennetyssä piioksidissa on kuitenkin
havaittu esiintyvän plastisuutta, mutta boorioksidin plastisuutta ei ole tutkittu. Eri
oksidien mekaanisen käyttäytymisen ymmärtäminen voi tarjota syvemmän käsityksen
lasien sovelluksista.

Tässä pro gradu-tutkielmassa tutkittiin boorioksidi (B2O3) lasin mekaanisia omi-
naisuuksia klassisilla molekyylidynamiikkasimulaatioilla käyttäen LAMMPS:ia. Tuloksena
huomattiin, että boorioksidi pystyi venymään plastisesti jopa 50% huoneenlämmössä
ilman murtumaa. Plastisuuden syitä tutkittiin ja merkittävä määrä sidosten vaihtumista
huomattiin tapahtuneen simulaation aikana. Syy tälle on varsinaisen kolmiulotteisen
rakenteen puuttuminen, minkä takia heikot van der Waals sidokset pitävät tasomaisia
BO3 rakennusosia kasassa. Tästä johtuen boorioksidi pystyi venymään plastisesti ilman
murtumaa. Deformaatio tapahtui pienissä ja satunnaisissa alueissa ja oli keskimäärin
melko pientä. Työssä huomattiin myös, että boorioksidilla oli suurempi elastinen venymä
kuin muilla epäorgaanisilla laseilla, joka johtuu boorioksidin tasomaisesta rakenteesta.

Avainsanat: Pro gradu-tutkielma, materiaalifysiikka, molekyylidynamiikka, laskennallinen
fysiikka
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1 Introduction

Glass and its numerous unique properties have been a topic of interest since the discovery
of glass making. The mechanical, optical, and chemical properties of glasses make them
versatile and suitable for a variety of applications [1]. The uses of glass range from window
panes to high-level nuclear waste disposal [2]. Glasses are used in electronics, healthcare,
and as high-strength engineering materials [3, 4]. Most glasses in commercial use are
silica-based, such as soda-lime-silica glass, which is used in glass panes and glass containers
[1]. Besides silica based glasses, there are other glass forming materials, such as borate and
phosphate glasses. Boron oxide is a significant component in borosilicate glasses, which
are chemically durable and have good thermal shock resistance [3].

Typically, glasses are made by heating a glass forming material above its melting
point, where it is then cooled down fast enough before the atoms settle for the typical
ordered crystalline structure [5]. This way the disordered structure of glass is formed.
The appearance of glass is solid-like but it has the atomic arrangement of a liquid. For
this reason, the mechanical properties of glasses differ from those of crystalline solids.
A key difference between crystalline solids and glass is the ability to deform plastically.
Glasses are considered to deform only elastically until brittle failure [6]. This means that
glasses do not typically deform plastically. The brittleness is caused by the amorphous
structure of glass. In crystalline structures, such as metals, plastic deformation happens
through dislocation planes slipping over each other. These dislocation planes are lines of
defects in the crystal structure. Dislocation planes do not occur in glasses because the
atomic arrangement in glasses is disordered. However, the plasticity mechanisms in glasses
have been studied, and it has been found that plastic deformation can occur in glasses
through bond switching [7]. The deformation does not occur by planes of atoms moving
and gaining new neighboring atoms, it happens in smaller volumes, such as singular bonds
breaking and then immediately forming new bonds. Plastic deformation in glasses, such as
aluminum oxide and silica, has been studied experimentally and computationally [4, 8, 9].
It has been shown that contrary to the expected behavior of glasses, aluminum oxide can
plastically deform via bond switching [4]. Moreover, densified silica in molecular dynamics
simulations has also shown plastic deformation, although not as extensively as aluminum
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oxide.
The complex nature of glass structure makes it a challenging task to model and study

their behavior. Therefore, theoretical and computational methods are essential tools in
understanding glass structure. One of these computational methods is molecular dynamics
(MD) simulations. MD is a popular and widely used method to simulate large systems
that can consist of millions of atoms [10]. In molecular dynamics, the classical equations
of motion are solved numerically and as a result, a trajectory of the atoms’ positions
as a function of time is obtained. This way statistical information on the system’s time
evolution is known. The first molecular dynamics simulation was done in the 1950s and in
1976 the first MD simulation for oxide glass (silica) was performed [10, 11]. Since then,
the interatomic potentials used in glasses have evolved tremendously and it is possible to
obtain accurate knowledge on glasses.

The aim of this master’s thesis was to study the mechanical properties of vitreous
boron oxide when subjected to tensile strain. Especially whether boron oxide would exhibit
plastic deformation, which has not been studied before. This was done with molecular
dynamics simulations using LAMMPS, and the analysis was done with Ovito and with
Fortran codes written as part of the thesis process. The structure of the thesis is as
follows, first, the theory behind molecular dynamics is explained, followed by theory about
glass structure and formation. After theory, the methods and simulation procedure are
described and finally the results, discussion, and conclusions.
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2 Classical Molecular Dynamics Simulations

This chapter explains the theory behind molecular dynamics. This includes description
of force fields, ensembles, integrators, and periodic boundary conditions. In addition,
common steps on performing a molecular dynamics simulation are presented.

2.1 The idea behind molecular dynamics

In classical molecular dynamics (MD) simulations, Newton’s equations of motion are
integrated for a system consisting of N particles and as a result, the time evolution of
the system is obtained. Classical MD assumes that nuclear and electronic motions are
separated, based on the Born-Oppenheimer approximation [12]. This makes it possible
to run simulations for large systems containing millions of atoms since the energy of the
system depends only on the nuclear coordinates. Given that the quantum mechanical
properties of the molecules are not considered, the molecules are portrayed by a simple
"ball and spring" model, which makes the calculations less time consuming [13]. While
the separation of the nuclear and electronic motion makes the computational cost of MD
less compared to other methods, it has its limitations. Moreover, the reliability of MD
simulations depends heavily on the potential model used.

In order to perform a molecular dynamics simulation, a set of initial positions, and
velocities, usually obtained from Maxwell distribution, as well as a representation of the
forces between particles are needed [14]. Once these are known, the classical equation of
motion can be solved

mi
d2ri

dt2 = − ∂

∂ri

U(r1, r2,..,rN), (1)

where U(r1, r2, ..., rN) is the potential energy dependent on each individual particle [15].
When this is solved numerically in small time steps, a trajectory of the particles’ coordinates
as a function of time is obtained. From this trajectory, physical properties such as
temperature and pressure can be determined. The simulation system needs to reach
equilibrium before the averaged properties of the trajectory can be determined. The
time in which equilibrium is reached varies for different systems. The results from MD
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simulations can be compared to experimental results since the simulation setup resembles
experimental setup [16].

2.2 Ensembles

Molecular dynamics simulations result in a time evolution of a system. However, the
physical properties of interest are not taken as time averages, but as ensemble averages [10].
Each result from the integration of equation (1) creates a slightly different configuration
of the system with different positions and velocities, which are called ensembles. The
ensemble obtained from solving the classical equation of motion is called a microcanonical
ensemble (NV E), having a constant number of particles (N), volume (V ) and total energy
(E) [14].

In experiments, a system with fixed energy is not possible. The energy of the system
fluctuates and keeping it constant would be rather complicated, which is why the system
is often simulated in the canonical ensemble. In canonical ensemble (NV T ), the number of
particles (N), volume (V ), and temperature (T ) are kept constant. In MD simulations, the
NV T ensemble is obtained by coupling the system to a heat bath. The temperature of the
system is gradually changed with a temperature controlling algorithm called thermostat [13].
Thermostat adjusts the average temperature of the system to meet the desired temperature.
The purpose is not to fix the temperature to a certain value. The temperature of the
system is determined from the average kinetic energy

⟨Ekin⟩ = 1
2(3Natoms − NconstraintkBT ), (2)

where the number of constraints is often three [13]. Since the temperature is equal to
the average kinetic energy, the temperature is controlled to meet the desired temperature
by scaling the velocities [17]. One popular thermostat algorithm is the Nosé-Hoover
thermostat, which is an extended version of the standard Hamiltonian. The algorithm
considers the heat bath to be a direct part of the system by adding an artificial variable s

to the standard Hamiltonian [18]

HNosé = Φ(q) +
∑ p2

2ms2 + (X + 1)kBT ln(s) + p2
s

2Q
, (3)

where s is the time-scale parameter and ps is the conjugate momentum of the variable
s. X is the system’s degree of freedom, ∑ p2

2m
is the kinetic energy term of the normal

Hamiltonian and Φ(q) is the potential energy term [19]. Therefore, the heat bath is
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controlled with the s and ps variables. There are other thermostat algorithms and the
main difference between them is the way the heat bath is considered.

In addition to the canonical ensemble, an isothermal-isobaric (NPT ) ensemble is often
used in MD simulations. In the NPT ensemble, the number of particles (N), pressure
(P ), and temperature (T ) are kept constant. The system is coupled to a pressure bath,
where the pressure is controlled with a barostat algorithm that adjusts the volume of the
system [13]. On the contrary to thermostat algorithms, where velocities are scaled, in
barostat algorithms the positions of the atoms are scaled [13]. With each time step, the
coordinates and box size are rescaled to achieve the desired average pressure. The pressure
for pairwise potentials is defined as

PV = NatomkB
T + 1

3

〈
Natom∑

i<j

rij · fij

〉
M

, (4)

where rij is the position, fij is the force between interacting atoms i and j. It is common
to simulate a system under both NV T and NPT ensembles in order for the simulated
results to correspond with experimental conditions [15].

2.3 Force Field

Finding a suitable force field for a simulation system is a crucial part of molecular dynamic
simulations. Force fields describe the interactions between and within the atoms. It
determines how the coordinates of the atoms depend on the energy of the system [15].
There are multiple different types of force fields available, and with the right choice, the
accuracy and physical meaningfulness of the simulations can be improved. The parameters
for force fields are obtained through experimental methods or from quantum mechanical
calculations [20]. Force fields are based on an assumption, in which the nuclear and
electronic motions are separated because nuclei are significantly heavier than electrons.
This enables the calculation of the system energy based on only the nuclear coordinates [12,
20]. Force fields aim to characterize quantum mechanical problems with classical mechanics
[15]. Typically, a force field includes both intramolecular (bonded) and intermolecular
(non-bonded) terms to describe the potential energy of the system

U =
∑

Ubonded +
∑

Unon-bonded. (5)

This is the potential expressed in equation (1) and the key terms are illustrated in figure 1.
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Figure 1. Descriptive figure of the intramolecular and intermolecular terms in force
field. The figure is based on the book [12].

The bonded terms include bonds, angles as well as torsion and dihedral components
[15]

Ubonded =
∑

bonds

1
2kb(r − r0)2 +

∑
angles

1
2kb(θ − θ0)2 +

∑
dihedrals

Vn

2 [1 + cos(nϕijkl − δ)]

+
∑

impropers

kimp

2 [1 + cos(2ωijkl − π)].
(6)

In equation (6) the first term is bond stretching, which represents the interactions
between bonded atoms. Usually, it is modeled by harmonic potential, where r is the bond
length, r0 is the reference bond length, and kb is the bond force constant. The second
term is angle bending, which is also modeled by a harmonic potential, but in this case,
it depends on the valence angles. The last two terms consist of two types of torsional
potential: dihedral and improper dihedral energies. This potential represents the variation
in energy related to the bond rotation, often expressed as a series expansion of the cosine
function. The height of the potential barrier is Vn, n is the dihedral multiplicity, and δ is
the phase factor. The torsional angle is ϕijkl, which has four consecutive bonded atoms
i-j-k-l involved, as can be seen in the figure 1. The last term is the improper dihedral
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energy, which is used to preserve the planarity of specific atoms, and where kimp is the
force constant, and ω is the improper angle. [17]

The other part of the potential involves the intermolecular terms, or non-bonded terms,
which concern the atoms in different molecules or atoms separated by 3 or more bonds [12].
They include a description for the van der Waals interactions, which model the attraction
and repulsion between two atoms as well as for electrostatic interactions [15]. The van der
Waals potential is most often expressed as the Lennard-Jones 12-6 potential

UvdW = 4ϵ

(σij

rij

)12

−
(

σij

rij

)6
 , (7)

where σ is the separation where the energy between two particles is zero, ϵ is the depth of
the potential well, and rij is the distance between atoms i and j [12]. Even though this
potential is the most popular, there are other potentials available if the Lennard-Jones
potential is not suitable, for example, the Buckingham potential and the Beest Kramer
van Santen (BKS) potential. These are used to model interactions between atoms that are
not bonded. The Buckingham potential is

Uij = Aije
−rij/ρij − Cij

r6
ij

, (8)

where the constants Aij, ρij and Cij are adjusted based on the atom types [17]. The
Buckingham potential replaces the r12 term in the Lennard-Jones 12-6 potential with
an exponential function, which is argued to be more accurate since the electron density
as a function of distance is exponential [13]. However, the exponential term makes it
computationally slower compared to the Lennard-Jones 12 − 6 term. The BKS potential
combines the Buckingham potential with a Coulomb force term

Uij =
(

Aije
−bijrij − Cij

r6
ij

)
+ qiqj

rij

, (9)

where Aij, bij = 1
ρij

and Cij are constants defined for different atom types [21]. The BKS
potential is also called the Buckingham potential-incorporated Coulomb interaction. It
was developed for complex systems involving silicas and aluminophosphates [2].

The other part of the intermolecular term is the electrostatic potential, which is
calculated using Coulomb’s law
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UCoul =
NA∑
i=1

NB∑
j=1

qiqj

4πϵrij

, (10)

where ϵ is the dielectric constant, rij is the distance between nuclei and qi and qj are the
atomic charges. It is the sum of interaction between NA and NB, which are point charges
[12].
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2.4 Integrators

In order to solve the classical equation of motion (1) numerically, several different algorithms
have been invented. Very straightforward way would be to use Taylor expansion for the
positions of the particles ri after a small time step (t + ∆t) [13]

ri(t + ∆t) = ri(t) + ∆t
dri(t)

dt
+ ∆t2

2
dri(t)

dt
+ O(∆t3). (11)

Naturally, the positions of the particles before the current time can be obtained by changing
the sign of the time step (−∆t). Now, if the two versions of the Taylor expansion are
summed, we get an expression for the next position of the particles

ri(t + ∆t) ≈ −ri(t − ∆t) + 2ri(t) + ai(t)∆t2 + O(∆t4), (12)

which means that the next position of the particles after a small time step can be determined
by only knowing the previous position, current position, and the acceleration ai [14]. This
is called the Verlet algorithm. A problem with this algorithm is the addition of large and
small numbers together in the same equation, which can cause numerical inaccuracies.
The truncation error is of order O(∆t4) [17].

The Verlet algorithm does not solve velocities directly, but they can be calculated from

vi(t) = 1
2∆t

[ri(t + ∆t) − ri(t − ∆t)]. (13)

However, velocities are calculated one time step later after the positions are calculated,
so after ri(t + ∆t) has been calculated. This might cause problems with the accuracy of
simulations that are done at constant temperature because the system’s temperature is
dependent on the kinetic energy [13].

Even though velocities are not necessary for solving the equation of motion, they can
be used to calculate certain properties, such as kinetic energy. Therefore, a Velocity-
Verlet algorithm, that includes velocities in addition to the positions, is often used. The
Velocity-Verlet algorithm is [15]

ri(t + ∆t) = ri(t) + vi(t)∆t + 1
2ai(t)∆t2, (14)

vi(t + ∆t) = vi(t) + 1
2[ai(t) + ai(t + ∆t)]∆t. (15)

This way, the positions and velocities of each particle during every step of the simulation
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are known. Velocity-Verlet calculates the positions and velocities at the same time step,
not a one time step later like in the Verlet algorithm. The error term for Velocity-Verlet is
O(∆t2) [17] .

Another algorithm based on the Verlet algorithm is the Leapfrog algorithm [15]

ri(t + ∆t) = ri(t) + vi(t + 1
2∆t)∆t (16)

vi(t + 1
2∆t) = vi(t − 1

2∆t) + ai(t)∆t. (17)

The main difference compared to the original Verlet algorithm is the way velocities are
determined. Velocities are calculated half a time step before the positions so that the
velocities leap over the positions are calculated and then the positions leap over the
velocities [13]. The numerical accuracy of the Leapfrog algorithm is better compared to the
Verlet algorithm but the velocities are not calculated at the same time with the positions.

2.5 Periodic boundary conditions

One of the goals of MD simulations is to model and study macroscopic systems. However,
simulating with a large number of atoms is computationally expensive. With periodic
boundary conditions, it is possible to simulate smaller systems consisting of 103-104 atoms
as if they were bulk material [12]. When simulating systems with a large number of atoms,
the atoms near the edges of the simulation box would be in contact with a surface. Periodic
boundary conditions are used to remove the surface effects and simulate large systems
[22]. With this approach, a small part of the system called the unit cell is replicated in
all directions and the atoms in each replicate have the same positions and velocities as
in the original unit cell [14]. When an atom goes through the surface of the unit cell, it
appears back to the cell from the opposite side. This is portrayed in the figure 2 as a
two-dimensional example.

Periodic boundary conditions are considered when integrating the equations of motion.
If an atom has moved outside of its cell, it needs to be wrapped back inside the cell [22].
This needs to be done after every step of the integration process. Periodic boundary
conditions need to be also considered with atom interactions. Only the atoms that are
within a certain cutoff distance of each other are assumed to interact with the nearest
copy or image of the cell and therefore with the atoms near the opposite side, like in the
figure 2 [14].
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Furthermore, it is crucial to consider periodic boundary conditions during analysis to
ensure realistic results.

Figure 2. Periodic boundary conditions. There is only one original cell (the cell in
the middle), the rest are just replicates of it with the same positions and velocities.
The figure is based on reference [17].
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2.6 Molecular dynamics simulation steps

The first step in performing a molecular dynamics simulation is setting up the system.
First, the initial configuration of the system is created and a target density is set. The
density of the system is controlled by changing the number of atoms and the simulation
box dimensions. Additionally, this step includes selecting a suitable force field to describe
the interactions between and within the molecules, choosing an integrator, and selecting
the ensemble (NV E, NV T, NPT ) in which the simulation is performed. [15]

Before starting the simulations, the system’s energy needs to be minimized. In this
stage, the energy is minimized by adjusting the arrangement of the coordinates. This
ensures that the initial configuration of the atoms is proper, meaning that the system is in
its most stable configuration. This also assures that there is no clashing between atoms.
[12]

The third step is to simulate the system until equilibration is reached. In this step, the
system is simulated at a desired temperature and/or pressure until it reaches equilibrium
[15]. When simulating a system at a high temperature, it is possible to remove the
long-range order of the structure. This is important when performing simulations in the
liquid state since the initial structure is equivalent to a solid crystalline structure [12].

The final step consists of the actual production run, during which the system is allowed
to evolve over a period of time. The forces are computed in small time steps, resulting in
new positions and velocities of the atoms, which are then updated to a trajectory. An
illustrative flow chart of the production run algorithm is shown in figure 3. During the
simulation, important data is collected for further analysis. More often than not, the
gathered data consist of thermodynamic properties, such as energy, temperature, and
pressure. The simulation is typically carried out under NV T or NPT ensemble in order
for the properties to be comparable with real experiments [16].
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Figure 3. Different steps of the MD production run.
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3 Inorganic oxide glasses

Inorganic oxide glasses are a common group of glasses, and the most popular glasses are
silica (SiO2) based, such as soda-lime-silica and borosilicate glass. However, there are also
non-silica based glasses, such as alumina and boron oxide. In this chapter, the structure,
formation, and properties of inorganic oxide glasses are explained. In addition, mechanical
properties and behavior of materials, especially glasses, are explained. A common way
to describe and model the mechanical behavior of materials involves stress and strain,
especially focusing on the relationship between them. By inspecting the stress-strain curve
of a material, different properties, such as elasticity, plasticity, and Young’s modulus can
be studied. Plasticity in glasses differs from crystalline materials, which is why both of
them are discussed. In addition, the radial distribution function is explained because it is
an important way to describe the structure of glass.

3.1 Glass structure and formation

Glass is a solid-like material that has the structure of a liquid [1]. Glasses are considered
to be amorphous solids, which means that they do not have long-range periodic order.
However, glasses have short-range and intermediate-range order, indicating some degree of
order [3]. Moreover, glasses are also isotropic, meaning that they have the same properties
and average packing in all three dimensions.

A common way to make glass is by first heating the material to a certain temperature
(above the melting point), where it is held for a long enough time for the molecules to
start vibrating around their lattice positions, and the crystal structure breaks. This way
the long-range order of the structure is eliminated. Then it is rapidly cooled down to room
temperature to avoid crystallization. This is illustrated in the V − T diagram in figure
4 and the process results in supercooled liquid [3]. If the cooling is not fast enough, the
material will crystallize, as shown in the V − T diagram. As the cooling continues, the
viscosity of the fluid increases, and therefore the motion of the atoms slows down and
the formation of a crystal lattice is prevented [1]. Consequently, the atoms are unable
to arrange themselves into the equilibrium configuration. The smooth curve after the
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supercooled liquid state is called the glass transformation region, and within the region
is a point where the extrapolated lines of glass and supercooled liquid cross, called the
fictive temperature Tf [3]. The fictive temperature is different for each glass, and it means
that the arrangement of atoms is similar as it would be in a liquid state. The transition
from liquid to glass is not sharp like in crystalline materials. After the glass transition
region, the material is considered to be glass and behaves like a solid [1]. In addition,
from the V − T diagram it can be seen that glasses have a larger volume than crystalline
materials and therefore lower density. The fact that atoms in glasses are loosely packed
causes differences in their structural properties compared to crystals, where the atoms are
closely packed.
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Figure 4. Volume-temperature diagram of glass forming. The liquid is heated above
its melting temperature Tm, then rapidly cooled to prevent crystallization, resulting in
the formation of a supercooled liquid. Tf is the fictive temperature and after the glass
transformation region, the liquid is considered to be glass. [5]



27

While glasses do not have an ordered structure like crystals, they have a three-
dimensional network structure, introduced by Zachariasen. The glass network theory is
only applicable for oxide glasses and based on the criteria of the theory, it is possible to
determine whether an oxide can form glass or not. The criteria for glass formation are
(1) an oxygen atom is connected to a maximum of two cations, (2) the amount of oxygen
atoms surrounding cations must be small, (3) oxygen polyhedra share corners rather than
edges or faces, and (4) each oxygen polyhedron must share at least three corners. Every
criterion must be filled in order for an oxide to form glass. However, rule 3 makes sure
that the structure is open and random, which is crucial in the glass structure. Some oxides
that fill these criteria and have been prepared in the glassy state are SiO2, GeO2, P2O5,
and B2O3. [23]

Essentially, this theory proposes that glasses have short-range order and they have a
three-dimensional network structure. An example of a glass structure, illustrating the lack
of long-range order in glasses, is presented in figure 5. Furthermore, the figure demonstrates
the change in bond angles and bond lengths between glass and crystal structures. The
disorder in glasses comes from the varying lengths and angles of the bonds [1]. The glass
network usually consists of tetrahedra or triangle-shaped building blocks that are connected
by bridging and non-bridging bonds [3]. The shape of the building block is determined by
the coordination number of the cation. For example, boron oxide (coordination number 3)
has a triangular structure in a glassy state and the oxygen atoms form oxygen triangles
that surround the boron atoms. Silica has a coordination number of 4 and therefore has
a tetrahedral structure. Both boron oxide and silica are considered to be good network
formers, which means that they can form glass by themselves. In addition to the criteria
by Zachariasen, glass forming ability is considered to be dependent on the bond strength
and bond types [1]. In the process of glass making, strong bonds restrict the atoms in
the liquid state from returning back to the crystal structure. Purely ionic bonds are
non-directional, which makes the formation of the glass network difficult. On the other
hand, covalent bonds limit the bond angles to precise positions, which makes the network
more periodic. Thus, good glass formers have bonds that are partially ionic and partially
covalent [1].

Not all oxides can form glass by themselves. The type of oxides that cannot act as
network formers are called modifiers. They can be added to glass to modify the network
structure. For example, MgO, Na2O, and Li2O are modifiers. When a network modifier
is added, the glass transformation temperature is lowered. In addition, some oxides can
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act both as network formers and as network modifiers. These types of oxides are called
intermediates, which include Al2O3 ZnO and PbO2. [3]

In addition to short-range order, some glasses might also have intermediate range
order [3]. The order can extend from the basic building blocks to a larger area. This
explains the connection between the building blocks and whether they form rings or
other intermediate units. For example, boron oxide shows sharp peaks in vibrational
spectroscopic experiments, indicating a large fraction of boroxol rings [24].

Figure 5. Two-dimensional example of the difference between crystal and glass
structure. On the left is the crystal structure of solid boron oxide. On the right is the
amorphous structure of boron oxide. [23]

3.2 Stress-strain behavior

Stress can be defined as the force acting on an object divided by its cross-sectional area

σ = F

A
, (18)

where σ is engineering stress, F is force and A is cross-sectional area. Stress causes an
object to deform, and the deformation is measured by strain, which can be defined by the
change in length divided by the original length
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ϵ = l − l0
l0

, (19)

where ϵ is engineering strain, l is the length of the material after stress is applied, and l0

is the initial length. Therefore, strain measures the deformation of a material compared to
its original size. [6]

σx

σxy

σxy

σx

σy

σz

Figure 6. The box on the left is subjected to uniaxial stress and the box on the right
is subjected to triaxial stress. The box on the bottom is subjected to shear stress. [1].

Three common types of stress are uniaxial stress, triaxial stress, and shear stress, and
these can be seen in figure 6. Uniaxial stress can be tensile or compressive and it occurs
only in one dimension σx, σy or σz. On the right in the figure 6 a rectangular box is
subjected to triaxial stress σx, σy and σz in all three dimensions. An object can also be
subjected to shear stress σxy if the force is parallel to the plane of the object. [1]

Observing the relationship between stress and strain provides information about the
deformation of the material. In figure 7 is a stress-strain curve, where the linear part (A)
in the beginning represents the elastic region of the material. Elasticity means that the
material can return to its original size after stress is removed. When stress is applied to a
material, the bonds between atoms stretch and bend but the deformation is not permanent
[6].
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Figure 7. Stress strain curve of a ductile material. Elastic region (A), yield strength
(B), plastic region (C), ultimate strength (D) and fracture (E).

The part in the stress-strain curve where the elastic region ends and plastic region
starts (B), is called yield strength, which leaves a permanent strain of 0.002 when stress
is removed. After this, plastic deformation starts (C). In the plastic region, the material
undergoes irreversible deformation. This means that the atoms may gain new neighboring
atoms and they settle in stable configuration with the new atoms around them [25]. Plastic
deformation in solids happens through slip, which is caused by a defected plane/line of
atoms, called dislocations, sliding over each other [26]. The plane containing dislocations
is called the slip plane and the direction of the slip is the same as the direction of the
dislocations [6]. In order for the slip planes to move, stress needs to be applied and the
amount of stress depends on the crystal structure.

The larger the plastic region, the more ductile the material is. On the other hand,
materials that are brittle exhibit hardly any plastic deformation [25]. Most ceramic
materials, such as glasses, do not typically deform plastically, therefore they fracture
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directly after the elastic deformation ends [1]. This is due to the strong ceramic/ionic
bonds in glasses [7]. Moreover, glasses have small cracks and flaws on their surfaces, which
also makes them brittle when stress is applied [25]. Stress is concentrated on the flaws,
which then causes fracture. Because of the amorphous structure, glasses do not have
similar dislocation planes as in crystalline structures. Therefore, the plasticity mechanism
is different in amorphous materials compared to crystalline solids [1]. While glasses do not
have dislocation planes, they have singular bonds that can break during the deformation
process and then almost immediately form new bonds [7]. This phenomenon is called bond
switching, during which atoms may also gain/lose neighboring atoms.

The maximum of the curve (D) is the ultimate strength or the tensile strength of the
material. It is the maximum stress that the material can withstand. In other words, it
describes how much the material can resist deformation. After the ultimate strength is
reached, the cross-sectional area of the material starts to reduce. This is called necking
which happens in ductile materials. After necking the material will fracture (E). [25]

Observing the stress-strain curve allows determination of various other properties, such
as Young’s modulus and Poisson’s ratio. Young’s modulus, also known as the elastic
modulus, represents the ratio between tensile/compressive stress σ and tensile/compressive
strain ϵ [6]. It is the slope of the linear part of the stress-strain curve in the figure 7. It
is a measure of the strength of the material. The higher Young’s modulus, the stronger
the chemical bonds are [25]. For example, a diamond has Young’s modulus of 1000 GPa,
whereas for inorganic glasses it is 10 − 200 GPa [3]. There are a few reasons why Young’s
modulus varies with different glasses. One is the glass transition temperature. The higher
the glass transition temperature, the higher the Young’s modulus [3]. Another reason is
the amount of non-bridging oxygens in the glass structure. A high amount of non-bridging
oxygens makes the glass network more disordered, making the structure prone to atom
displacements and the material more ductile [3].

Poisson’s ratio can be determined by dividing the lateral strain by the axial strain

ν = − ϵl

ϵa
, (20)

where ϵl is the lateral strain and ϵa is the axial strain. Therefore Poisson’s ratio represents
the deformation in the lateral direction when tensile or compressive strain is applied.
In rare cases, Poisson’s ratio can be negative, which means that when the material is
stretched, the cross-sectional area expands. For oxide glasses, the Poisson’s ratio is often
between 0.2 and 0.3. A higher Poisson’s ratio means that the material has high elasticity
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and does not fracture easily. [3]

3.3 Radial distribution function

The radial distribution function (RDF), sometimes called pair correlation function g(r), is
a useful way to obtain structural information on amorphous materials due to their lack of
long-range order [22]. The radial distribution function is the probability of finding a particle
at a distance r from another particle. This way average distances and arrangements of the
atoms can be determined in disordered systems. RDF can be measured experimentally
through x-ray diffraction and the results can be compared to simulated results [14]. The
radial distribution function is determined as the following

g(r) = ρ−2
〈∑

i

∑
j ̸=i

δ(ri)δ(rj − r)
〉

= V

N2

〈∑
i

∑
j ̸=i

δ(r − rij)
〉

(21)

where ρ is the density, N is the total number of atoms, V is the volume of the spherical
shell and δ is Dirac delta [2]. The radial distribution function can be calculated for the
whole system or element wise. This way the pairwise distance between different elements
can be determined.

Considering the scenario in figure 8 (a), the reference atom in the center has a spherical
shell around it, with a distance r to another atom and width (∆r) and the volume of the
shell is 4πr2∆r. The number of atoms within the sphere is 4πr2ρg(r) [10]. By integrating
this between the lower and upper limits of r, the number of neighbors for an atom is
obtained. This way the coordination number can be determined.

The atoms within the first sphere correspond to the first peak in figure 8 (b). These
atoms are the nearest neighbors of the reference atom and the second peak corresponds
to the second sphere. The first peak is the sharpest, and the number of atoms found in
the other spheres decreases as the distance r increases. At larger distances, g(r) −→ 1
because glasses do not have long-range order, and g(r) = 0 at short distances because of
the strong repulsive forces between atoms. The peaks do not have precise intervals as in
crystalline solids because the atoms are loosely packed in glasses. The radial distribution
function of glass resembles the structure of a liquid. [1]

Computationally RDF is determined by first calculating the pair-wise distances between
all atoms. Only the distances that are within a specified cutoff distance, usually half of the
box length, are considered. At larger distances, there are no interactions between atoms,
and problems with periodic images might come up [22]. Then, the number of distances
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that are between r and r + ∆r are stored. From these values, a histogram is made as a
function of distance, and the values are normalized with the volume of the spherical shell
and density. Normalization assures that with large distances g(r) −→ 1.

Figure 8. Descriptive figure of the radial distribution function. (A) atoms inside the
first blues sphere correspond to the first peak of the radial distribution function in
(B).
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4 Computational Methods

In this chapter, the creation of the initial simulation structure as well as the simulations
are explained. All MD simulations were performed on CSC – IT Center for Science
supercomputer Mahti. Mahti has 1404 CPU nodes and 24 GPU nodes available, and
these simulations were performed with 20 nodes and using all 128 cores in the node. The
molecular dynamics simulations were performed with a Large-scale Atomistic/Molecular
Parallel Simulator (LAMMPS), which is a classical molecular dynamics simulation code
with a focus on material modeling [27]. LAMMPS is written in C++ and is designed to
run on parallel machines.

4.1 Initial structure

In all of the simulations, the Nosé-Hoover thermostat and barostat were used when needed.
Periodic boundary conditions are used throughout the simulations. The timestep for every
simulation step was 1 fs and the Velocity-Verlet algorithm was used. The potential used
was the BKS potential, which is the Buckingham potential with a Coulomb force term.
The parameters of the BKS potential are shown in table 1 and the parameters A, ρ and C

determine the narrowness of the potential [2].

Table 1. Van Beest, Kramer and van Santen (BKS) potential parameters for boron
(B) and oxygen (O) [2].

pair A(kcal/mol) ρ (Å) C (kcal Å6 mol −1)
B-B 2785.3 0.35 0.0
B-O 101323.7 0.17 0.0
O-O 207621.69 0.265 1955.7383
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The amorphous boron oxide structure was prepared with a rectangular lattice with
lattice vectors a = 4.760200, b = 8.244908, and c = 12.993300. The generated structure
consisted of 1319760 atoms, with the lattice vectors repeated in all three dimensions,
forming a simulation box with equal lengths of Lx = Ly = Lz = 25 nm. Energy
minimization was performed on the system with the steepest descent algorithm. This
ensured that the system’s configurations were in a local potential energy minimum and
prevented the overlapping of atoms.

Initially, the structure was in a crystalline form. Therefore, the structure was simulated
at 3000 K in NV T ensemble, where it was equilibrated for 200 ps in order to eliminate the
periodicity of the glass structure. After the structure was equilibrated at 3000 K, it was
cooled down to 2000 K in NV T ensemble within 200 ps. The structure was then cooled
further down to 1000 K in the NV T ensemble. At a temperature of 1000 K, the structure
was equilibrated for 200 ps in NPT ensemble by coupling a Nosé-Hoover barostat to the
system. This was done to control the pressure of the system. Then, the temperature was
lowered to 300 K over a timespan of 1 ns in the NPT ensemble. With the used timestep
and cooling time, the cooling rate was 5 K/ps. At 300 K the system was equilibrated
at 1 atm pressure for an additional 200 ps. At a temperature of 300 K, the box lengths
had expanded to 26 nm in each direction and the density was 1.73 g/cm3. This way the
structure was in amorphous form at room temperature. In figure 9 is the initial structure
in amorphous form and also a closer view of the atomic arrangement of vitreous boron
oxide.
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Figure 9. On the left is the initial simulation box of boron oxide at 300 K in
amorphous form and on the right is a closer image of the atomic structure.

4.2 Tensile simulations

In the next phase, a tensile stress was applied separately to each dimension of the simulation
box. Each result of the tensile simulation is slightly different due to the amorphous structure
of glass. Therefore, the results are averaged to obtain more reliable information on the
deformation.

The initial cubic box had a length of 26 nm on each side. The temperature was kept at
300 K and uniaxial stress was applied to one side, while the other two were kept at 1 atm
pressure with a barostat. This was repeated for x, y, and z directions separately, so in
total three different tensile simulations were performed. In LAMMPS, tensile deformation
is achieved by adjusting the size of the box with each timestep. The engineering rate is
defined as the velocity over the initial length. With the original box length set to 260 Å, a
50% tensile strain over a timespan of 1 ns corresponds to a rate of change of 0.000130 Å/fs.
This rate of change represents the rate at which the length of the simulation box deforms,
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resulting in an engineering strain rate of 0.5 × 109 1/s. Figure 10 shows the simulation
box before and after the deformation. At the end, the strained side had a length of 39 nm,
while the other two sides were approximately 21.7 nm long.

Figure 10. On the left is the cubic simulation box with all lengths equal to 26 nm.
On the right is the simulation box after the 50% tensile strain (in the z-direction).
The side that had been subjected to tensile stress had a length of 39 nm and the other
two sides had a length of approximately 21.7 nm.
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5 Results

In this chapter the results from the molecular dynamics simulations are presented. Data
visualization and analysis tool Ovito was used to calculate the radial distribution function
and non-affine squared displacement D2

min. Results for the stress-strain curve, evolution of
the coordination number, and bond angle distribution are also presented.

5.1 Stress vs strain behavior

The stress-strain curve of all three simulations is in figure 11.
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Figure 11. Stress strain curve of all three tensile test simulations. B2O3 deforms
elastically up to approximately 8 − 10%, ultimate stress is at 2.6 GPa.

The linear part is the elastic region, and the slope is 25.3 GPa, which is the Young’s
modulus. The ultimate strength is the highest point of the curve, which is 2.6 GPa and it
occurs when the structure has deformed approximately 18%. The curve shows that boron
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oxide has plasticity in the tensile tests, and no fracture in any of the three simulations.
Poisson’s ratio was determined from the tensile deformation, which was 0.33 and falls into
the typical range for oxide glasses, although it is at the upper end of that range.

The density change during the tensile strain is in figure 12. It can be seen, that
the change in density corresponds to the part in the stress-strain curve, where plastic
deformation is considered to begin.
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Figure 12. Average density as a function of strain.
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5.2 Radial distribution function

The radial distribution function was calculated with Ovito [28]. Useful information on
the deformation of the system can be obtained when inspecting the beginning of the
simulation and the end of the simulation. The radial distribution function is presented
in figure 13, which includes the average of three tensile simulations at the beginning and
end of the tensile simulation. As seen in the figure, the structure of boron oxide remains
approximately the same at the beginning and end of the deformation.
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Figure 13. Radial distribution function. First and last 6% of the data are plotted.
No noticeable difference in the structure between the start and end of the simulation.

There are no notable shifts in any of the peaks. The results show that the first peak
(B-O) is at 1.53 Å and the first B-B peak is at 2.98 Å and the first O-O peak is at 2.63 Å.
There is one other distinct peak for B-O at 4.13 Å. The cut-off radius was then determined
to be 1.9 Å from the first minimum of the B-O g(r). This means, that all atoms that were
within 1.9 Å from each other were considered bonded, and therefore neighboring atoms.
The peaks for O-O and B-B bonds are clearly separated from the B-O peak, which is why
the cutoff of 1.9 Å can be used for all bonded atoms. At larger distances g(r) −→ 1, which
is why the relevant part in terms of analysis is up to 5 Å. In Appendix A is the radial
distribution function up to 10 Å.
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5.3 Coordination number analysis

Coordination number (CN) was calculated for each tensile simulation using the cut-off
radius determined from the radial distribution function. For this, all pairwise distances
between atoms were calculated with a Fortran code, and if the distance between two
atoms was within 1.9 Å, they were considered neighboring atoms. Periodic boundary
conditions were considered in the calculations. Moreover, information about each atom’s
neighbors was collected for further analysis, meaning that the atom ID of every neighboring
atom was saved. The evolution of the coordination number was analysed throughout
each tensile simulation and was divided into four categories; increased CN, decreased CN,
unchanged CN with the same neighboring atoms, and unchanged CN but at least one of
the neighboring atoms changed.
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Figure 14. Coordination number (CN) analysis. The fraction of increased/decreased
coordination numbers is less than 1%, the fraction of unchanged CN and neighbors is
55%, and the fraction of unchanged CN with at least one new neighboring atom is
44%.
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The change in the coordination number is in figure 14 and it shows that the fraction
of increased coordination number was 0.25% and the fraction of decreased coordination
number was 0.7%. This means that throughout the tensile simulation, each atom had
approximately the same number of neighboring atoms. At the end of the simulation,
approximately 55% of the atoms had unchanged coordination numbers and the same
neighbors, and 44% had unchanged coordination numbers but different neighboring atoms.

Further analysis with the coordination numbers was carried out, this time by tracking
the most common coordination numbers for boron and oxygen, which were 3-coordinated
for boron and 2-coordinated for oxygen. In figure 15 it can be seen that the fraction
of 3-coordinated boron and 2-coordinated oxygen atoms are approximately 99% of the
respective boron and oxygen atoms. A slight change (0.5%) in the coordination number of
both boron and oxygen occurs as the tensile strain progresses. Furthermore, the fraction of
2-coordinated boron and 3-coordinated oxygen atoms were also calculated and can also be
seen in the same figure, and the amounts were 0.25% and 0.7% respectively. In addition,
4-coordinated boron and oxygen atoms were also calculated, but the amounts were zero,
which was expected from the high amount of 3-coordinated and 2-coordinated boron and
oxygen atoms.
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Figure 15. The evolution of 3-coordinated and 2-coordinated boron atoms and
2-coordinated and 3-coordinated oxygen atoms during the tensile simulation.
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5.4 Bond angle distribution

The bond angle distribution was calculated with a Fortran code and the distributions of
the O-B-O and B-O-B bonds are shown in figure 16. O-B-O bond angle distribution has
a sharp peak at 120◦, which comes from the planar structure of boron oxide. There are
no other peaks in the O-B-O distribution. B-O-B bond angle has a wide peak at 155◦,
indicating a more fluctuating bond angle distribution.
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Figure 16. Averaged bond angle distribution for the O-B-O and B-O-B bond angle
distributions from all three tensile simulations. O-B-O angle has a peak at 120◦ and
B-O-B has a peak at 155◦. The O-B-O peak is sharper than the B-O-B peak.
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5.5 Non-affine squared displacement

Plasticity in amorphous materials occurs in smaller regions and can be determined and
visualized by calculating the non-affine squared displacement ( D2

min) by Falk & Langer
[29]. D2

min was calculated with Ovito, and the periodic boundary conditions are considered
by using an extended XYZ file. This way the changes in the box lengths were also taken
into account. The cutoff radius for D2

min is supposed to be 2.5 times the first maximum of
g(r), so in this case it was 3.8 Å. The reference configuration is the first frame, meaning
that the cumulative D2

min is calculated and visualized. In figure 17 the red areas are the
atoms that have below average D2

min and the blue areas have above average D2
min. This

means that the red areas have experienced minimal plasticity and the blue areas have
experienced extensive plasticity. The visualization of the D2

min shows that plasticity occurs
in random regions and not in specific patterns. At the beginning of the simulation, the
atoms have not deformed irreversibly, which is why there are very few white regions. As
the tensile strain progresses, white and blue areas start to appear randomly, meaning that
irreversible deformation has occurred.
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Figure 17. Cumulative non-affine squared displacement D2
min in different stages of

the tensile simulation. Red areas are below average D2
min and blue areas are above

average D2
min.
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In figure 18 is the cumulative distribution of D2
min at 0.5 strain. It can be seen that

most of the atoms have relatively low D2
min values, which is reasonable considering the

visualization in figure 17 showing few areas of high plasticity.
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Figure 18. Cumulative non-affine squared displacement D2
min at 0.5 strain. Atoms

with red values are below average D2
min and atoms above average D2

min are blue. The
white area is the average D2

min at 0.5 strain, which was 111Å2. The rest of the atoms
above the average are also in blue.

5.6 Boroxol rings

The number of different membered boroxol rings was calculated throughout the entire
simulation. The atoms were considered to be part of a ring if they formed a closed loop
where each atom was connected to the next atom. This was done by analyzing the neighbor
list of each atom and looking for atoms that were connected to each other. A ring was
identified if the last atom had the initial atom as a neighboring atom. This was done for
4-, 6-, 8-, and 10-membered rings, and the results are presented in figure 19.



47

The average number of 4-membered rings throughout the entire simulation was ap-
proximately 6.6, and for 6-membered rings it was 117.
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Figure 19. The number of different membered rings throughout the tensile simulation.

The number of 4-membered and 6-membered rings is low, and as the ring size grows,
the number of 8-membered and 10-membered rings increases. One reason for this is
the fact that an atom was allowed to belong to more than one ring. This means that a
4-membered ring and a 6-membered ring that share atoms are counted as one 10-membered
ring. However, this is only the case with larger rings. Such cases are rare, because there
are not many 4-membered or 6-membered rings, which means that even if they are also
calculated as 10-membered rings, they will not increase the number of 10-membered rings
significantly. Figure 20 illustrates a couple of these rings that share atoms. In the same
figure is also an 8-membered ring and the majority of the rings were these sorts of rings.
Some were more planar than others. One other possible reason for the increase in the
larger rings is that as the structure deforms, the weak van der Waals bonds connecting
the BO3 units are able to deform in a way that larger rings are formed. Furthermore,
bond switching might also cause the formation of larger rings because the increase in the
number of rings begins where the plastic deformation starts.
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Figure 20. Different 8-membered rings found in the structure. Oxygen atoms are
red and boron atoms are light pink. The ring on the left is the most common type of
ring in the structure, and it is bending slightly out of the plane. The two other rings
are examples of rings that share atoms.
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6 Discussion

To measure the elastic deformation, Young’s modulus was calculated, and it was 25.3
GPa which is quite a low value for glass. This is due to the structure of boron oxide,
which consists of corner-sharing BO3 triangles that are connected by bridging oxygens.
Corner-sharing BO3 triangles are considered to form a more fluid structure compared to
tetrahedral-shaped building blocks, such as SiO4, where they are connected at all four
corners [1]. Because the fluidity is higher with triangle-shaped building blocks, it is natural
that Young’s modulus is low for boron oxide. In addition to the triangle-shaped building
blocks, the dimensionality of boron oxide plays a part in the fluidity of the structure.
Boron oxide does not have a proper three-dimensional structure since the basic building
blocks are planar BO3 triangles [3]. This means that the bonds outside the planes are
fragile, and the primary bonds are only within these planes. The bonds in the third
dimension can easily break, allowing for easier disruption of the structure. Therefore,
Young’s modulus increases as the dimensionality changes from a chain structure to a
proper three-dimensional structure [3]. Furthermore, boron oxide has a low glass transition
temperature (260◦C), which also explains the low Young’s modulus. Low glass transition
temperature indicates low Young’s modulus [3].

The dimensionality can also explain the low ultimate stress of boron oxide, which
was approximately 2.6 GPa. Because of the low ultimate stress, boron oxide can not
withstand high stress and starts to deform when relatively low stress is applied. For
comparison, aluminum oxide has an ultimate stress of 7 GPa and for silica it ranges from
11 − 17 GPa, depending on the quenching pressure [8]. For example, in silica, the proper
three-dimensional structure increases viscosity, and therefore larger amounts of bonds need
to be broken and reformed to increase fluidity. In boron oxide, the bonds outside of the
planar structure are weak van der Waals bonds, meaning that fewer primary bonds need
to be broken and reformed in order for the structure to have lower viscosity. The weaker
bonds outweigh the strong bonds, which further increases the distortion of the structure
[3]. Of all these three oxides, boron oxide is the most elastic and has the lowest ultimate
stress. Furthermore, the higher Poisson’s ratio for boron oxide (0.33) indicates that it
exhibits a large elastic deformation. In contrast, Poisson’s ratio for aluminum oxide is
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0.297 [4].

Based on the high elasticity of boron oxide and the lack of proper three-dimensional
structure, it seems that as stress is applied, the structure starts to unfold in a similar
way that a crumbled paper would unfold. This could explain the high elasticity since the
structure is still able to return back to the "crumbled" form. Once this is not possible,
plastic deformation starts. However, specific analysis for this was not done in this thesis
but it would be useful to do in the future. Especially how the bonds outside of the planar
structure move and how the torsion angles change.

The planar structure in boron oxide can be easily observed in the bond angle distribution
in figure 16. The bond angle distribution for O-B-O has a sharp peak only at 120◦, which
confirms the planar structure of boron oxide. Boron oxide is known for its strong chemical
order of O-B-O bonds, which explains why there are no other peaks in the distribution
and also the narrowness of the peak [24]. The planarity of the structure could be further
analysed by calculating the improper torsional angles and visualizing them.

In addition, the distribution of B-O-B bond angles was also calculated. These are the
bonds that connect the BO3 building blocks and cause the bending and twisting outside of
the planar structure [3]. For larger rings, the B-O-B angle is known to be over 130◦, and for
smaller rings, such as 6-membered, it is 120◦ [30]. There is a wide peak at 155◦ for B-O-B
bond angles. This suggests the presence of larger rings that distort the planar structure.
The distribution for B-O-B angles is quite wide, which makes sense considering that these
angles can differ substantially within larger rings. In 6-membered rings, both B-O-B and
O-B-O bond angles would be strictly 120◦, resulting in a planar ring. The absence of a
peak at 120◦ for B-O-B bonds suggests a lack of a notable number of 6-membered rings.
Although experiments show a large fraction of 6-membered boroxol rings, MD simulations
have not been able to produce such results [24]. The number of boroxol rings obtained
from MD simulations does not have precise and consistent values in literature. On this
note, the number of 6-membered rings found in this structure was low. One reason for this
might be that the force field used was not accurate for this purpose. However, a larger
amount of 8-membered and 10-membered rings were found. This is in agreement with the
B-O-B bond angle distribution.

The plastic deformation observed in the stress-strain curve was studied by calculating
the change in the coordination number throughout the tensile simulation. At the end of the
tensile simulation, the vast majority of the atoms had an unchanged coordination number.
This means that the atoms had to switch bonds in order to remain in their preferred
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coordination and also to avoid fracture. The weaker bonds outside of the planar structure
are more prone to disruption and from the figure 15 it can be seen that the fractions
for 2-coordinated and 3-coordinated oxygens varied slightly more than the respective
coordinates for boron atoms. The bonds that have oxygen atoms in the center are the
bonds that twist the structure out of the plane. Since the weak bonds outweigh the
primary bonds, it is natural that also the bond angles that have boron as a center atom
start to distort, which promotes plastic deformation.

Bond switching analysis has been done for aluminum oxide by Frankberg et al.[4],
where a cubic box of aluminum oxide was subjected to 50% tensile stress, and at the
end around 55% of the atoms had at least one new neighboring atom, which means that
bond switching occurs more in aluminum oxide compared to boron oxide. One of the
reasons for this is the different structures, as aluminum oxide is considered to be almost
always in a tetrahedral shape and has a proper three-dimensional structure [3]. However,
according to the results of Frankberg et al. around 70 − 75% of the aluminum atoms
were 4-coordinated, which is less than the amount of 3-coordinated borons in boron oxide.
Because aluminum atoms can have other coordination numbers, it is natural that the
fraction of increased/decreased coordination numbers was higher compared to boron oxide.
For aluminum oxide, at the end of the simulation around 20% of the atoms had decreased
coordination number and around 18% of the atoms had increased coordination number.

Another difference is that in aluminum oxide, only approximately 10% of the atoms
remained in the same coordination number and had the same neighboring atoms, which
is quite different from boron oxide. In boron oxide, over half of the atoms remained in
the same coordination number and had the same neighboring atoms. Still, both of them
show a similar amount of plasticity. The main difference is the amount of bond switching.
Boron oxide was able to deform plastically while remaining in the original coordination
numbers and thus required less bond switching since the BO3 building blocks are not
easily broken. Therefore the flexible van der Waals bonds connecting the building blocks
allow the deformation. Aluminum oxide requires more bond switching in order to deform
plastically since the proper three-dimensional structure means that more bonds need to be
broken and reformed. Moreover, the local deformation in boron oxide was not as drastic
as in aluminum oxide. This can also be confirmed by comparing the non-affine squared
displacements, where for aluminum oxide the average cumulative D2

min ≈ 500Å2 at 0.5
strain [4], and for boron oxide D2

min ≈ 111Å2 at 0.5 strain. The lower value means the the
atoms had not deviated much from the original structure.
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In addition, similar simulations have been done for silica. Silica has not shown plasticity
to the same extent as aluminum oxide [4, 8]. As mentioned earlier, silica has a much higher
ultimate stress compared to boron oxide and aluminum oxide, which are able to deform
plastically without a fracture. Moreover, the activation energy for breaking a boron-oxygen
bond is lower compared to silicon-oxygen bond, meaning that bond switching can not
happen as easily in silica glass as in boron oxide glass, which could explain their different
mechanical behavior [4, 30].

Finally, it is important to mention that MD simulations, like all computational methods,
are based on assumptions. Therefore, it is good to keep this in mind when interpreting
the results. Probably the biggest cause of inaccuracies in MD is the potential model used.
Fortunately, the BKS potential used here has been shown to produce accurate densities
and Young’s modulus values that match experimental data for boron oxide [2].
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7 Conclusions

The mechanical properties of boron oxide were studied with classical molecular dynamics
simulations. Uniaxial tensile stress was applied to a cubic box containing 1.3 million atoms
at room temperature. No fracture was observed up to 50% tensile strain, therefore boron
oxide shows signs of plastic deformation. The plastic deformation occurred because of
bond switching and the lack of a proper three-dimensional structure. At the end, around
44% of the atoms had at least one new neighboring atom, thus a considerable amount
of bond switching had occurred. The structure of boron oxide was found to be rigid,
which caused the coordination numbers to remain the same throughout the simulation
even though bond switching occurred. Consequently, there was hardly any difference in
the coordination numbers of 3-coordinated boron atoms and 2-coordinated oxygen atoms.
The weak van der Waals bonds connecting the planar BO3 units allowed the structure to
deform plastically while remaining in the same coordination numbers.

The plastic events occurred in small regions randomly throughout the tensile simulation,
increasing towards the end. However, on average, the atoms had not undergone extensive
plastic deformation because they remained mostly in their original coordination numbers,
and over half of the atoms even had the same neighboring atoms at the end of the
simulation. These random plastic events are expected because plasticity in glasses does
not occur in dislocation planes, as in crystalline solids. The plasticity observed in boron
oxide falls within a similar range as in aluminum oxide, but the structural differences
explain why there is less bond switching in boron oxide. Moreover, boron oxide shows
greater ductility compared to silica, which is another common glass former.

The lack of a proper three-dimensional structure was found to be the reason for the
surprisingly low Young’s modulus, which was 25.3 GPa. Triangle-shaped building blocks
allow for easier disruption of the structure and increase fluidity. Furthermore, the low
ultimate stress indicates that the structure can be easily disrupted and unfolded from the
original structure, and therefore experiences large elastic deformation.

Potential future simulations could include studying the tensile and compressive de-
formation of boron oxide nanopillars. Furthermore, investigating larger planar rings and
their torsion angles could give valuable information on how the structure of boron oxide
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unfolds from a "crumbled paper"-like structure to a flatter structure.
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A Radial distribution function 10 Å
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Figure 21. Radial distribution up to 10 Å.
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