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Solving problems that involve considering multiple conflicting objective func-
tions simultaneously is called multiobjective optimisation. Multiple mathemati-
cally equally good solutions can be found to these problems. These solutions are 
called Pareto optimal solutions. In order to choose one of these solutions as the 
final solution of the multiobjective optimisation problem considered, more infor-
mation is required. This information is acquired from a decision-maker. The de-
cision-maker is assumed to be an expert regarding the optimisation problem to 
be solved, and preference information provided by them is exploited to generate 
solutions that fit the decision maker’s preferences. Multiobjective optimisation 
methods can be classified based on how the preference information is given. 
Methods where preference information is given progressively during the deci-
sion process are called interactive methods. Interactive methods repeat steps of 
the solution process until the decision-maker is satisfied and confident about the 
final solution. Interactive methods place a significant role on the decision-maker 
in solving the multiobjective optimisation problem. Despite the importance of the 
decision-maker, the literature lacks a validated measurement instrument to help 
develop and improve interactive methods to better match the needs and con-
straints of the decision-maker. The goal of this thesis was to examine whether 
research data from a previous study can be utilised to form a reliable scale or 
scales to assess interactive multiobjective optimisation methods. Principal com-
ponent analysis was conducted to identify the components from the research 
data (N = 164). Three components were found: Cognitive load, Satisfaction and 
Decision-making support. Each component was calculated into a sum variable 
and their internal consistency was evaluated using Cronbach’s alpha. Cronbach’s 
alpha values were at an acceptable level. The correlations between the compo-
nents indicate that they measure distinct constructs of interaction between the 
decision-maker and the interactive multiobjective optimisation methods and are 
therefore best utilised as individual scales. More research is needed in order to 
evaluate the validity of these scales. 

Keywords: multiobjective optimisation, interactive multiobjective optimisation 
methods, decision-maker, scale development, principal component analysis 
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Monitavoiteoptimointi on ongelmanratkaisua, jossa tulee yhtäaikaisesti ottaa 
huomioon useampi keskenään ristiriidassa oleva tavoitefunktio. Monitavoiteop-
timoinnin ongelmiin on löydettävissä useita matemaattisesti keskenään yhtä hy-
viä ratkaisuja. Näitä ratkaisuja kutsutaan Pareto-optimaalisiksi ratkaisuiksi. Li-
sätietoa tarvitaan, jotta jokin näistä ratkaisuista voitaisiin valita ratkaistavan mo-
nitavoiteoptimointiongelman lopulliseksi ratkaisuksi. Tämä lisätieto saadaan 
päätöksentekijältä. Päätöksentekijän, jonka oletetaan olevan ratkaistavan moni-
tavoiteoptimointiongelman asiantuntija, tarjoamaa preferenssitietoa hyödynne-
tään hänen preferensseihinsä sopivien vastausten luomiseksi. Monitavoiteopti-
mointimenetelmiä on useita erilaisia, ja ne voidaan luokitella sen mukaan, miten 
preferenssitietoa annetaan. Vuorovaikutteisissa monitavoiteoptimointimenetel-
missä päätöksentekijä antaa preferenssitietoa pikkuhiljaa, ohjaten samalla pää-
töksentekoprosessia, kunnes hän on tyytyväinen lopulliseen ratkaisuun. Päätök-
sentekijällä on tärkeä rooli sopivan ratkaisun löytämisessä, mutta alalta puuttuu 
validoitu mittari, jonka avulla voitaisiin paremmin tutkia päätöksentekijää sekä 
päätöksentekoa vuorovaikutteisia monitavoiteoptimoinnin menetelmiä käytettä-
essä. Tässä tutkimuksessa oli tavoitteena selvittää, voiko aiemmasta tutkimus-
materiaalista koostaa luotettavan mittarin tai mittareita, joilla voitaisiin arvioida 
vuorovaikutteisia monitavoiteoptimoinnin menetelmiä. Tutkimusdatan (N = 164) 
analysoinnissa hyödynnettiin pääkomponenttianalyysiä, jonka avulla tunnistet-
tiin datasta löytyvät kolme komponenttia. Nämä kolme komponenttia nimettiin 
seuraavasti: Kognitiivinen kuormitus, Tyytyväisyys, ja Päätöksenteon tukemi-
nen. Komponenteista laskettiin keskiarvosummamuuttujat, joiden sisäinen kon-
sistenssi tarkastettiin Cronbachin alfan avulla. Komponenttien väliset korre-
laatiot osoittavat, että ne mittaavat päätöksentekijän ja interaktiivisen monitavoi-
teoptimointimenetelmän välisen vuorovaikutuksen erillisiä osa-alueita, ja ovat 
täten parhaiten hyödynnettävissä yksittäisinä mittareina. Mittareiden validitee-
tin arviointi vaatii jatkotutkimusta. 

Asiasanat: monitavoiteoptimointi, interaktiiviset 
monitavoiteoptimointimenetelmät, päätöksentekijä, mittarin kehitys, 
pääkomponenttianalyysi 
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Real-world optimisation problems usually require consideration of different con-
flicting objectives. Multiobjective optimisation refers to problem-solving where 
multiple conflicting objective functions are considered simultaneously (Miet-
tinen, 1999). Multiobjective optimisation has been applied in numerous fields, 
such as agriculture, banking, energy, farming, forestry, health services, insurance, 
military, and mining (White, 1990). This reflects the importance of multiobjective 
optimisation (Miettinen, 1999) and its applicability in today’s society. Interactive 
multiobjective optimisation methods are iterative methods, where steps of the solu-
tion process are repeated until the final solution is found (Miettinen et al., 2008; 
Hwang & Masud, 1979). The performance of interactive multiobjective optimisa-
tion methods can be evaluated by how well they assist a decision-maker in find-
ing the final solution (Afsar et al., 2021). The decision-maker (DM) is a person, who 
is the domain expert regarding the optimisation problem to be solved (Miettinen, 
1999; Miettinen, 2008). 

Despite the important role of the human DM in interactive methods, the 
literature lacks a profound understanding of the decision-making using interac-
tive multiobjective optimisation methods. Comparisons between different inter-
active methods are infrequent (Afsar et al., 2021; 2023), user interfaces of interac-
tive methods and the interaction between them and the DM is rarely mentioned 
in research (Afsar et al., 2021), and experiments conducted with human DM’s are 
not reproducible because the detailed information of the study procedures is not 
available (Afsar et al., 2023). Additionally, no validated measurement instru-
ments exist that could be used to assess interactive multiobjective optimisation 
methods. In order to advance the design, implementation and use of interactive 
multiobjective optimisation methods, more research is needed on the interaction 
between the DM and the interactive method user interface. A validated measure-
ment scale is an easily applicable tool that can help designers and researchers to 
test their products quickly and efficiently, without developing a survey of their 
own. 

This thesis has one primary objective, which is to examine if the research 
data from a previous study published in Afsar et al. (2024) can be utilised to form 
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a reliable scale or scales to assess interactive multiobjective optimisation methods. 
The research question that guides the study in this thesis is the following: 

 
RQ1: Is the developed scale or a set of scales a reliable measure for assessing 
interactive multiobjective optimisation methods? 
 

Because there are no validated scales in the field of human-computer interaction 
(HCI) or multiobjective optimisation that fit this purpose, the comparison be-
tween previously developed scales and the ones developed in this thesis cannot 
be done. Theories of human decision-making and judgment, and research on sat-
isfaction and cognitive load conducted in the field of HCI are utilised to evaluate 
the validity of the developed scales. 

The research data (N = 164) gathered by Afsar et al. (2024) was applied in 
this thesis to develop a set of measurement scales. A principal component analysis 
(PCA) was conducted, and parallel analysis was used to determine the number 
of components to retain. Three components were retrieved from the data. The 
components were named Cognitive load, Satisfaction, and Decision-making sup-
port, and calculated into sum variables. The internal coherence of each compo-
nent is at an acceptable level. Correlations between the three components are rel-
atively weak, hence they cannot be combined into a single scale. Each component 
can individually be used to reliably measure a distinct construct. Together they 
form a set of scales that measure important aspects of human decision-making in 
the context of utilising interactive multiobjective optimisation methods in deci-
sion-making. 

The structure of this thesis is the following: the first two chapters, Chapters 
2 and 3, present definitions of key concepts, including multiobjective optimisa-
tion, interactive multiobjective optimisation methods, theories of decision-mak-
ing and judgment, and concepts of satisfaction and cognitive load in HCI. Chap-
ter 4 describes the method, methodology, and the research material of the study 
reported here. Chapter 5 presents the results of the study and Chapter 6 includes 
the discussion of the results. Final conclusions are drawn in Chapter 7. 
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This chapter covers the main concepts of multiobjective optimisation that are rel-
evant for this thesis. At first, Chapter 2.1 introduces the concepts of Pareto opti-
mal solutions and trade-offs, which are necessary for understanding the phenom-
enon of multiobjective optimisation. Chapter 2.2 addresses interactive multi-
objective optimisation methods, and Chapter 2.3 presents the DESDEO software 
framework which incorporates methods regarding the study in this thesis. 

2.1 Key concepts and terminology 

Solving problems that involve considering multiple conflicting objective func-
tions simultaneously is called multiobjective optimisation (Miettinen, 1999). A 
multiobjective optimisation problem of the form 
 

minimise { f1 (x), f2 (x), …, fk (x) } 
subject to x ∈ S, 

 
where k (k ≥ 2) objective functions fi : S  → R are simultaneously optimised (Miet-
tinen, 1999), is considered. Decision vectors x = (x1, x2, …, xn)T belong to the feasible 
set of solutions S, which is a subset of the decision variable space Rn (Miettinen, 
1999). The vector of objective function values, denoted by f (x) = (f1 (x), f2 (x),…, fk 

(x))T, is called an objective vector. Objective functions are either minimised or max-
imised (Miettinen, 1999). If an objective function fi is to be maximised, it is equiv-
alent to minimise the function – fi (Miettinen, 1999). A solution that optimises 
each objective function does not exist, because the objective functions are con-
flicting (Miettinen, 1999). Therefore multiple, mathematically equally good solu-
tions can be found (Miettinen, 2008). These solutions are known as Pareto optimal 
solutions that constitute a Pareto optimal set (Miettinen et al., 2008; Miettinen, 
1999). A solution is Pareto optimal if improving the value of one objective func-
tion causes degeneration in at least one of the other objective functions (Miettinen, 

2 MULTIOBJECTIVE OPTIMISATION 
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1999; Miettinen et al., 2008). Therefore, trade-offs are necessary when compare 
Pareto optimal solutions to each other (Miettinen, 1999). Trade-offs are under-
stood as follows: ”Trade-off reflects the ratio of change in the values of the objec-
tive functions concerning the increment of one objective function that occurs 
when the value of some other objective function decreases.” (Miettinen, 2008, s. 
9).  

The “best solution” cannot be absolutely defined amongst the Pareto opti-
mal set (Rosenthal, 1985). Because these Pareto optimal solutions are mathemat-
ically incomparable in terms of which one is better, more information is needed 
to make a decision of selecting one solution candidate as the final solution of the 
problem considered. That information is expected to be obtained from a DM. In 
this thesis, the DM is defined following the Miettinen (1999; 2008) definitions: the 
DM is a person, who is assumed to know well the optimisation problem in ques-
tion, and who can provide preference information regarding different solutions. 
Preference information is knowledge regarding the optimisation problem to be 
solved, that is not contained in the objective functions (Miettinen, 1999). Prefer-
ence information is exploited to generate solutions that fit the DM’s preferences 
(Miettinen, 2008). The DM’s role is essential in finding the most preferred solution 
(MPS) (Miettinen et al., 2008). The DM does not need to know how multiobjective 
optimisation methods work, but they are expected to understand the problem 
(Miettinen, 2008). 

2.2 Interactive methods of multiobjective optimisation 

There are several ways to classify multiobjective optimisation methods (Miet-
tinen, 1999). Hwang and Masud (1979) introduced a classification that is based 
on the type and timing of the given preference information. According to their 
classification, there are four kinds of methods: 
 

• no preference information given 

• preference information given a priori 

• preference information given a posteriori 

• preference information given interactively 
 

No-preference methods are used when there is no preference information available 
(Miettinen, 1999; Miettinen, 2008). Therefore, the goal is to find a compromise 
solution “somewhere in the middle” of the Pareto optimal set (Miettinen, 2008; 
Wierzbicki, 1999). Components of a neutral compromise solution (Wierzbicki, 1999) 
are the average of the best and worst values of each objective function (Miettinen, 
2008). In a priori methods, the preference information is given before the solution 
process (Hwang & Masud, 1979; Miettinen, 2008). The DM either accepts or re-
jects the obtained solution (Miettinen, 2008). In a posteriori methods the DM se-
lects ones most preferred solution after the method has terminated and a set of 
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Pareto optimal solutions has been generated (Hwang & Masud, 1979). Methods 
where information is given progressively during the decision process are called 
interactive methods (Hwang & Masud, 1979). Interactive methods are iterative, 
meaning that the steps of the solution process are repeated until the DM is satis-
fied and confident about the final solution (Miettinen et al., 2008). 

The goal of multiobjective optimisation is to support the DM’s decision-
making process and help them find the MPS (Buchanan, 1994; Xin et al., 2018). In 
addition, interactive methods also support the DM’s learning process. One of 
their advantages is that they allow the DM to learn about the problem, the con-
flicting objective functions, and trade-offs between objective functions in differ-
ent Pareto optimal solutions (Luque et al., 2011). Learning is an inherent part of 
interactive multiobjective optimisation (Belton et al., 2008). The DM does not 
know the set of Pareto optimal solutions beforehand: therefore, they have to learn 
what their preferred solution could be (Belton et al., 2008). The interaction pro-
cess can even shape the DM’s understanding so much, that the problem needs to 
be reformulated (Belton et al., 2008). According to Hwang and Masud (1979), in-
teractive methods have a benefit of resulting in solutions that have a better pro-
spect of being implemented. The DM participating in the solution process en-
hances the quality of the obtained solution. However, they require much more 
effort from the DM than no-preference and a priori methods (Hwang & Masud, 
1979). But at the same time, interactive methods are cognitively less complex, 
since the DM can focus only on a small set of interesting solutions (Luque et al., 
2011; Xin et al., 2018). It is also computationally faster to only generate solutions 
that interest the DM (Misitano et al., 2021). 

2.3 Interactive methods of DESDEO software framework 

The research data analysed in this thesis was originally collected for the study 
conducted by Afsar et al. (2024). They have proposed an experimental design to 
evaluate interactive multiobjective optimisation methods on their performance 
(Afsar et al., 2024). Three interactive methods were selected and compared: E-
NAUTILUS, NIMBUS, and reference point method (RPM) (Afsar et al., 2024). 
These methods have been implemented in the DESDEO software framework 
(Misitano et al., 2021). 

DESDEO is a modular, open-source software framework which has inter-
active multiobjective optimisation methods implemented in it (Misitano et al., 
2021). It is implemented in the programming language Python, follows an object-
oriented architecture design, and has several modules to implement interactive 
multiobjective optimisation methods that can also be used to modify existing 
ones (Misitano et al., 2021). DESDEO is unique in a sense that it is the only openly 
accessible framework in the field of multiobjective optimisation, that includes in-
teractive methods (Misitano et al., 2021). The purpose of DESDEO is to provide a 
set of tools for researchers and practitioners to implement interactive methods 
and facilitate their development (Ojalehto & Miettinen, 2019). 
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DESDEO includes methods such as NIMBUS, NAUTILUS-family, and a ref-
erence point method (RPM). In the NIMBUS method, the DM classifies the objec-
tive function values of a current Pareto optimal solution in each iteration up to 
five preference classes (Miettinen & Mäkelä, 2006). After the DM has given their 
preferences, the method generates new Pareto optimal solutions and presents 
them to the DM. The DM decides the number of new solutions to be generated 
(Miettinen & Mäkelä, 2006). It is also possible to generate intermediate solutions 
between any two Pareto optimal solutions (Miettinen & Mäkelä, 2006). The 
search ends if the DM does not want to increase or decrease the value of any 
objective function (Miettinen & Mäkelä, 2006). In case of NIMBUS, the method 
starts with presenting the DM a Pareto optimal starting point (Miettinen & 
Mäkelä, 2006). The NAUTILUS family of methods is very different from that. 

The NAUTILUS family contains interactive tradeoff-free methods (Miet-
tinen & Ruiz, 2016). The idea of NAUTILUS methods is to support the DM’s so-
called “free search for the most preferred solution” (Miettinen et al., 2010). The 
solution process begins from the worst possible solution (Miettinen & Ruiz, 2016). 
From there, the DM iteratively gets closer to the set of Pareto optimal solutions 
and is able to improve all the objective function values simultaneously in each 
iteration (Miettinen & Ruiz, 2016). At the end, the DM will reach a Pareto optimal 
solution (Miettinen & Ruiz, 2016). The DM’s motivation to iterate until the MPS 
is found may stay stronger since they do not have to sacrifice some objectives 
over the others but can keep improving the solutions towards more satisfactory 
at each iteration (Miettinen et al., 2010). The NAUTILUS method has been devel-
oped to diminish the effects of anchoring in human decision-making (Miettinen 
et al., 2010; Miettinen & Ruiz, 2016). Instead of starting with a Pareto optimal 
solution, it is more beneficial for the solution process to begin with an inferior 
solution, because in that case the DM always has a chance for a better solution 
(Miettinen et al., 2010). One of the methods in the NAUTILUS method family is 
E-NAUTILUS (Ruiz et al., 2015). It has been developed especially to solve com-
putationally expensive problems (Miettinen & Ruiz, 2016). In E-NAUTILUS, first 
a set of Pareto optimal solutions is computed by using any a posteriori method 
e.g. some evolutionary multiobjective optimisation algorithms (Ruiz et al., 2015). 
After that, the DM chooses the next iteration point from a set of generated inter-
mediate points which are all at a certain distance from the worst possible objec-
tive function values (Ruiz et al., 2015). After each iteration the intermediate points 
move closer to the previously generated set of Pareto optimal solutions until the 
DM finally reaches the most preferred one amongst them (Ruiz et al., 2015).  

The third method used by Afsar et al. (2024) is the reference point method. 
In the reference point method, the DM is asked to define desired aspiration levels 
for all objective functions (Wierzbicki, 1982). Aspiration levels form a point that 
is called a reference point (Wierzbicki, 1980). The DM can change the aspiration 
levels in the solution process (Wierzbicki, 1980). The method generates Pareto 
optimal solutions based on reference points by using an achievement scalarizing 
function (Wierzbicki, 1980; Miettinen, 1999). Pareto optimal solutions generated 
and presented to the DM depend on the location of the reference point. The closer 
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the reference point is to the Pareto optimal set, the more detailed description of 
the neighbourhood solutions is offered (Wierzbicki, 1980; Miettinen, 1999). Ac-
cording to Wierzbicki (1999; 1982), the reference point method is psychologically 
appealing because it is supported by Simon’s concept of satisficing decisions, 
which is addressed later in this thesis in Section 3.1. Reference point -based meth-
ods are rather popular because of their straightforward nature (Luque et al., 2009). 
The concept of reference points is intuitive and the method easy to use (Miettinen, 
1999). 
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This chapter covers the prominent theories of decision-making and judgment re-
garding decision-making with interactive multiobjective optimisation methods. 
The chapter also introduces factors that are present when decision-makers inter-
act with decision-making systems, and the desirable properties of interactive 
multiobjective optimisation methods.  

Decision-making is present in human personal and professional life in 
many ways. It is studied in different disciplines, including psychology, cognitive 
science, and economics. For many decades, research in judgment and decision-
making focused on examining behaviour that violated the assumptions of ra-
tional choice theory (Mellers et al., 1998). Rational choice theory has greatly in-
fluenced the field of economics and all the behavioural and social sciences (Gilo-
vich & Griffin, 2002; Simon, 1956). It has had a significant impact on research of 
human judgment and decision-making (Gilovich & Griffin, 2002). The theory as-
sumes that rational people choose the option that maximises both the probability 
and utility of each possible outcome (Gilovich & Griffin, 2002). According to the 
rational choice theory, people perform probability and utility calculations all the 
time and they are good at it (Gilovich & Griffin, 2002).  

Expected utility family of theories are the most historically dominant mod-
els of rational choice (Hastie, 2001). After the World War 2, the expected utility 
theory became the most influential theory of decision-making (Schoemaker, 
1982), dominating the analysis of decision-making under risk and uncertainty 
(Kahneman & Tversky, 1979; Tversky, 1975). The theory of expected utility be-
came generally accepted as a normative model of rational choice and was applied 
as a descriptive model of economic behaviour (Keeney & Raiffa, 1976 and Fried-
man & Savage, 1948, cited in Kahneman & Tversky, 1979), as well as a normative 
theory to aid in decision-making (Tversky, 1975). 

Savage (1954) developed the theory of expected utility by adding the con-
cept of subjective probability (Tversky, 1975). In contrast to the expected utility 
theory, “the probabilities are the decision-maker’s personal or subjective proba-
bilities for uncertain outcomes” (Frisch & Clemen, 1994; emphasis added). The 
theory of subjective expected utility (SEU) assumes that people make choices to 

3 DECISION-MAKING 
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maximise their subjective utility at each moment (Simon, 1990; Jones, 1999). 
When people make decisions, they choose from the predetermined set of options 
that are available to them (Savage, 1954, cited in Simon, 1990). The probability of 
each outcome is evaluated by the person’s own subjective probabilities (Savage, 
1954, cited in Simon, 1990). Even though the SEU theory has been the norm to 
explain human rational decision behaviour in past decades, it has also faced ex-
tensive criticism (Frisch & Clemen, 1994). 

In all models of rational choice theory, it is assumed that rational people 
want to follow their principles and that they actually do so (Kahneman & Tversky, 
1979). Theories assume that the DM has a complete knowledge of the conse-
quences that will follow on each of the alternatives, or at least the DM is capable 
to compute them (Simon, 1979). According to these theories, the DM is able to 
compare even a diverse set of consequences against each other, and the compar-
isons are carried out by using the same measure of utility (Simon, 1979). It is as-
sumed that the reason why the DM prefers some options over others is based on 
the fixed outcomes of these options (Jones, 1999). The DM knows what those out-
comes are, and they maximise their utility by choosing an option with the highest 
benefit-to-cost ratio (Jones, 1999). 

Despite having a strong influence, the models of rational choice theory and 
its assumptions have faced a lot of criticism. In the following chapter, theories 
that contradict or criticise the assumptions of rational choice theory are intro-
duced. If the critique has been targeted at a specific variant of rational choice 
theory, such as expected utility theory or SEU, the specific variant is mentioned 
by its name. In other cases, the critique is assumed to be targeted at the general 
idea and assumptions behind the models of rational choice theory. 

3.1 Theories of human decision-making and judgment 

Research on bounded rationality began when Herbert Simon noticed that the as-
sumptions of utility maximisation did not apply in real-world situations 
(Gigerenzer, 2020). Gigerenzer (2020) and Gigerenzer and Gaissmaier (2011) refer 
to Simon’s writings from 1989 (p. 377):  

Now I had a new research problem: How do human being reason when the conditions 
for rationality postulated by the model of neoclassical economics are not met – for ex-
ample, when no one can define the appropriate utility function, or suggest how the 
contribution of expenditures to utility is to be measured? 

Bounded rationality originated in Simon’s Administrative Behavior (1947), and it 
developed to be an alternative to the rational choice theory (Jones, 1999). Today, 
there exist several models of bounded rationality (Viale, 2020). Bounded ration-
ality is “the most important idea - - that political science has ever exported” (Jones, 
1999). It has influenced the fields of economics, psychology and management 
(Viale, 2020). 



15 

Simon’s (1990) critique is especially targeted at the SEU theory. In his opin-
ion, the SEU theory was a considerable improvement in rational choice theory, 
but similarly, it fails to demonstrate actual human decision-making behaviour 
because the assumption of perfect maximisation is still present in it, despite tak-
ing into account the subjective probabilities of a DM (Simon, 1979; Simon, 1990). 
The theory should rather be seen as a mean to predict choice (Simon, 1990), since 
an ordinary human mind cannot estimate the probabilities of even a small set of 
options when making a decision (Jones, 1999). The SEU theory still has an impact 
on Simon’s work:  the theories of bounded rationality can be derived from the 
SEU theory, if its assumptions are modified (Simon, 1990). So, instead of having 
a predetermined set of alternatives from which the DM chooses, the bounded 
rationality assumes a process for generating those alternatives (Simon, 1990). It 
acknowledges the cognitive capabilities and limitations of the human mind, 
while considering the environmental factors (Simon, 1990). 

Simon did not reject the idea of human rationality altogether. The idea of 
“approximate rationality” characterises an organism with limited computational 
resources and information (Simon, 1956), in oppose to the omniscient DM in 
models of rational choice theory. The opposite of maximising in Simon’s work is 
satisficing. As Viale (2020) describes it, the human rationality is “bounded, heu-
ristic, and satisficing”. Simon developed the idea of satisficing organism, that 
would satisfice, not optimise (Simon, 1955; 1956). Rational decision-making is 
usually defined as maximising utility (Simon, 1997, s. 195). In that context, the 
DM, who chooses the best alternative available, optimises (Simon, 1997, s. 295). In 
real life, it is not feasible to compute genuine optima (Simon, 1997, s. 295). Satis-
ficing decision-making means that the DM “chooses an alternative that meets or 
exceeds specified criteria” (Simon, 1997, s. 295). The alternative is not necessarily 
unique or the best choice (Simon, 1997, s. 295).  

The interactive RPM method discussed in Chapter 2 is based on Simon’s 
idea of satisficing. As mentioned, in multiobjective optimisation, there is no 
unique solution that could be said to be “the best”. The DM is obligated to make 
compromises. Satisficing makes sense especially in situations where optimizing 
(finding the genuine maximum or minimum) is not possible and when it is com-
putationally too costly to do that (Simon, 1997, s. 295). In those cases, the DM 
searches for a satisfactory choice (Simon, 1997, s. 295). Simon describes the pro-
cess of setting the criteria level for “satisfactory” as follows:  

Psychology proposes the mechanism of aspiration levels: if it turns out to be very easy 
to find alternatives that meet the criteria, the standards are gradually raised; if search 
continues for a long while without finding satisfactory alternatives, the standards are 
gradually lowered. (Simon, 1997, s. 296). 

How easy or difficult it is to find the satisfactory alternative informs the DM of 
the applicability of their criteria. This modification of criteria eventually leads the 
DM to converge towards a set of feasible criteria (Simon, 1997, s. 296). Following 
the aspiration level mechanism is computationally simpler than optimizing (Si-
mon, 1997, s. 296). The same goes for the RPM method. 
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Where theories of bounded rationality acknowledge that humans are capa-
ble of making rational decisions even if their knowledge is limited, heuristics and 
biases approach regards the human decision-making process as being fundamen-
tally flawed. Behind the widely spread heuristics and biases approach is the re-
search made by Kahneman and Tversky in the 1960’s and 1970’s (Gilovich & Grif-
fin, 2002; Gigerenzer, 1991). A cognitive bias is “a systematic discrepancy between 
the (average) judgment of a person or a group and a true value or norm” 
(Gigerenzer, 2018). According to Tversky and Kahneman (1974), cognitive biases 
“stem from the reliance on judgmental heuristics” and they “lead to systematic 
and predictable errors”. These biases persist even when the subjects are rewarded 
for correct answers or encouraged to be accurate (Tversky & Kahneman, 1974). 
In Tversky and Kahneman’s (1974) opinion, this proves that biases cannot be 
eliminated by altering motivational effects. Cognitive biases can be therefore seen 
as unavoidable features of human decision-making and judgment. 

Instead of following the statistical rules of reasoning, people evaluate the 
likelihood of events based on subjective assessments and intuitive heuristics 
(Tversky & Kahneman, 1974; 1977). Even though heuristics often work well 
enough for people to keep using them, they also lead to systematic errors in rea-
soning (Tversky & Kahneman, 1974; 1973). People are not capable of computing 
the probabilities of (uncertain) events (Tversky & Kahneman, 1977), which leads 
them to exchange the laws of chance for heuristics (Kahneman & Tversky, 1972). 
Tversky and Kahneman (Tversky & Kahneman, 1974; Kahneman & Tversky, 
1972) came to a conclusion that breaking the rules of probability and statistic in-
ference is systematic, predictable, and hard to eliminate. Based on their experi-
ments, deeply rooted intuitions about uncertainty do not change even when peo-
ple are given statistical training (Kahneman & Tversky, 1973). The deviation from 
the principles of probability theory when evaluating the likelihood of uncertain 
events is, by their words, “not surprising”, because “the laws of chance are nei-
ther intuitively apparent, nor easy to apply” (Kahneman & Tversky, 1972). 

Tversky and Kahneman demonstrated that there are three common heuris-
tics – representativeness, availability, and anchoring and adjustment – that peo-
ple apply when making predictions and judgments about uncertainty (Tversky 
& Kahneman, 1974; 1972; 1973; Kahneman & Tversky, 1972; 1973). When people 
predict what is going to happen in the future or what the outcome of certain ac-
tion is, they evaluate the outcomes based on how well they represent the essential 
characteristics of the given evidence (Kahneman & Tversky, 1972; 1973). A simple 
example of the representativeness heuristic given by Kahneman and Tversky (1972) 
is evaluating the probability that a 12-year-old boy will become a scientist. The 
evaluation could be affected by how well the role of a scientist is representative 
of peoples’ image of the boy (Kahneman & Tversky, 1972). Representative out-
comes can sometimes be more likely than others, but because people ignore the 
other factors that affect the likelihood of certain events but not their representa-
tiveness, relying on this heuristic can lead to errors of judgment (Kahneman & 
Tversky, 1973).  
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The similar effect happens with availability heuristic, where people assess 
the frequence of a class or a probability of an event by how easily a certain occur-
rence or an instance can be recalled (Tversky & Kahneman, 1973; 1974). It is easier 
to remember frequent events than infrequent ones, naturally (Tversky & Kahne-
man, 1973; 1974). But when people make inferences using an availability heuristic, 
they also consider irrelevant factors that do not actually affect the likelihood or 
frequency of a certain event or a class (Tversky & Kahneman, 1973). It is a similar 
effect than when using a representativeness heuristic: people do not recognize 
the effect of other factors in their subjective assessments (Tversky & Kahneman, 
1973).  

In the context of multiobjective optimisation, anchoring and adjustment plays 
a considerable role. Buchanan and Corner’s (1997) experimental evidence sug-
gests that the anchoring bias affects the use of interactive multiobjective optimi-
sation methods. The aforementioned NAUTILUS method is designed to take into 
account human decision-making biases (Miettinen & Ruiz, 2016). Anchoring de-
scribes a phenomenon where people estimate the final answer to be close to the 
initial starting point value (Tversky & Kahneman, 1974). The bias occurs even 
when the initial value is randomly generated and has nothing to do with the ac-
tual correct answer (Tversky & Kahneman, 1974). People fail to adjust their esti-
mates to better match the correct answer, but instead anchor on the starting point 
value (Tversky & Kahneman, 1974). The NAUTILUS method avoids the anchor-
ing effect by starting with an inferior solution so that the DM would not focus 
too much on attaining a solution that resembles the Pareto optimal solution(s) 
introduced first (Miettinen & Ruiz, 2016).  

Tversky and Kahneman seem to have collected a lot of evidence to support 
the inevitability of the use of heuristics and them leading to cognitive biases. 
However, there are other viewpoints. In Gigerenzer’s opinion (2018), Tversky 
and Kahneman’s findings inspired to interpret a “variety of deviations from ra-
tional choice theory as systematic flaws in the human mind rather than in the 
theory”. In behavioural economics, cognitive biases are held as truth (Gigerenzer, 
2018). Regardless of other knowledge (e.g., in experimental psychology), the field 
of behavioural economics adopted a world view where people systematically 
make errors of judgment (Gigerenzer, 2018). This is not only true with economics: 
Gigerenzer (1991) notes that the influence of research on cognitive biases can be 
seen in social psychology, law, management science, medical diagnosis, and 
many other fields. Heuristics became associated with errors, but in certain deci-
sion-making situations they can be more accurate than “rational” strategies 
(Gigerenzer & Gaissmaier, 2011). Heuristics are not good or bad, rational or irra-
tional: they should be interpreted in their context of use (Gigerenzer  & Gaiss-
maier, 2011). 

The prominence of cognitive biases has also been questioned by Gigerenzer. 
Gigerenzer (2018) defines the term bias bias as “the tendency to see systematic 
biases in behaviour even when there is only unsystematic error or no verifiable 
error at all”. He reviews a good amount of literature to show that the alleged 
biases do not demonstrate themselves when the experiments are reformulated 



18 

and modified to consider the statistical principles of the given context (Gigeren-
zer, 2018). Gigerenzer (2018) claims that especially in behavioural economics, the 
bias bias distorts the view of human decision-making as stubbornly erroneous. 
The findings behind the bias bias -theory have been established in Gigerenzer’s 
earlier work from 1991, where he examined the research made of overconfidence 
bias, conjunction fallacy, and base-rate neglect, which have all been labelled er-
rors in probabilistic reasoning. The results of the literature review revealed that 
the cognitive biases disappear when the assignment are reformulated to take into 
account the conceptual differences in probability (Gigerenzer, 1991). Gigerenzer 
(1991) also criticises the use of the phrase “the normative theory of prediction” in 
the heuristics and biases approach. In his opinion, it seems to mean that the sub-
jects are assumed to mechanically apply a (Bayes’s theorem) formula to solve the 
given problem (such as engineer-lawyer problem) (Gigerenzer, 1991). There are, 
however, other theories of probability, like frequentist, which in his words, is the 
most popular theory of probability (Gigerenzer, 1991). The evidence on all three 
examples seems to suggest that the human mind is actually a frequentist, that 
“distinguishes between single events and frequencies in the long run – just as 
probabilistics and statisticians do” (Gigerenzer, 1991). People are also sensitive 
to the difference between random vs. selected (non-random) samples (Gigeren-
zer, 1991). Biases do no longer demonstrate themselves when these are taken into 
account (Gigerenzer, 1991). 

Even though the heuristics and biases approach may not in all cases de-
scribe human decision-making correctly, Tversky and Kahneman’s early work 
has influenced other theories of human decision-making and judgment, one of 
them being a notable family of theories called dual-process theories. Tversky and 
Kahneman (1974; 1983) and Epstein (1994) had a similar view that there are two 
different modes of reasoning (Osman, 2004). Epstein (1994) labelled them as “a 
rational system” and “an emotionally driven experiential system”, whereas 
Tversky and Kahneman (1983) called them intuitive and extensional. The rational, 
or extensional information processing, is conscious, slow, logical, and detail-ori-
ented (Epstein, 1994). Experiential or intuitive (or natural, as Tversky and Kahne-
man also describe it) is automatic, affective, faster, and deals with more broader 
conceptions (Epstein, 1994). Intuitive judgment of probability relies on heuristics 
(Tversky & Kahneman, 1974), and is carried out by the experiential thinking sys-
tem. 

There are three theories of dual-reasoning that have had the most signifi-
cant impact on developing the research on reasoning behaviour, judgment, deci-
sion-making and problem solving: Evans and Over’s dual-process theory, Slo-
man’s two-system theory and Stanovich and West’s two-systems theory (Osman, 
2004). In 1996, Evans and Over introduced their dual process theory, which inte-
grated earlier proposals of dual-processing into one theory (Evans, 2002). The 
theory suggests that two separate cognitive systems make the foundations of im-
plicit and explicit cognitions (Evans & Over, 1996). These systems were later 
named System 1 and System 2 by Stanovich (1999) (Evans & Stanovich, 2013). 
Stanovich’s research on individual differences of reasoning provided empirical 
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evidence for the existence of two different reasoning systems (Evans & Stanovich, 
2013). About the same time, Sloman (1996) proposed a relatively similar theory 
that distinguished associative from rule-based reasoning. 

Behind the Evans and Over’s dual-process theory is the Evans’ heuristic-
analytic -theory (Osman, 2004). According to the theory, there are two different 
reasoning processes: pre-attentive heuristic process that is followed by an analytical 
process (Evans, 1984). The heuristic process selects relevant information for the 
analytic process (Evans, 1984). Information judged as irrelevant is not processed 
any further (Evans, 1984). Evans (1984) claims that without understanding heu-
ristic processes, human rationality remains unclear. It is important to notice that 
Evans defines the term ‘heuristic’ very differently from Tversky and Kahneman 
(1974). In Evans’ work (1984), a heuristic refers to pre-attentive processes which 
select relevant information for analytic process. In order to find out whether rea-
soning is rational, it should be known what is reasoned about, and that is what 
the heuristic process determines (Evans, 1984). The purpose of analytic processes 
is to evaluate the selected information and make a judgment, inference or a deci-
sion based on it (Evans, 1984). Analytic processes represent deliberate, explicit 
thinking, that is context-dependent in a sense that the individual’s experience has 
an effect on it (Evans, 1984; Osman, 2004). They still “accomplish to some forms 
of logical analysis”, though (Osman, 2004). 

Evans and Over’s work from 1996 defines the System 1 as an implicit system, 
that is pragmatic, associative, rapid, high-capacity, efficient and driven by past 
learning. System 2 is slow and sequential, capable of logical problem solving and 
hypothetical thinking (Evans, 1996). The capacity of working memory limits the 
functioning of System 2 (Evans, 1996). Though first labelled as System 1 and Sys-
tem 2, both Evans and Stanovich have discontinued using the terms, and instead 
describe the two different types of reasoning Type 1 and Type 2 (Evans & Sta-
novich, 2013). Evans and Stanovich (2013) claim that based on the literature, the 
key feature of Type 1 processing is autonomous. The ability to preserve the 
memory trace of a stimulus in mind and manipulate or work with its mental rep-
resentation defines the Type 2 processing (Evans & Stanovich, 2013). Type 2 
thinking correlates with the measure of general intelligence, and it can override 
Type 1 thinking if necessary (Evans & Stanovich, 2013). 

Fuzzy-trace theory (FTT) is a dual-process theory of memory and reasoning, 
that can be applied to explain and predict behaviour and decision-making (Brain-
erd & Reyna, 2001; Helm et al., 2017). The theory posits that there are two types 
of memory representation: verbatim and gist (Reyna et al., 2015; Helm et al., 2017). 
Verbatim representations are exactly memorised information (Brainerd & Reyna, 
1990). Gist representations are intuitive and fuzzy – they represent the underly-
ing meaning of the information (Helm et al., 2017; Brainerd & Reyna, 1990). Ac-
cording to FTT, verbatim and gist processing both develop with age, but people 
are more likely to rely on gist processing as their development proceeds, and also 
when their expertise in some area increases (Reyna et al., 2014; 2015). Expert de-
cision-making has some unique features. Experts are proven to make better deci-
sions within their domain of expertise comparing to novices (Helm et al., 2017). 
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Still, experts are prone to be affected by the same cognitive biases than everyone 
else, as Tversky and Kahneman proved in 1974 (Helm et al., 2017). Even statisti-
cally sophisticated individuals are exposed to the same fallacies than people who 
have no education in statistics when dealing with more complex problems 
(Tversky & Kahneman, 1974). Common heuristics (representativeness, availabil-
ity, and anchoring) lead to systematic errors in judgments and decision-making 
under uncertainty (Tversky & Kahneman, 1974).  Instead of following statistical 
rules of reasoning, people violate the assumptions of rationality (Kahneman & 
Tversky, 1974). A study made by Reyna et al. (2014) demonstrated that experi-
enced intelligence agents “exhibited larger decision biases than college students”. 
According to the experiment, expert intelligence agents were more ready to risk 
human lives when outcomes were framed as losses rather than gains (Reyna et 
al., 2014). 

In traditional dual-process theories, intuition is in contrast with reasoning 
(Reyna, 2013). But in FTT, intuition is not only part of reasoning, it is “the default 
mode of adult reasoning, that generally determines judgments and decisions” 
(Reyna, 2013). In FTT, intuition and impulsivity are not related processes (Reyna 
et al., 2015; Reyna, 2013). Experts can make fast, insightfully intuitive inferences 
because they process and retrieve gist information rapidly (Reyna, 2013). Tradi-
tional dual-process theories and heuristics and biases approach think that when 
people rely on intuitive, fast, and automatic thinking processes and analyse the 
information by using heuristics, they often make errors and do not think as ra-
tionally as they could (Helm et al., 2017; Reyna, 2013; Reyna et al., 2015). This has 
been the conclusion, even though Tversky and Kahneman (1974) themselves 
noted that heuristics are useful and there is a reason they are used. FTT posits a 
contrary point of view. It is acknowledged that expert decisions are biased as well 
and relying on gist information can also lead to biases (Helm et al., 2017; Reyna, 
2013). But at the same time, intuition and fast processing is not inherently deemed 
as an unreasonable way to think. Actually Helm et al. (2017) state that “gist-based 
processing is - - developmentally advanced”, because it emerges later in life and 
grows along the expertise, and because it allows reflecting meaningful distinc-
tions that actually matter when making decisions. 

In the context of multiobjective optimisation, FTT is a considerable theory 
in explaining how humans and especially experts make decisions. The DM in 
multiobjective optimisation is being regarded as an expert regarding the multi-
objective optimisation problem to be solved, as defined in Chapter 2.1. If the as-
sumptions of FTT are true, it could be beneficial to support the DM’s gist pro-
cessing. This could result in biases, but it could also result in better decisions. In 
FTT, reliance on gist processing is associated with framing bias and hindsight 
bias (Helm et al., 2017, cf. e.g., Reyna, 2013; Reyna, 2005). At least it should be 
acknowledged that experts might process information differently and rely on 
fuzzy representations of information. Regardless of its intuitive nature, gist pro-
cessing is not cognitively less demanding. The impact of cognitive load in the 
context of interactive multiobjective optimisation is addressed in the following 
section. 
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3.2 Decision-makers interacting with decision-making systems 

Even though interactive multiobjective optimisations methods of the DESDEO 
software framework are operated on a user interface, this approach is not com-
mon. The research contribution of this thesis is to develop a scale or scales to 
assess and compare interactive multiobjective optimisation methods. The results 
of this study can further the design and research of interactive multiobjective op-
timisation methods when researchers and practitioners can rely on reliable, vali-
dated measurement scales to test these methods. 

When decision-makers use interactive multiobjective optimisation methods 
of DESDEO to solve optimisation problems, they also interact with the decision-
making system. In addition, for understanding human decision-making and 
judgment, it is beneficial to examine factors that affect HCI. HCI is an interdisci-
plinary field of computer science and psychology which pursues to understand 
and support humans interacting with and through technology (Carroll, 1997). 
One of its missions is to understand the detailed involvement of cognitive, per-
ceptual, and motor components in the interaction between a human and a com-
puter (Olson & Olson, 2003). Carroll (1997) defines HCI as a science of design. 
One of the goals of HCI is to design useful and usable technology (Olson & Olson, 
2003).  

3.2.1 Usability and satisfaction 

Usability is a fundamental concept in HCI (Hartson, 1998; Hornbæk, 2006). De-
fining usability is not simple and there has been disagreement in HCI about what 
usability means (Lewis, 2014; Tractinsky, 2018). Part of the difficulties of defining 
the term, according to Lewis (2014), stems from the fact that measuring usability 
is a complex task. Usability is not a specific property of a product, service or a 
system (Lewis, 2014). This had been acknowledged in the previous ISO standard 
from 1998, that emphasized usability as a result of interaction (Bevan et al., 2015). 

The revised version of ISO 9241-11:2018 defines usability as “extent to 
which a system, product or service can be used by specified users to achieve spec-
ified goals with effectiveness, efficiency and satisfaction in a specified context of 
use” (International Organization for Standardization, 2018). The previous stand-
ard from 1998 has been withdrawn and it was, for the most part, almost identical 
with the current one (Bevan et al., 2015). According to the Bevan et al. (2015), ISO 
9241-11:1998 became internationally recognised as a foundation for understand-
ing and applying usability. In usability engineering, the definition of usability as 
a measurement of effectiveness, efficiency, and satisfaction, is relatively well 
adopted in current practices (Lewis, 2014). 

How to improve the usability of interactive systems is an important re-
search question in HCI (Hornbæk, 2006). Research on this topic has generated 
ways to test, improve, and measure usability (Hornbæk, 2006). A common 
method to spot usability problems in a product, system or a service is to perform 
a heuristic usability evaluation (Quiñones & Rusu, 2017). Nielsen’s 10 heuristics 
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are well recognized and widely accepted in the field (Quiñones & Rusu, 2017; 
Jimenez et al., 2016). Nielsen calls them “heuristics” because they should be in-
terpreted as general guidelines for usability, not as specific rules (Nielsen, 2005). 
These heuristics do not encompass all the elements and features of usability in 
every domain (Quiñones & Rusu, 2017; Jimenez, Lozada & Rosas, 2016).  Usabil-
ity can also mean different things to novices versus experts: for novice and casual 
users, usability is more often defined as understandability or learnability, 
whereas experts expect usefulness and functionality (Hartson, 1998). In both 
cases, usability is defined by measures of productivity, performance and satisfac-
tion (Hartson, 1998). Users just have different criteria for these metrics (Hartson, 
1998). Evaluating and measuring usability is therefore highly context-dependent 
(Lewis, 2014). 

The concept of satisfaction is a part of the usability standard ISO 9241-
11:2018 (International Organization for Standardization, 2018) and an important 
aspect of usability in HCI research (Hartson, 1998; Hornbæk, 2006; Lewis, 2014), 
although sometimes it is simply being viewed as a side product of effectiveness 
and efficiency (Bevan, 2010). The ISO 9241-11 version from 1998 defined the sat-
isfaction as “freedom from discomfort, and positive attitudes towards the use of 
the product” (Bevan et al., 2015; Bevan, 2010). The current standard defines sat-
isfaction as “extent to which the user's physical, cognitive and emotional re-
sponses that result from the use of a system, product or service meet the user’s 
needs and expectations” (International Organization for Standardization, 2018). 

Hornbæk (2006) reviewed 180 studies and analysed how usability was 
measured. Satisfaction was measured in 112 studies, but only few papers men-
tioned the actual questions they used in those questionnaires (Hornbæk, 2006). 
Standardized questionnaires were rarely used (Hornbæk, 2006). When standard-
ized questionnaires were not used, users were asked about ease-of-use, their at-
titudes towards the interface and its content, their perception of outcomes and 
the process of interaction, and few other measures like beauty (Hornbæk, 2006). 
Perception of outcomes is about how users view the outcomes of the interaction 
(Hornbæk, 2006). This is measured by asking users to assess their own perfor-
mance, understanding and learning, and to evaluate the success of the task out-
come and their confidence about it (Hornbæk, 2006). Perception of interaction is 
about how users see the process of interaction (Hornbæk, 2006). Often it means 
users’ perception of task complexity and task completion times (Hornbæk, 2006). 
In addition to these, satisfaction was measured by a large amount of other indi-
cators, such as: users’ sense of control, experience of engagement, experience of 
physical discomfort, attitude towards using the interface again, connection to 
other persons or to interface, feelings of presence, satisfaction with specific fea-
tures in the specific context of use, quality of the information, and so on (Horn-
bæk, 2006). As Hornbæk (2006) explains the situation, “the measurement of sat-
isfaction seems in a state of disarray”. Even though there are standardised ques-
tionnaires, a lot of the studies measure satisfaction by their own ways. 

The Questionnaire for User Interface Satisfaction (QUIS) is a measurement 
tool, that measures the user’s subjective rating of the human-computer interface 



23 

(Chin et al., 1988). According to Chin et al. (1988), user acceptance of a system, or 
in other words, subjective satisfaction, is a critical measure of a system’s success. 
A system’s overall performance can be evaluated to be good, but if the user is 
dissatisfied with the system and its interface, they may not be willing to use it 
again (Chin et al., 1988). QUIS includes 27 items in five categories: overall reac-
tions to the systems, characters on the screen, terminology and system infor-
mation, learning to use the system, and system capabilities like correcting mis-
takes and taking into account different users (Chin et al., 1988). The user is asked 
to evaluate how they perceive the properties of the system, like rating the posi-
tion of messages on screen inconsistent – consistent, and their personal experi-
ence, like overall reactions rating between terrible – wonderful, frustrating – sat-
isfying, and so on (Chin et al., 1988). 

ASQ (After-Scenario Questionnaire) is a validated measurement scale to 
measure user satisfaction with system usability (Lewis, 1995). The items address 
the ease of task completion, time to complete the task, and adequacy of the sup-
port information (Lewis, 1995). The user is asked to evaluate how satisfied they 
are in each of these aspects (Lewis, 1995). Questionnaires to measure satisfaction 
published between 1974 and 1988 were reviewed in LaLomia and Sidowski 
(1990). The first standardized usability questionnaires suitable for usability test-
ing were QUIS by Chin et al. (1988), ASQ by Lewis (1995), Post-Study System 
Usability Questionnaire (PSSUQ) by Lewis (1992), and Computer User Satisfac-
tion Inventory (CUSI) by Kirakowski and Dillon (1988) (Lewis, 2014). Nowadays 
most often used standardized usability questionnaires are QUIS, the Software 
Usability Measurement Inventory, PSSUQ, and the System Usability Scale (SUS) 
(Lewis, 2014). 

User experience (UX) is a central concept in the field of HCI, even though 
there is not a clear consensus of its definition and extent (Law et al., 2009; Lalle-
mand et al., 2015; Hassenzahl, 2003). UX is sometimes seen as a part of more tra-
ditional concept of usability, but it is also recognized to have unique features 
(Lallemand et al., 2015). Usability is more focused on task performance, whereas 
UX research is more interested in unique, lived experiences, and especially he-
donic and enjoyable elements of interaction (Hassenzahl, 2003; Vermeeren et al., 
2010; Bargas-Avila & Hornbæk, 2011; Lallemand et al., 2015). Vermeeren et al. 
(2010) note that satisfaction, the subjective component of usability, can also be 
seen as a part of UX evaluation, but it is nowhere near the only subjective quality 
that the UX research is interested in. Satisfaction has been linked to the hedonic 
consequences of UX models (Hassenzahl, 2003), and in some studies usability 
(e.g., effectiveness, efficiency, satisfaction) has been measured along with the UX 
(Bargas-Avila & Hornbæk, 2011). Usability and UX are not completely distin-
guishable, because usability affects the quality of the user experience, and com-
ponents of user experience can also influence how the usability of a system is 
perceived (Sharp et al., 2007, cited in Hollender et al., 2010). 

Hollender et al. (2010) refer to the study made by Kurosu and Kashimura 
(1995), which results were later confirmed by Tractinsky (1997), that perceived 
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aesthetics attractiveness of a system has a strong influence on its apparent usa-
bility. 

To conclude, usability and satisfaction are strongly connected to each other. 
Satisfaction is often measured by assessing the rate of learnability, ease of use, 
general feelings towards the system, willingness to use the system again, how 
helpful, relevant or consistent the elements of the system are perceived, and so 
many more. This demonstrates the vagueness and multidimensionality of the 
concept of satisfaction. Satisfaction is also studied in UX, but it is not the most 
central concept in it. In usability measurement, satisfaction is associated with task 
and user performance, which are very different things than the subjective notions 
of satisfaction in UX research. 

3.2.2 Cognitive load 

Cognitive load theory (CLT) has a lot of influence and is widely acknowledged 
within the fields of instruction, learning and educational psychology (Schnotz & 
Kürschner, 2007; Martin, 2014). Today, it influences especially the fields of digital 
technologies and e-learning (Martin, 2014). CLT, initially developed in the 1980’s, 
is based on schema theory and the idea of limited human short-term memory 
(Hollender et al., 2010). Its original purpose was to describe instructional design 
of pedagogical methods (Kosch et al., 2023). 

Short-term memory, or working memory, is a system that temporarily main-
tains and manipulates information necessary to perform complex cognitive tasks, 
such as learning and reasoning (Baddeley, 1992). Its capacity is limited and can 
only process a certain amount of information at the given moment (Miller, 1956). 
During the time in which the information resides in the working memory, it gets 
transferred to the long-term memory (Atkinson & Shiffrin, 1968). Long-term 
memory is a relatively permanent storage (Atkinson & Shiffrin, 1968), capable of 
holding almost unlimited amounts of information (Sweller, 1994; Sweller et al., 
1998). Schema is a cognitive construct that encompasses multiple elements of in-
formation, organized as one (Sweller, 1994; Sweller, 2005). Sweller (1994) illus-
trates how schemas work by presenting an example of a tree schema: instead of 
dealing with each element of a tree (leaves, branches, colour) individually in 
memory, a person relies on a tree schema that contains all the elements associated 
with a tree in their mind. Automated schemas are held in the long-term memory 
(Sweller, 2005). Schemas allow humans to process complex material that exceeds 
the capacity of their short-term memory, because they only need to process one 
element of information (Paas, Renkl & Sweller, 2003). Learning happens when 
schemas are constructed (Sweller et al., 1998; Sweller, 2005). According to Martin 
(2014), CLT claims that the ease or difficulty of learning a specific material de-
pends on how well people are able to process the information that is needed to 
solve a problem or learn something new by retrieving or constructing a schema.  

The primary concern of CLT is how easily information is processed in work-
ing memory (Sweller et al., 1998). In CLT theory, there are three types of cognitive 
load that affect working memory load: intrinsic cognitive load, extraneous cog-
nitive load, and germane cognitive load (Sweller et al., 1998). Intrinsic cognitive 
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load is the inherent complexity of the task or learning material itself (Sweller et 
al., 1998). It is affected by the qualities of the task or material at hand and the 
learner’s level of expertise (Sweller et al., 1998). Therefore, it is not possible to 
modify the amount of intrinsic cognitive load by making changes in instructional 
design (Sweller et al., 1998). Extraneous cognitive load is the result of  poorly de-
signed instructions (Sweller et al., 1998). They way in which information is pre-
sented affects extraneous cognitive load, and therefore it is possible to reduce it 
by instructional intervention (Sweller et al., 1998; Sweller, 1994). Germane cogni-
tive load signifies the effort invested in constructing schemas (Sweller et al., 1998). 
(Sweller et al., 1998). At appropriate levels, germane cognitive load supports 
learning (Sweller et al., 1998). Good instructional design decreases extraneous 
cognitive load but increases germane cognitive load (Sweller et al., 1998). Total 
cognitive load is the sum of three cognitive load types (Sweller et al., 1998). Learn-
ers can be encouraged to engage in material that increases germane cognitive 
load to help benefit their learning, but it only works if the total cognitive load 
stays within the working memory limits (Sweller et al., 1998). 

Hollender et al. (2010) carried out a literature review with a goal to integrate 
the concepts of CLT and HCI in order to advance the design and research of e-
learning environments. They discovered that both fields share the same underly-
ing beliefs regarding the human cognitive system, focus on reducing irrelevant 
cognitive load, and have recently adopted a notion that sometimes cognitive load 
can be beneficial for the learning (Hollender et al., 2010). The HCI research 
adopted the notion of limited human working memory and today it is common 
knowledge in research and practice, including design heuristics (Rogers, 2004). 
Reducing the user’s cognitive load as much as possible became an important goal 
in interaction design (Mandel, 1997; Preece et al., 2002, cited in Hollender et al., 
2010). In software design, instructional design principles of CLT have been ap-
plied in a similar way than usability goals and principles (Hollender et al., 2010). 

In HCI, terms of “cognitive workload”, “cognitive load”, and “mental 
workload” are all used to describe the cognitive demand of a task (Kosch et al., 
2023). The concept of mental workload refers directly to the cognitive demands 
of the task itself (Miyake, 2001). The concept of CLT (i.e., intrinsic, extraneous 
and germane cognitive load) is important to understand as its own distinct the-
ory. In practice, however, these concepts often get mixed up and are sometimes 
used interchangeably (Kosch et al., 2023; Hollender et al., 2010). Kosch et al. (2023) 
use the term “cognitive workload” to describe “workload imposed through the 
instructional system design of user interface visualizations or cognitive demand 
of users who process information” (Kosch et al., 2023). Regardless of the term 
confusion, it is apparent that the influence of CLT is evident in measuring and 
understanding cognitive load in HCI research and practice (Hollender et al., 
2010). Usually in HCI, cognitive load is measured by asking participants to fill a 
questionnaire after completing the task (Kosch et al., 2023). NASA Task Load In-
dex (NASA-TLX), originally developed to study the task load of pilots, is the 
most often used questionnaire to measure participants’ perceived subjective 
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cognitive load (Hart & Staveland, 1988; Hart, 2006; Kosch et al., 2023). NASA-
TLX is easy to use and that may be the reason for its popularity (Kosch et al., 
2023). 

Learning is strongly embedded in the concept of CLT. Learning processes 
have a role in HCI as well in two ways: if a novice user wants to complete a spe-
cific task on a computer system, they first need to learn to use it (Nielsen, 1994, 
cited in Hollender et al., 2010). The other aspect of learning in HCI are educa-
tional software that support the user in obtaining knowledge and skills in differ-
ent areas of interest  (Hollender et al., 2010). Interactive multiobjective optimisa-
tion methods of the DESDEO software framework, or other interactive multi-
objective optimisation methods, are not educational tools per se. However, learn-
ing is an inherent part of interactive multiobjective optimisation, and the meth-
ods designed for that also support the DM’s learning process. When the DM uses 
an interactive multiobjective optimisation method of the DESDEO software 
framework, they learn how to use the software the method has been imple-
mented on, to use the method itself, and about the problem to be solved and con-
cepts of multiobjective optimisation altogether. Therefore, the concept of cogni-
tive load and more specifically, the concept of CLT, could help our understand-
ing of the learning process in interactive multiobjective optimisation. In a lot of 
the HCI research, low cognitive load is often interpreted as an indicator of high 
system quality without explicating what those features are that constitute to a 
users’ perception of a quality (Kosch et al., 2023). Usually, the goal is to decrease 
cognitive load as much as possible, even though germane cognitive load can sup-
port schema construction and therefore learning. Fostering germane cognitive 
load contradicts with the basic principles of usability and it is therefore not so 
utilised in HCI research and practice (Hollender et al, 2010). 

The study this thesis is based on, implements the modified NASA-TLX to 
measure cognitive load, along with two other questionnaire items that measure 
the feeling of tiredness and whether the DM feels that the number of iterations to 
reach the acceptable solution was too high (Afsar et al., 2024). Most beneficial in 
the context of interactive multiobjective optimisation, especially regarding the 
importance of learning, would be to measure cognitive load with a measurement 
instrument that includes the different cognitive load types (intrinsic, extraneous 
and germane), as explained above. However, using NASA-TLX to measure cog-
nitive load is helpful to understand what kind of impact the user interface of the 
given interactive multiobjective optimisation method has on users’ perceived 
cognitive load. 

3.3 Desirable properties of interactive multiobjective 
optimisation methods 

Afsar et al. (2021) conducted a literature review where they collected assessments 
and comparisons of interactive multiobjective optimisation methods from 45 
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papers. Based on their expertise and the literature review, Afsar et al. (2021) have 
proposed a set of desirable properties of interactive multiobjective optimisation 
methods. Learning and decision phase have been separated from each other and 
they both have their own desirable properties. There are also general properties 
that are present in the solution process regardless of its phase. The purpose of the 
study by Afsar et al. (2021) is to investigate how the performance of interactive 
methods has been assessed in the published literature. 

When solving multiobjective optimisation problems, the solution process 
can often be observed to contain two phases, a learning phase and a decision 
phase, that have different objectives (Miettinen et al., 2008). In the learning phase, 
the DM learns about the qualities and characteristics of the problem so that they 
could understand what kind of solutions are possible (Eskelinen et al., 2010; Miet-
tinen et al., 2008). Once the DM has identified a region of interest, they can pro-
ceed to the decision phase, where they refine the search in the region of interest to 
find the MPS (Miettinen et al., 2008). The learning phase and the decision phase 
may be used iteratively in interactive multiobjective optimisation methods (Miet-
tinen et al., 2008). 

As a result of study by Afsar et al. (2021) following desirable properties, 
presented in Table 1, were proposed:  

TABLE 1 Desirable properties 

General properties 
(GP) 

GP1 - The method captures the preferences of the DM. 
 
GP2 - The method sets as low cognitive burden on the DM as possible. 
  
GP3 - A user interface supports the DM in problem solving.  
 
GP4 - The DM feels being in control while interacting with the method. 
 
GP5 - The method prevents premature termination of the overall solution process. 
 

Learning phase (LP) LP1 - The method helps the DM avoid anchoring.  
 
LP2 - The method allows exploring any part of the Pareto optimal set.  
 
LP3 - The method easily changes the area explored as a response to a change in the prefer-
ence information given by the DM.  
 
LP4 - The method allows the DM to learn about the conflict degree and tradeoffs among the 
objectives in each part of the Pareto optimal set explored. 
 
LP5 - The method properly handles uncertainty of the information provided by the DM. 
 
LP6 - The method allows the DM to find one’s region of interest at the end of the learning 
phase. 
 

Decision phase (DP) DP1 - The method allows the DM to be fully convinced that (s)he has reached the best pos-
sible solution at the end of the solution process.  
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DP2 - The method reaches the DM’s MPS. 
 
DP3 - The method allows the DM to fine-tune solutions in a reasonable number of iterations 
and/or reasonable waiting time. 
 
DP4 - The method does not miss any Pareto optimal solution that is more preferred (with a 
given tolerance) for the DM than the one chosen. 

 

 
It is important to assess the performance and qualities of interactive methods be-
cause some methods are more suitable for one of the phases (Afsar et al., 2021). 
For example, tradeoff-free methods like E-NAUTILUS are more appropriate for 
the learning phase (e.g., Miettinen et al., 2010; Afsar et al., 2024), and classifica-
tion-based methods like NIMBUS are more fitted for the purposes of the decision 
phase, like reported in Afsar et al. (2024). If interactive methods could be evalu-
ated, it would help to determine which method to use in solving a particular op-
timisation problem (Afsar et al., 2021). 

These properties have been studied in two empirical research: Afsar et al. 
(2023) and Afsar et al. (2024). Six desirable properties were selected to be studied 
in Afsar et al. (2023). The desirable properties were connected to specific research 
questions, and again operationalised into questionnaire items (Afsar et al., 2023). 
However, the results were not interpreted against the desirable properties (Afsar 
et al., 2023). The study made by Afsar et al. (2024) followed a similar procedure. 
They selected eight desirable properties, which were connected to three research 
questions and then operationalised into questionnaire items (Afsar et al., 2024). 
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This chapter describes the methodological position of this thesis, the study it is 
based on, and the research methods used. Because the research data is gathered 
in a study made by Afsar et al. (2024), especial attention is paid to the reasoning 
behind the operationalisations of the given study in Section 4.3. 

4.1 Methodological position 

Wobbrock and Kientz (2016) introduce seven research contribution types in the 
field of HCI. The contributions of this thesis are mostly methodological, since its 
purpose is to develop a new reliable way to measure previously identified phe-
nomena (Wobbrock & Kientz, 2016). The results of this thesis intent to improve 
future research and design of interactive multiobjective optimisation methods. 

Jokinen (2015) has proposed the methodological framework for the research 
of human-technology interaction (HTI). There are four methodological positions: 
behaviourism (empiricism), neuroscience (physicalism), subjectivism (phenomenol-
ogy), and cognitivism (functionalism) (Jokinen, 2015). These are presented in Fig-
ure 1. 

 

4 METHOD 
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FIGURE 1 Methodological framework of HTI research by Jokinen (2015) 

It is not practical to try to fit every study into one of these positions, since studies 
can combine aspects from different methodological positions and do not neces-
sarily fit perfectly to any of them (Jokinen, 2015). But the framework is helpful 
when evaluating the assumptions behind the studies of HTI (Jokinen, 2015). 

Behaviourism rejects the notions of causality and intentionality (Jokinen, 
2015, Figure 1). In behaviourism it is thought that inferences about human think-
ing cannot be made, and psychology should focus on studying objectively meas-
urable events, such as behaviour (Watson, 1913). Neuroscience is the study of the 
brain and the nervous system. It views the human mind from a physical perspec-
tive, allowing causality but denying the assumption of intentionality (Jokinen, 
2015, Figure 1). Subjectivism studies the human experience (Jokinen, 2015). In-
tentionality is assumed but causal explanations are not, because it would be hard 
to generate only one particular mental cause and distinguish it from others in-
voked (Jokinen, 2015).  In cognitivism, cognitive processes direct human behav-
iour (Haugeland, 1978). Methodologically it accepts the assumption of intention-
ality and causality (Jokinen, 2015, Figure 1). It is assumed that it is possible to 
examine the effect that mental states have on human behaviour (Jokinen, 2015). 

The study reported in this thesis follows loosely the subjectivist and cogni-
tivist school of thoughts. It is assumed that people have inner mental states, ex-
periences, and mental representations that affect their behaviour and that these 
can be examined by conducting an experiment. 

4.2 Validity and reliability 

The goal of developing a scale is to create a valid measure of an underlying con-
struct (Clark & Watson, 1995). Previous stages of scale development, like concep-
tualization and literature review, have been conducted by Afsar et al. (2021, 2024). 
This research focuses on examining the decisions made on previous studies and 
aims at establishing a reliable scale based on their data via statistical data analysis. 

Validity describes the accuracy of a measurement scale or a survey (Litwin 
& Fink, 1995). More specifically, it indicates how well the measurement instru-
ment actually assesses the construct that it is supposed to assess (Nunnally & 
Bernstein, 1994; Litwin & Fink, 1995). Construct validity is an important concept 
in psychological research (Westen & Rosenthal, 2003). According to Westen and 
Rosenthal (2003), construct validity describes how well the variance in the meas-
ured scores or results represent the variations in the underlying construct that 
the measurement instrument is supposed to measure. Construct validity is better 
understood as both continuous and continual (Westen & Rosenthal, 2003). The 
former means that validity is a non-binary concept, a matter of degree (Westen 
& Rosenthal, 2003). Continual refers to the idea that validity assessment is an 
ongoing, self-refining process, which often requires re-evaluation of measure and 
construct (Westen & Rosenthal, 2003). 
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Reliability is a statistical measure which indicates the degree of reproduci-
bility of the survey instrument’s data (Litwin & Fink, 1995). There are three com-
mon methods to assess the reliability of a survey instrument: test-retest, alter-
nate-form, and internal consistency (Litwin & Fink, 1995). Test reliability can also 
be assessed by commonly used Cronbach’s alpha (Tavakol & Dennick, 2011). 
Cronbach’s alpha, developed by Lee Cronbach (1951), is a measure of the internal 
consistency of a test or a scale. Internal consistency represents how well the test 
items measure the same construct or concept (Tavakol & Dennick, 2011). Before 
the scale can be applied in future research, internal consistency should be deter-
mined to ensure its reliability (Tavakol & Dennick, 2011). 

The acceptable value of alpha is between .70 and .90 (Nunnally & Bernstein, 
1994). The value of Cronbach’s alpha increases when the items in a test are inter-
correlated (Tavakol & Dennick, 2011). Simply selecting highly intercorrelated 
items to increase the value of alpha and therefore the measured internal con-
sistency of the test, is not, however, advisable. After a certain level, increased 
internal consistency does not improve the construct validity, but can in fact lower 
it (Clark & Watson, 1995). That is because highly intercorrelated items are redun-
dant: together they do not offer any more information about the underlying con-
struct than just selecting any one of them (Clark & Watson, 1995). Therefore, to 
ensure the internal consistency of the scale, its items should only moderately in-
tercorrelate (Clark & Watson, 1995). 

4.3 Operationalisation 

Operationalisation enables measuring a concept or a term for the purposes of a 
specific research (Niiniluoto, 1980, s. 187). It gives the concept or the term a meas-
urable indicator (Niiniluoto, 1980, s. 187), like questionnaire items measured with 
a Likert-scale which assigns them a numerical value. The indicator should meas-
ure the concept or the term as well as possible, without measuring something 
else (Niiniluoto, 1980, s. 187). Operationalisation impacts the validity of a re-
search and a measurement instrument (Niiniluoto, 1980, s. 187). 

In the study by Afsar et al. (2024) a survey was conducted where question-
naire items for comparing interactive methods were based on the previously 
identified desirable properties of interactive methods, proposed in Afsar et al. 
(2021). There were three research questions: how extensive the cognitive load of 
the whole solution process (cognitive load) is, how well the method captures and 
responds to the DM’s preferences (capturing preferences and responsiveness), 
and is the DM satisfied with the overall solution process and confident with the 
final solution (satisfaction and confidence) (Afsar et al., 2024). Nine desirable 
properties were selected altogether and connected to research questions (Afsar et 
al., 2024). 

In Table 1, the research questions, corresponding desirable properties and 
questionnaire items that measure the properties are listed. The next three subsec-
tions cover the properties and how they were operationalised and if the 
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reasoning behind these operationalisations is sound. Only Likert-scale items 
were addressed in these discussions. There is a plus-sign at the end of the item if 
it was both Likert-scale and open-ended. 

TABLE 2 Operationalisations 

RQ Desirable properties Questionnaire items 

Cognitive load The method sets as low cognitive burden on 
the DM as possible. 

I am satisfied with my performance in 
finding the final solution (+) 
 
A lot of mental activity was required (e.g., 
thinking, deciding, and remembering). 
 
I had to work hard to find the final solu-
tion. 
 
I felt frustrated in the solution process 
(e.g., insecure, discouraged, irritated, 
stressed). 
 

The method allows the DM to fine-tune solu-
tions in a reasonable number of iterations 
and/or reasonable waiting time. 

It took too many iterations to arrive to the 
acceptable solution. 
 
I felt tired. 
 

Capturing preferences 
and responsiveness 

The method captures the preferences of the 
DM. 

The preference information was easy to 
provide. 
 
I was able to reflect my actual preferences 
when providing the information required 
by the method (+) 
 

The DM feels being in control while interact-
ing with the method. 

It was easy to learn to use this method. 
 
I felt I was in control during the solution 
process. 
 
I felt comfortable using this interactive 
method. 
 
The method has all the necessary func-
tionalities. 
 
I was able to return to previous solutions 
whenever I needed in the solution pro-
cess. 
 

The method easily changes the area explored 
as a response to a change in the preference in-
formation given by the DM. 

The solution(s) I obtained reflects my pref-
erence information well. 
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It was easy to explore solutions with dif-
ferent conflicting values of the objective 
functions. 

 
In general, the method reacted to the 
preference information I provided. 
 

Satisfaction and confi-
dence 

The method allows the DM to learn about the 
conflict degree and tradeoffs among the ob-
jectives in each part of the Pareto optimal set 
explored. 

After this iteration, I know more about the 
problem. 
 
I think that the solution I found is the best 
one. 
 
I obtained a clear idea of the values that 
the objectives can simultaneously achieve. 
 
I obtained a clear idea of the possible 
choices available similar to the solutions I 
was interested in. 
 

The method does not miss any Pareto optimal 
solution that is more preferred (with a given 
tolerance) for the DM than the one chosen. 
 

I am satisfied with the solution I chose(+) 

The method allows the DM to be fully con-
vinced that (s)he has reached the best possi-
ble solution at the end of the solution process. 

I am satisfied with the final solution. 
 
Overall, I am satisfied with the ease of 
completing this task. 
 
Overall, I am satisfied with the amount of 
time it took to complete this task. 
 
Overall, I am satisfied with the support in-
formation (online help, messages, docu-
mentation) when completing this task. 
 

 

4.3.1 Cognitive load 

Cognitive load was assessed by six items. Four of them were assigned to the 
property “The method sets as low cognitive burden on the DM as possible”. 
These items are based on NASA-TLX-questionnaire (Hart & Staveland, 1988) 
with little modifications. NASA-TLX has six subsections which are mental, phys-
ical, and temporal demands, performance, effort, and frustration (Hart, 2006). 
Items in the given study took into account mental demands, performance, effort, 
and frustration. Temporal and physical demands in context of this study were 
not relevant (Afsar et al., 2024). 

The property “The method allows the DM to fine-tune solutions in a rea-
sonable number of iterations and/or reasonable waiting time” was also seen as 
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part of a cognitive load assessment (Afsar et al., 2024). The property had been 
operationalised to the following items: 

 

• It took too many iterations to arrive to the acceptable solution. 

• I felt tired. 
 

This property has been categorized into the decision phase in Afsar et al. (2021). 
After the learning phase, the DM has identified the region of interest that best 
seems to fit their preferences (Afsar et al., 2021). In the decision phase, the DM 
refines the search within this region of interest until the MPS is found (Afsar et 
al., 2021). Afsar et al. (2021) claim that since the DM’s chosen region of interest is 
based on what they learned about the problem in the learning phase, the DM 
should be sure about the region of interest at the beginning of the decision phase. 
Because of that, refining the solution until the DM finds the MPS, should not take 
the method too long or too many iterations (Afsar et al., 2021). 

It can be argued that some elements of multiobjective optimisation are cog-
nitively difficult. Long-lasting, cognitively demanding tasks can lead to mental 
fatigue, impacting task performance (Van der Linden et al., 2003; Borragán et al., 
2017). Maintaining high cognitive performance can lead to mental fatigue (Hart, 
2006). Therefore, investigating the DM’s feeling about tiredness and their opinion 
about the number of iterations is a reasonable way to measure cognitive load. 
NASA-TLX ratings have also been studied together with other factors, including 
fatigue (Hart, 2006). 

4.3.2 Capturing preferences and responsiveness 

During the learning process, the DM explores the given solutions based on their 
preferences, which causes variation in solutions between iterations (Afsar et al., 
2024). Because of this, it is important to assess the method’s ability to react and 
respond to preference information given by the DM (Afsar et al., 2024). The abil-
ity can be measured by assessing how easy it is for the user to give the preference 
information, whether the method has all the necessary functionalities for the DM 
to do that, and if the DM feels that they control the solution process (Afsar et al., 
2024). 

This research question had three properties assigned to it. The property 
“The method captures the preferences of the DM” was measured by two items: 

 

• The preference information was easy to provide. 

• I was able to reflect my actual preferences when providing the information 
required by the method. 

 
The purpose of the first item is to evaluate how well the DM is able to express 
their preferences during the solution process (Afsar et al., 2024). The second item 
assesses how easy the method makes it for the DM to provide their preferences 
(Afsar et al., 2024). For the sake of obtaining the favourable solution and being 
able to use the method effortlessly, it is crucial that the DM succeeds in providing 
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their preferences. That is because interactive multiobjective optimisation meth-
ods only generate Pareto optimal solutions that interest the decision maker 
(Thiele et al., 2009). The method’s ability to capture the preferences and respond 
to them can therefore be measured by these two items, because they assess how 
well the method fulfils its purpose, that is to help the DM to understand the prob-
lem and their own preferences. 

The property “The DM feels being in control while interacting with the 
method” was operationalised to five items: 

 

• It was easy to learn to use this method. 

• I felt I was in control during the solution process. 

• I felt comfortable using this interactive method. 

• The method has all the necessary functionalities. 

• I was able to return to previous solutions whenever I needed in the solu-
tion process. 

 
The DM’s feeling of control is a fitting way to assess the method’s ability to cap-
ture preferences and respond to them. That is because the solutions generated by 
the methods are (or they should be) based on the DM’s preference information. 
That means that the DM should control the solution process: proposed solutions 
are not random, but directly reflect the DM’s preferences. If the DM feels that 
using the method is hard, annoying, and unpleasant, and difficult to learn, the 
DM does not feel that they control the process, and therefore, they cannot be sure 
that the method reflects their actual preferences. 

The property “The method easily changes the area explored as a response 
to a change in the preference information given by the DM” was assessed by three 
questionnaire items: 

 

• The solution(s) I obtained reflects my preference information well. 

• It was easy to explore solutions with different conflicting values of the ob-
jective functions. 

• In general, the method reacted to the preference information I provided. 
 
It is important to note that this property is assigned to the learning phase in Afsar 
et al. (2021). In the learning phase, the DM gets to know and learn about the set 
of Pareto optimal solutions, tradeoffs among the objective functions, areas with 
different conflict degrees and values of the decision variables in each area (Afsar 
et al., 2021). The first item assessing this property is intended to measure the 
method’s ability to reflect the DM’s preference information even when the ex-
plored area changes. Some methods adapt to changing preference information 
better than the others, and if the method cannot do it well, it probably does not 
reflect the DM’s preferences well anymore. This item could, however, address 
the property “The method captures the preferences of the DM” better. Afsar et al. 
(2021) also assigned this property to general properties, not specifically to the 
learning or decision phase. The second item assesses the method’s 
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responsiveness as the ability to react to the DM’s preferences (Afsar et al., 2024). 
As mentioned above, the method should react to changes in preference infor-
mation, even to major ones. Regardless of the solutions changing, the DM should 
still be able to easily get a good overall comprehension of offered solutions and 
how they differ. 

4.3.3 Satisfaction and confidence 

The third research question is about the DM’s satisfaction with the overall pro-
cess and the final choice they made, and whether they are confident that the 
choice they made was right (Afsar et al., 2024). Afsar et al. (2024) argue that the 
DM’s satisfaction with the overall solution process and their satisfaction and con-
fidence with the final solution should be distinguished from each other. That is 
because even though the final solution pleases the DM, they might still find the 
interactive solution process cognitively too demanding or just hard to under-
stand, therefore affecting their willingness to interact with the method again (Af-
sar et al., 2024). 

Being involved in the decision process increases the DM’s confidence to-
wards the final solution in general (Miettinen, 1999). A reason could be that while 
interacting with the method during the solution process, the DM simultaneously 
learns more about the problem. Belton et al. (2008) argue that a willingness to 
participate in the process again means that the DM is satisfied with the method. 
The satisfaction is possibly related to learning as well (Belton et al., 2008). 

The third research question is connected with three desirable properties that 
were operationalised to nine (Likert-scale) items. The properties linked to satis-
faction and confidence are the following: 

 

• The method allows the DM to learn about the conflict degree and tradeoffs 
among the objectives in each part of the Pareto optimal set explored. 

• The method does not miss any Pareto optimal solution that is more pre-
ferred (with a given tolerance) for the DM than the one chosen. 

• The method allows the DM to be fully convinced that (s)he has reached 
the best possible solution at the end of the solution process. 

 
The property “The method allows the DM to learn about the conflict degree and 
tradeoffs among the objectives in each part of the Pareto optimal set explored” 
was again operationalised to four items: 

 

• After this iteration, I know more about the problem. 

• I think that the solution I found is the best one. 

• I obtained a clear idea of the values that the objectives can simultaneously 
achieve. 

• I obtained a clear idea of the possible choices available similar to the solu-
tions I was interested in. 
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It is important to find out if the DM has learned enough about the offered solu-
tions, because in order to feel confident about their final choice, the DM has to 
understand the problem well enough (Afsar et al., 2024; Hakanen et al., 2022). 
The items above give us a sense of whether the DM has learned about the objec-
tives, trade-offs, conflict degrees, and how the MPS has been generated. If the 
DM cannot identify the MPS among the available solutions, it is unclear whether 
they have understood the problem or the method well enough. 

The property “The method does not miss any Pareto optimal solution that 
is more preferred (with a given tolerance) for the DM than the one chosen” has 
been measured with one Likert-scale item, which is also open-ended. It should 
be considered if the property can be operationalised to only one Likert-scale item. 
The purpose of this property in measuring the DM’s satisfaction and confidence 
is to find out if the method has successfully captured the preferences of the DM 
and offered them solution that reflect them. The DM’s confidence in the final so-
lution requires that the method has presented the DM enough solutions that 
match their preconditions and preferences. 

The third property “The method allows the DM to be fully convinced that 
(s)he has reached the best possible solution at the end of the solution process” is 
operationalised to four following items: 

 

• I am satisfied with the final solution. 

• Overall, I am satisfied with the ease of completing this task. 

• Overall, I am satisfied with the amount of time it took to complete this task. 

• Overall, I am satisfied with the support information (online help, mes-
sages, documentation) when completing this task. 

 
The last three items come from ASQ (after-scenario questionnaire) (Lewis, 1995), 
a validated measurement scale to measure user satisfaction. It was originally de-
veloped for the purpose of usability testing, but its general nature allows it to be 
applied to different research contexts in human-computer interaction (Afsar et 
al., 2024; Lewis, 1995). 

This property aims to evaluate how confident the DM is that the solution 
process generated the best possible solution and that they were able to recognise 
and choose it. The property evaluates both the DM’s feeling of confidence and 
the ability of the interaction process to promote such a feeling in the DM. The 
first item assesses the DM’s satisfaction with the final solution, and the other 
three measure it as well. But even though the three items from ASQ measure the 
satisfaction and the feeling itself is mentioned in the items, the context of feeling 
of satisfaction is in the experienced task difficulty, time spent completing the task, 
and the amount of help participants got during the process. In other words, the 
items reflect the metacognitive feeling of difficulty the DM experienced during 
the solution process. 

Metacognitive experiences, such as metacognitive feelings and judgments, ap-
pear in learning situations, like problem solving (Efklides, 2006). Feeling of con-
fidence and feeling of satisfaction monitor the outcome of cognitive processing 



38 

(Efklides, 2006). Feeling of difficulty monitors the fluency of cognitive processing, 
and it consists of multiple factors, including objective task difficulty, individual 
cognitive abilities, emotions, and the affective tone of instructions, to name a few 
(Efklides, 2006; Efklides, 2002). According to Nelson (1996), confidence is a retro-
spective metacognitive monitoring component, that indicates how sure the per-
son is that the retrieved answer is correct. Efklides (2002), however, implies that 
confidence monitors how the person reached the answer (was the process fluent 
or with interruptions). Considering these two perspectives, the confidence is a 
feeling a person experiences, but it reveals information about the process also. 

Feeling of confidence is related to feeling of difficulty (Efklides, 2002). In 
their study from 1996, Efklides made an observation that retrospective feeling of 
difficulty is negatively related to feeling of confidence (Efklides, 2002). According 
to Efklides (2002), this is in accordance with previous findings made by Robinson 
et al. (1997), that confidence is associated with cognitive effort and time spent on 
the task. Based on these findings, the items borrowed from ASQ can be claimed 
to measure the DM’s experience of the learning process and reflect the feeling of 
difficulty of the task in the context of interactive multiobjective optimisation. And 
since the feeling of confidence towards the final answer or solution is influenced 
by the feeling of difficulty (Efklides, 2002), these items are suitable for assessing 
the DM’s confidence in the final solution. 

However, to measure the confidence reliably, the first questionnaire item 
regarding the satisfaction with the final solution would be advisable to be left out 
of scale development. There is interrelation between metacognitive experiences, 
and the feeling of satisfaction and feeling of confidence do correlate as well (Ef-
klides, 2002). Their connection is contrary than what the operationalisation here 
assumes: the feeling of satisfaction is influenced by the feeling of confidence, not 
the other way around. 

4.4 Research question 

There are no known validated scales to assess desirable properties of interactive 
multiobjective optimisation methods (Afsar et al., 2024). The purpose of this re-
search is to investigate the applicability of the results from the previous study by 
Afsar et al. (2024) to form a reliable scale or a set of scales. The following research 
question guides this study: 

 
RQ1: Is the developed scale or a set of scales a reliable measure for assessing 
interactive multiobjective optimisation methods? 
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4.5 Research data 

This study utilises already gathered research data from Afsar et al. (2024). Partic-
ipants (N = 164) were mathematics students from the Faculty of Economics and 
Business Studies of the University of Malaga. Multiobjective optimisation was a 
familiar field for all of them. The participants were divided into three groups 
with one interactive multiobjective optimisation method assigned to each group: 
E-NAUTILUS (n =64), NIMBUS (n =44), and RPM (n = 56) (Afsar et al., 2024). 

The participants were introduced to the multiobjective optimisation prob-
lem to be solved and the user interface of each method (Afsar et al., 2024). Partic-
ipants were also given supplementary documentation consisting of detailed in-
formation about the problem and the interactive method allocated to them, so 
they could carefully consider their preferences (Afsar et al., 2024). 

A questionnaire included thirty items, from which 25 items are considered 
in this study. Items were both open-ended and graded on a given scale (either 
Likert-scale or semantical differential) (Afsar et al., 2024). Four items were asked 
during the solution process and the remaining 26 after the solution process had 
ended. Some items were asked twice between different iterations. (Afsar et al., 
2024). 

4.6 Data analysis 

Factor analyses are statistical procedures that are used to identify the number of 
distinct constructs assessed by a set of measures (Fabrigar & Wegener, 2011). Fab-
rigar and Wegener (2011) explain the factor analysis as follows: “Factor analysis 
is used as a means of arriving at a more parsimonious representation of the un-
derlying structure of correlations among a set of measured variables”. Factor 
analysis is not the only procedure to examine the structure of correlations among 
certain variables: its use is beneficial in a case where researchers want to know 
how many constructs a set of measured variables is assessing and what they 
might be, but investigating the causal relation of said constructs is not yet rele-
vant (Fabrigar & Wegener, 2011). Factor analysis is broadly used to develop 
measurement instruments (Fabrigar & Wegener, 2011). 

According to Fabrigar and Wegener (2011), first a researcher has to decide 
between an exploratory or a confirmatory factor analysis. An exploratory factor 
analysis is suitable for situations where there are no expectations about the num-
ber of factors, and which variables will be influenced by the same factors (Fabri-
gar & Wegener, 2011). For the purposes of this study, the exploratory factor anal-
ysis is more suitable, because there are no strong preliminary expectations for the 
factor solution. The next decision to make is whether to conduct the analysis 
based on the common factor model or PCA (Fabrigar & Wegener, 2011). The main 
difference between them is that common factors are unobservable latent varia-
bles (Fabrigar & Wegener, 2011), and if the researchers do not assume latent 
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variables to exist in data or do not assume that they are to be found, PCA is more 
suitable. PCA was chosen to conduct the research data analysis, because it was 
not assumed beforehand that unobservable, hidden variable would explain the 
phenomenon behind the data. 

There exists multiple recommendations for determining an acceptable sam-
ple size to conduct factor analysis (MacCallum et al., 1999; Mundfrom et al., 2005). 
An absolute minimum sample size of 100 has been suggested (Gorsuch, 1983), 
and some authors recommend a minimum sample size of 200 to 500 (MacCallum 
et al., 1999; Comrey & Lee, 1992). For Comrey and Lee (1992), the sample size of 
100 is poor. However, most authors would appear to accept a minimum sample 
size of 200 and 5-to-1 participant-to-variable ratio, whichever is greater (Howard, 
2016). If the suggestion to apply the 5-to-1 participant-to-variable ratio is ac-
cepted, the research data utilised in this study is adequate for performing the 
PCA. 

The results of factor analysis do not offer simple answers, but useful infor-
mation that can be interpreted to understand the underlying phenomena (Clark 
& Watson, 1995). Simply following few rules is not optimal (Clark & Watson, 
1995). When performing factor analysis or PCA, there are multiple choices to be 
made regarding extraction, rotation, and number of factors, for instance (O’Con-
nor, 2000). The most crucial decision, however, is selecting the number of factors 
or components to retain (Zwick & Velicer, 1986; Glorfeld, 1995; O’Connor, 2000). 
One way to do that is to examine the scree plots of eigenvalues, which is available 
on the SPSS software (O’Connor, 2000). The problem in eigenvalues-greater-
than-one rule is that it can over- or underestimate the number of components, 
and generate unreliable results (O’Connor, 2000; Zwick & Velicer, 1986). 

Another method to determine the number of components to retain is parallel 
analysis, which extracts eigenvalues from random data sets that correspond to the 
number of cases and variables in the actual data set (O’Connor, 2000). The 
method generates a set of random data matrices that have the same number of 
observations for each variable than in the actual data set (O’Connor, 2000). Ei-
genvalues for the correlation matrices of the original data set as well as the cor-
relation matrices derived from random data sets are calculated (O’Connor, 2000). 
After that, the method compares the eigenvalues of the actual data to the eigen-
values extracted from the random data (O’Connor, 2000). According to O’Connor 
(2000), it is recommended to use the eigenvalues that correspond to the desired 
percentile (typically the 95th) of the distribution of random data eigenvalues as a 
comparison baseline. 

If the parallel analysis is run by using the desired percentile of the distribu-
tions of random data eigenvalues, the number of random data sets generated 
should be carefully chosen (O’Connor, 2000). According to O’Connor (2000), if 
the chosen percentile is multiplied by the number of data sets and then divided 
by 100, the result should be an integer. Factors or components are retained as 
long as the eigenvalue from the actual (raw) data is greater than the eigenvalue 
from the random data (O’Connor, 2000). The SPSS commands (syntax) for paral-
lel analysis appears in Appendix C in O’Connor’s (2000) paper. The user defines 
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the number of cases, variables, data sets, and the desired percentile for the anal-
ysis before running it (O’Connor, 2000). 
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This chapter presents the results of statistical data analysis. Based on the reason-
ing of operationalisations in Section 4.3., the item “I am satisfied with the final 
solution”, was left out of the analysis. 

5.1 Parallel analysis 

Before performing the PCA, parallel analysis using the O’Connor syntax (2000) 
was first conducted to determine the number of components to retain. The par-
allel analysis was made in SPSS version 28.0.1.1. First, the syntax was checked 
and corrected to perform the analysis in a desired way. The method (compute 
kind) was chosen to be the PCA, and compute randtype was assigned 1, meaning 
normally distributed random data generation parallel analysis. These and other 
syntax choices are presented in Table 3.  

TABLE 3 Choices in O’Connor (2000) syntax 

compute ndatsets 1000 

compute percent 95 

compute kind 1 (principal component analysis) 

compute randtype 1 (normally distributed random data gener-
ation parallel analysis) 

 
The results of parallel analysis were interpreted against the 95th percentile. The 
value of raw data should be higher than the value of the 95th percentile eigen-
value. Components are retained as long as the eigenvalue from the raw data is 
greater than the eigenvalue from the random data (O’Connor, 2000). The parallel 
analysis suggests that there are three components to retain from these question-
naire items. The values of the components are presented in Table 4.  

TABLE 4 Raw data and 95th percentile random data Eigenvalues 

5 RESULTS 
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Raw Data 95th Percentile 

7.702 1.939 

2.536 1.748 

1.864 1.632 

1.432 1.547 

 
As Table 4 shows, the value of the raw data in the fourth component is less than 
the value of the 95th percentile. Therefore, the PCA should retain three compo-
nents. 

5.2 PCA 

PCA was conducted using the Principal components method with Promax-rota-
tion. Promax-rotation was chosen because the components are assumed to corre-
late with each other. Three components were assigned to be retained from the 
analysis. Bartlett’s test of sphericity (χ2(276) = 1658.138, p <. 001) was statistically 
significant. Kaiser Meyer-Olkin test of sampling adequacy (KMO) was .865. 
Therefore, the research data can be used to conduct a factor analysis. 

After the first iteration, four items had a communality less than .40. These 
items were the following: 
 

• The preference information was easy to provide. (.153) 

• The solution(s) I obtained reflects my preference information well. (.295) 

• After this iteration, I know more about the problem. (.308) 

• I was able to return to previous solutions whenever I needed in the so-
lution process. (.242) 

 
These items were iteratively removed, until all the items had a communality 
greater than or equal to .40. In the fifth and sixth iteration, two cross-loaded items 
in the pattern matrix were removed, one at each iteration. The items were “I felt 
tired” (the factor loading for component 1 was - .586 and component 3 .506) and 
“I was able to reflect my actual preferences when providing the information re-
quired by the method” (the factor loading for component 1 was .412 and compo-
nent 2 .427). After the seventh iteration, the pattern matrix included only items 
that had a communality greater than or equal to .40 and there were no cross-
loadings. At this point, there were three components. The first component had 
nine items, the second component had five items and the third component had 
four items. The third component was left as it was and named Cognitive load. 

The first component and the second component did not describe the con-
cepts of decision-making and satisfaction coherently, so they were modified to 
describe these concepts better. The second component (later named as “Satisfac-
tion”) included five items at this point. The following two items were removed 
from the component: 
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• In general, the method reacted to the preference information I pro-
vided. 

• I felt I was in control during the solution process. 
 

The item “In general, the method reacted to the preference information I pro-
vided” had a factor loading of .584, and the item “I felt I was in control during 
the solution process” had a factor loading of .505. These factor loadings were 
weaker compared with other items in this component. After removing the afore-
mentioned two items, the component was named Satisfaction. It describes the 
satisfaction towards the result of the solution process and the DM’s own perfor-
mance. 

Before modifying the first component to better describe the concept of de-
cision-making in the context of interactive multiobjective optimisation, the com-
ponent had nine items. They reflected very different parts of the user’s experience, 
including easiness to learn, feeling of satisfaction, obtaining the clear idea of dif-
ferent solutions presented in the method, and the feeling of comfort. There was 
also an item that referred to the method’s functionalities (“The method has all the 
necessary functionalities”). The following six items were removed from the com-
ponent:  

 

• It was easy to learn to use this method. 

• Overall, I am satisfied with the support information when complet-
ing this task. 

• Overall, I am satisfied with the amount of time it took to complete 
this task. 

• Overall, I am satisfied with the ease of completing this task. 

• I felt comfortable using this interactive method. 

• The method has all the necessary functionalities. 
 
The items were removed, because they did not describe the characteristics of the 
decision-making specific to the multiobjective optimisation. The following three 
items were selected to the final component: 

 

• I obtained a clear idea of the values that the objectives can simulta-
neously achieve. 

• I obtained a clear idea of the possible choices available similar to the 
solutions I was interested in. 

• It was easy to explore solutions with different conflicting values of 
the objective functions. 

 
These three items describe the characteristics of the decision-making specific to 
the multiobjective optimisation, and the method’s ability to support the DM to 
make a decision. Out of the nine items, these three items had the lowest factor 
loadings (.617, .542, .605). The item “The method has all the necessary function-
alities” also had one of the lowest loadings (.580), but it was removed, because it 
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did not adequately describe the degree to which the method supports the DM to 
make a decision. The component was named Decision-making support. The final 
components are presented in Table 5. 

TABLE 5 Final components 

Items Satisfaction Cognitive load Decision-making 
support 

 
I think that the solution I found is the best one. 
 

.914 
  

I am satisfied with the solution I chose. 
 

.885 
  

I am satisfied with my performance in finding the 
final solution. 
 

.790 
  

 
I had to work hard to find the final solution. 
 

 
.796 

 

A lot of mental activity was required (e.g., thinking, 
deciding, and remembering). 
 

 
.764 

 

I felt frustrated in the solution process (e.g., inse-
cure, discouraged, irritated, stressed). 
 

 
.716 

 

I took too many iterations to arrive to the acceptable 
solution. 
 

 
.694 

 

 
I obtained a clear idea of the values that the objec-
tives can simultaneously achieve. 
 

  

.863 

I obtained a clear idea of the possible choices avail-
able similar to the solutions I was interested in. 
 

  
.781 

It was easy to explore solutions with different con-
flicting values of the objective functions. 

  
.775 

 
Satisfaction-component correlates very weakly with the Cognitive load -compo-
nent (r = - .088) and moderately with Decision-making support -component (r 
= .505). Cognitive load -component has also a very weak correlation with the De-
cision-making support -component (r = - .064). The items of each component 
were calculated into a sum variable, after which the internal consistency of each 
variable was measured. Cronbach’s alphas are at an acceptable level. Satisfaction-
variable has the highest value of alpha (α = .852), while Cognitive load (α = .730) 
and Decision-making support (α = .738) score lower levels of alpha value. Be-
cause the correlations between the components are weak, they cannot be com-
bined into a single scale. They form a set of individual scales, that measure the 
DM’s perceived cognitive load and satisfaction, and the degree of the decision-
making support that the method provides. 
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This chapter reviews the results of statistical data analysis and discusses their 
meaning, while proposing suggestions for future research. The research goal of 
this thesis was to examine if the research data collected by Afsar et al. (2024) 
would be suitable to construct a reliable scale or scales to assess interactive mul-
tiobjective optimisation methods. Reliability and validity of the developed scales 
are assessed, and theoretical and practical contributions of these results are re-
viewed. Limitations of the study are also discussed. 

PCA resulted in three components, which are named Satisfaction, Cognitive 
load, and Decision-making support. The components were calculated into sum 
variables. Cronbach alphas for each of the sum variables are at an acceptable level, 
which means that the components are internally coherent. In other words, ques-
tionnaire items in each component measure the same construct reliably. Correla-
tions between the components are relatively weak, except the correlation be-
tween Satisfaction-component and Decision-making support -component. Cor-
relations indicate that these three components measure distinct constructs of in-
teraction between the DM and the interactive multiobjective optimisation meth-
ods and have a poor capability to be combined into a single scale. They form a 
set of individual scales (Satisfaction, Cognitive load, and Decision-making support) 
to assess interactive multiobjective optimisation methods. Future research, where 
these scales would be tested with different interactive methods and optimisation 
problems, is needed to examine their validity and justify their use in developing 
and testing interactive methods. 

Originally, in Afsar et al. (2023) and Afsar et al. (2024), the questionnaire 
items were connected to specific desirable properties (see Table 2). When con-
ducting PCA, it was not assumed that this structure would remain in retained 
components. The developed scales measure aspects of decision-making that are 
also identified in desirable properties and that characterise the performance of 
interactive methods, like low cognitive burden and the method’s support for 
learning. The developed scales are not, however, supposed to measure the desir-
able properties of interactive multiobjective optimisation methods per se, but 

6 DISCUSSION 
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rather the aspects of decision-making present in interaction between the DM and 
the interactive method. 

The Satisfaction-component measures the DM’s satisfaction towards the fi-
nal result of multiobjective optimisation, and their own performance in finding 
that. The item “I am satisfied with my performance in finding the final solution” 
is connected to cognitive load in Afsar et al. (2023; 2024) and it is part of NASA-
TLX, the standardised questionnaire often applied to measure user cognitive load 
in HCI research. The internal consistency of the component is however satisfac-
tory, which indicates that the items measure a same construct. In HCI, satisfac-
tion is often understood as part of usability. When performing usability evalua-
tions, satisfaction has been operationalised to perception of outcomes, among 
other things. Perception of outcomes includes assessments of user’s own perfor-
mance as well as the task outcome (Hornbæk, 2006). Following this research line, 
the DM’s satisfaction towards their own performance can be evaluated together 
with the satisfaction towards the final solution. If metacognitive experiences are 
considered, the interconnections between feeling of satisfaction, feeling of confi-
dence, and feeling of difficulty, and their impact on decision-making is a little 
more complicated (cf. Efklides, 2001; 2002; 2006), and exploring their effect on 
decision-making in the context of interactive multiobjective optimisation meth-
ods could be beneficial. 

The Cognitive load -component includes items from NASA-TLX, and one 
item developed by Afsar et al. (2023, 2024): “It took too many iterations to arrive 
to the acceptable solution”. Regardless of the satisfactory level of internal con-
sistency, including this item to measure the DM’s cognitive load during the use 
of interactive method, is not uncomplicated. In previous studies (Afsar et al., 2021; 
2023; 2024) and in this thesis, it is assumed that the excess number of iterations 
negatively affect the DM’s cognitive load. This may be true, but the number of 
iterations does not necessarily impact the cognitive load directly. In Afsar et al. 
(2024), participants spent more time and iterations with E-NAUTILUS but re-
ported being less tired. The number of iterations was also deemed appropriate 
(Afsar et al., 2024). This indicates that the time to be spent reaching the MPS is 
necessarily not associated with increase in experiencing cognitive load. In Afsar 
et al. (2023), NIMBUS was cognitively more demanding, but it was the method 
that most participants said they would use again. According to the participants, 
NIMBUS reacted better to the DM’s preference information (Afsar et al., 2023). 
This allowed participants learning more about the problem and reaching a more 
satisfactory solution (Afsar et al., 2023). The RPM was rated easier and simpler to 
use (Afsar et al., 2023). Afsar et al. (2024) reported similar results about RPM be-
ing the least liked method, even though its apparent simplicity. The reason may 
be that in order to learn, appropriate levels of germane cognitive load is needed 
to construct schemas (see Section 3.2).  

In light of the knowledge regarding the DMs’ experiences with interactive 
multiobjective optimisation methods and the concept of cognitive load, it is not 
surprising that Cognitive load -component correlates so poorly with Satisfaction 
and Decision-making support -components. Based on the results reported by 
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(Afsar et al., 2024), participants are willing to cope with higher cognitive load 
levels in order to learn more about the problem and attain better results. In the 
context of interactive multiobjective optimisation, cognitive load seems to have 
unique features and decreasing cognitive load may not be beneficial in all cases. 
Multiobjective optimisation problems are known to be complex, and the DM’s 
motivation to engage in high-demanding cognitive tasks might be stronger than 
in everyday tasks. Considering all of this, it would be advisable to develop an 
entirely novel measurement instrument to measure cognitive load in decision-
making with interactive multiobjective optimisation methods. The scale devel-
oped in this thesis might be valid to measure cognitive load, but there is a possi-
bility that it misses important aspects of human decision-making and problem 
solving in this context. Either way, future research is needed. 

The Decision-making support -component includes three items from differ-
ent desirable properties. The item “It was easy to explore solutions with different 
conflicting values of the objective functions” has been originally connected to the 
desirable property which describes how well the method reacts to changes in 
DM’s preference information during the solution process. The other two items 
(“I obtained a clear idea of the values that the objectives can simultaneously 
achieve” and “I obtained a clear idea of the possible choices available similar to 
the solutions I was interested in”) are connected to the desirable property which 
evaluates how the method supports the DM’s learning process. The latter desir-
able property is part of the satisfaction and confidence -research question in Afsar 
et al. (2024), and the former of capturing preferences and responsiveness -re-
search question. The Decision-making support -component is considered to 
measure the method’s ability to support the decision-making process of the DM. 
The items in this component reflect the unique features of decision-making pro-
cess in interactive multiobjective optimisation methods. The DM guides the so-
lution process by providing preference information, and learning about the 
trade-offs and different possible solutions is at the core of finding the MPS. The 
correlation between Satisfaction-component and Decision-making support -com-
ponent is medium. This is expected, because in order to be able to identify the 
MPS, the DM needs to learn about the problem. 

The RPM method is based on the Simon’s theory of satisficing organism, 
and the NAUTILUS method is designed to diminish the effect of anchoring and 
adjustment biases as discussed in Section 3.1. However, published studies about 
interactive methods do not usually mention that a specific theory regarding hu-
man decision-making and judgment would have been utilised in the develop-
ment of the method. The idea of finding the satisfactory solution instead of the 
absolute best one is an important aspect of multiobjective optimisation. Yet, the 
RPM method that is based on this idea was the least liked method in Afsar et al. 
(2024). E-NAUTILUS has been popular among the participants (Afsar et al., 2023; 
2024), but it has not been examined whether it has any connection to the preva-
lence of cognitive biases. If the notions of FTT are examined, research tradition 
regarding heuristics and biases approach might not be the most useful to con-
sider. Expert decision-making seems more relevant in the context of interactive 
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multiobjective optimisation, but it cannot be known for sure without studying 
DMs more. 

In order to determine which theories of human decision-making and judg-
ment are the most useful ones to explain the decision-making behaviour of DMs, 
the specific qualities of DMs who solve optimisation problems by using interac-
tive methods should be examined. This requires both qualitative and quantitative 
analysis of the decision-making and learning processes typical for DMs in the 
context of interactive multiobjective optimisation. In future research, the focus 
should be on how DMs learn and how cognitive load affects learning (in this 
context), what affects DMs’ satisfaction in the final solution and how, are feeling 
of difficulty and feeling of confidence relevant in determining DMs’ satisfaction, 
does being an expert regarding the multiobjective optimisation problem domain 
affect the decision-making of DMs, and do cognitive biases affect the decision-
making processes of DMs. This kind of research has not yet been done to our 
knowledge. The most prominent theories of decision-making and judgment with 
interactive multiobjective optimisation methods are presented in Chapter 3. 
Chapter 3 also introduces the concepts of  usability, satisfaction and cognitive 
load in the HCI. The literature presented in Chapter 3 is important to consider in 
future research. Other research from the fields of cognitive science, HCI, and psy-
chology also offer valuable knowledge regarding the qualities of the DM.  

The study reported in this thesis has a few limitations. The sample size is 
sufficient to perform PCA, but bigger sample sizes would offer more reliable re-
sults. The participants in the study by Afsar et al. (2024) were mathematics stu-
dents, which limits the generalisability of the results. The research data used in 
this study was not originally intended for the purposes of scale development, so 
the operationalisation process might not have been paid enough attention to 
when designing the questionnaire items in Afsar et al. (2024). Considering the 
future research on interactive multiobjective optimisation methods in the field of 
HCI, it would be advisable to approach the subject by operationalising the ques-
tionnaire items without the desirable properties. When developing a scale, it is 
important to operationalise the questionnaire items carefully. If the operational-
isations are drawn from the desirable properties, important aspects of psychol-
ogy of decision-making can be overlooked. Desirable properties describe the 
preferable qualities of interactive methods, and they are useful in evaluating the 
performance of interactive methods (Afsar et al., 2021). But in order to develop 
these methods to better consider the human decision-making processes and the 
elements of interaction between the DM and the method, knowledge of DMs’ 
properties should guide the research process and questionnaire item operation-
alisations, especially in scale development. 
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The objective of this thesis was to examine if the research data gathered in the 
previous study (Afsar et al., 2024) can be utilised to form a reliable measurement 
scale or scales to assess interactive multiobjective optimisation methods. The re-
search question that guided the study in this thesis was “Is the developed scale or a 
set of scales a reliable measure for assessing interactive multiobjective optimisation meth-
ods?”. To understand the concepts of multiobjective optimisation, interactive 
multiobjective optimisation methods, human decision-making, and interaction 
between the DM and the interactive methods, key concepts were defined. These 
concepts are utilised to evaluate the validity of the developed scales. 

Following the definitions of the key concepts, a quantitative data analysis 
was performed in order to construct a scale or scales. The analysed research data 
(N = 164) had been collected by a between-subjects experiment, where each par-
ticipant used only one method. The analysis included 25 questionnaire items 
from the study. The results of parallel analysis and PCA indicated that three com-
ponents are to be found from the data. These components were named Satisfac-
tion, Cognitive load, and Decision-making support. Each component was calcu-
lated into a sum variable and their internal consistency was evaluated using 
Cronbach’s alpha. The alpha values were at an acceptable level. The correlations 
between the components were low, which indicates that they measure separate 
constructs of the interaction between the DM and the interactive multiobjective 
optimisation methods. These components form a set of individual measurement 
scales (Satisfaction, Cognitive load, Decision-making support), that can reliably be 
used to assess interactive multiobjective optimisation methods. Further evalua-
tions of their validity require more research. 

This has been the first attempt to form a scale that reliably assesses interac-
tive multiobjective optimisation methods. Useful knowledge from human deci-
sion-making and judgment as well as HCI has been provided to identify factors 
affecting the use of interactive multiobjective optimisation methods. The defini-
tions of the key concepts and the results presented in this thesis offer future re-
search suggestions. First of all, qualitative analysis of the decision-making pro-
cesses of DMs is needed to identify which theories of human decision-making 

7 CONCLUSIONS 
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and judgment are relevant to consider in future research. In addition, deeper un-
derstanding and careful definition of cognitive load is an important topic to con-
sider. Examining the relations between cognitive load, feeling of satisfaction, 
learning, and decision-making in the context of interactive multiobjective opti-
misation is needed. In future studies it is also important to carefully operational-
ise the measured constructs. 
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