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ABSTRACT 

Heng, Leo 
Strategic Overview of Applying Artificial Intelligence on the Future Battlefield 
Jyväskylä: University of Jyväskylä, 2024, 125 pp. 
Security and Strategic Analysis, Master’s Thesis 
Supervisors: Lehto, Martti; Halunen, Kimmo 
 
This study provides a comprehensive strategic overview of the application of 
artificial intelligence (AI) in future warfare and conflict scenarios. It delves into 
the technological foundations of AI, including big data, high-performance 
computing, and machine learning algorithms, and explores the cognitive 
processes that enable AI systems to observe, decide, and act within a military 
context. The study also examines the integration of AI into the physical world, 
highlighting the potential for enhanced operational efficiency and decision-
making capabilities. 
 
Furthermore, the study outlines the strategic landscape that shapes the 
adoption of new AI-enabled technologies in the future conduct of warfare. The 
landscape is characterized by 1) technological evolution and global dynamics, 
2) sociopolitical and regulatory factors, 3) military strategy and conflict conduct, 
and 4) advanced technologies and their implications. 
 
The future applications of AI in the battlespace are categorized into various 
domains consisting of 1) enhanced intelligence, decision-making, and predictive 
capabilities; 2) operational efficiency and supply chain optimization; 3) 
advanced human-machine interaction and performance enhancement; 4) cyber 
and information warfare enhancement; and 5) autonomous systems and 
robotics. 
 
The study emphasizes AI's transformative potential in warfare, highlighting the 
need for ethical considerations, accountability, and international cooperation. It 
aims to equip defense and security professionals with a strategic understanding 
of AI's opportunities and challenges, advocating for continued research, policy 
development, and ethical governance to ensure AI's positive impact on national 
and international security. 
 
Keywords: artificial intelligence, warfare, battlefield, future, strategic, 
application, use case 
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Artificial intelligence is currently bringing about significant changes in all areas 
of society, and even the most knowledgeable experts have only educated guesses 
about the outcome of this process (Hunter, Albert, Rutland, et al., 2023). As part 
of this transformation, artificial intelligence is very likely to have a significant 
impact on warfare as well (J. Johnson, 2019). Building defense capabilities over 
decades requires anticipatory consideration of the threats and opportunities 
brought about by AI to maintain a credible deterrent effect (J. Johnson, 2020b). 

The most vigorous development of artificial intelligence is currently taking 
place in major corporations such as Microsoft, Alphabet (Google), Meta 
(Facebook), and NVIDIA in the United States, as well as in China with companies 
like Alibaba, Baidu, Huawei and Tencent. The forefront of technological 
development is not within the military or defense industry, but it is reasonable 
to assume that especially the business sectors in these two countries also support 
efforts to utilize technology for military purposes. (Duggan, 2024; glass.ai, 2023.) 

Military applications can be widespread across all dimensions of the 
battlespace (land, sea, air and space, but also including cyber and information 
environments that intersect the physical dimensions). AI can be utilized in 
weapon systems (with the biggest concern being lethal autonomous weapon 
systems, LAWS), logistics, data collection, as well as in support of leadership and 
decision-making. (Metz & Cuccia, 2011.) Ethical and moral considerations unite 
all these various applications (Arandjelović, 2023; Trusilo & Danks, 2023). 

AI has become a central factor in NATO's digital transformation strategy, 
and several alliance member states are increasing their investments in its 
development (Giordano, 2023). At the same time, there are global efforts to 
restrict the military use of such technologies (AI and Autonomous Weapons Arms 
Transfers, 2022; AI Weaponry Should Be Banned from the Battlefield, 2023; Boodhoo, 
2024; Gibbs, 2015; O’Connell, 2023; Russell, 2023; Stop the “Stop the Killer Robot” 
Debate, 2022; Wareham, 2020). However, limitations are not a credible way to 
prevent AI from reaching the battlefield for three key reasons: 
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1. Major states, such as the United States and China, have not expressed 
support for the ratification of such agreements. 

2. States acting autonomously outside the international legal system and 
various non-state entities, such as terrorist organizations, have no 
reason to adhere to international agreements. 

3. Many AI application methods are openly available and simple to use, 
allowing even a technically competent individual to independently 
build an autonomous weapon system. 

 
Since the use of AI on future battlefields cannot be prevented, democratic states 
in particular must familiarize themselves with its possibilities, at least for 
defensive and counteraction purposes. 

1.1 Earlier research 

Both artificial intelligence and future warfare have been extensively researched. 
There is also a considerable amount of non-fiction literature on the topic, along 
with policy papers from public entities and forecasts from think tanks and 
research institutes. Overall, the field is characterized by an abundance of 
interesting material. Much of the material delves deep into the subject, making it 
practically impossible even for an expert in the field to fully comprehend due to 
the breadth of the topic. Therefore, the goal of this study is to conduct a strategic-
level overview that would assist defense and security professionals in gaining 
insights into the subject. 

Public documents such as Strategic guidelines for developing AI-solutions 
by the Finnish Ministry of Defense (2020), Data, Analytics, and Artificial 
Intelligence Adoption Strategy by the U.S. Department of Defense (2023) or 
NATO 2022 Strategic Concept (2022) give often a limited overall view of the topic, 
while being heavily influenced by local constraints. Military organizations 
conduct voluminous research, but the full results are not usually publicly 
available. However, there is even a wealth of writing on predicted developments 
and strategic effects. Authors such as Johnson (2019, 2020a, 2020b, 2021, 2022b, 
2024), Shiekh (2022), Schmertzing (2018), Ruppert (2024), Rajagopalan (2022), 
Payne (2018) and O’Hanlon (2018) among many others have contributed greatly 
to the general understanding. 

Some of the most important books published on the topic include Latiff’s 
Future War: Preparing for the New Global Battlefield (2017), Lonsdale’s The 
Nature of War in the Information Age: Clausewitzian Future (2004), Scharre’s 
Army of None: Autonomous Weapons and the Future of War (2018) and Four 
Battlegrounds: Power in the Age of Artificial Intelligence (2023), Sanger’s  The 
perfect Weapon: War, Sabotage, and Fear in the Cyber Age (2018), Lee’s AI 
Superpowers: China, Silicon Valley, and the New World Order (2021), Lee and 
Chen’s AI 2041 (2021), Lovelock and Appleyard’s Novacene: The Aoming Age of 
Hyperintelligence (2019), Kaku’s Quantum Supremacy: How the Quantum 
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Computer Revolution Will Change Everything (2023), Bradford’s Digital 
Empires: The Global Battle to Regulate Technology (2023) and The Age of AI and 
Our Human Future by Kissinger et al. (2021). 

 

1.2 Key concepts and definitions 

As the study touches such a wide field of different concepts, a number of 
concepts need to be defined. By defining the concepts here it is possible to also 
set limitations and boundaries, and to focus on studying the actual topic, use of 
artificial intelligence in warfare. Some of the concepts defined here are very 
complex and others seem mundane, but it is important to lay out some key 
understanding to be able to discuss the topics in sufficient detail later. 

1.2.1 Military concepts 

Battlefield and battlespace: Panwar (2017) discusses the evolution of the concept 
of the battlefield in the context of modern warfare, which has become 
increasingly complex and multifaceted. The traditional term "battlefield" has 
been largely replaced by "battlespace" to reflect the multi-dimensional nature of 
contemporary military operations that extend beyond physical domain (land, sea, 
air, space) to include cyberspace domain. Cebrowski (2000) adds the physical, 
information, cognitive, and social domains. While the five-dimensional model is 
widely accepted in military doctrines, there may be a need to evolve a more 
comprehensive model that includes the human dimensions of cognitive and 
social domains (Cebrowski, 2000; Panwar, 2017). In many current usages the now 
already traditional five-domain model has been updated to include the 
information domain, which summarizes the cognitive and social domains. In the 
more modern six-domain model both the cyber and information domains are 
ubiquitous in the physical domain, meaning that they are present everywhere in 
the land, sea, air and space domains. 

Petranick (2015) focuses on the realities of the 21st-century battlefield 
environment, particularly in the context of asymmetric warfare and terrorism. 
He defines asymmetric warfare as the blurring of lines between various aspects 
such as politics, economics, combatants, and civilians, and includes dynamics 
like cyber warfare, communications, and the use of civilians as shields and 
weapons. He argues that conventional warfare is becoming obsolete and is being 
replaced by asymmetric warfare, which has been present throughout history but 
is now being applied in totality as a means to fight. The document also criticizes 
the current rules of engagement and military doctrines, suggesting that they may 
favor the enemy and hinder the effectiveness of military operations. (Petranick, 
2015.) In more modern light we can see that the Russian invasion of Ukraine has 
proven, that conventional warfare has not become obsolete, but that the other 
less conventional forms of warfare complement it. It seems unlikely that any 



11 

method or form of warfare ever released from the Pandora’s box could be put 
back there. Even though we wouldn’t have seen a certain strategy, tactic or 
method used, all the suitable known methods will be used when there is need for 
them. 

To complement Petranick, Münkler (2003) explores the characteristics of 
"new wars" in the 21st century, focusing on three main phenomena: asymmetry, 
demilitarization, and privatization and commercialization of war. He highlights 
the asymmetry between parties in conflicts, the trend towards wars being fought 
partly by soldiers and not primarily against military targets, and the increasing 
role of private and commercial interests in conflicts. He suggests that these trends 
will continue to shape future wars unless there are significant geopolitical and 
economic changes. (Münkler, 2003.) This has been proven correct by Russia’s use 
of private military companies (PMCs) in Ukraine. 

Megret (2012) discusses the social construction of the battlefield and its 
evolution. He suggests that the battlefield is both an idea and a space, with its 
purpose and rules shaped by a series of understandings. He argues that the 
definition of the battlefield has always been central to the conduct of war and 
that the regulatory role of the battlefield has been increasingly challenged, 
complicating the waging of war and potentially heralding its end. (Megret, 2012.) 
The International Committee of the Red Cross (War & Law, 2014) confirms this. 
Israel’s recent bombings in Gaza and Russia’s bombings in Ukraine are grim 
examples of using weapons of war designed for open battlefields in populated 
areas. The weapons have wide-area effects and cause major harm to civilians. 
However, similar bombings were used in WWII by all the parties, so this is not a 
new phenomenon. 

In summary, the concept of the battlefield is an evolving and increasingly 
complex construct that extends beyond traditional operations in the physical 
domain to encompass multiple dimensions, including the human aspects of 
conflict. This reflects a shift from conventional warfare to a broader, more 
inclusive understanding of battlespace that takes into account the realities of 
asymmetric warfare, the role of non-state actors, and the impact of technology 
and privatization on the conduct of war. Warfare is not conducted only on a 
physically limited battlefield, but it touches on all aspects of both civilian and 
warfighter existence.  

In addition to the six domains military activities are described to take place 
in, there are other ways of making sense out the complexity of the real world 
battlespace. Competing acronyms such as PMESII (Political, Military, Economic, 
Social, Infrastructure or Information) and DIMEFIL (Diplomacy, Information, 
Military, Economics, Finance, Infrastructure, and Legal) (Eikmeier, 2019) are 
equally well suited to the task. The domains and other systems depicted with 
acronyms overlap partially, as they are mostly used to describe only slightly 
different things or the same things in different usage or contexts. For the purpose 
of this study, activities taking place in battlespace could be viewed through any 
of the listed tools. This, in turn, opens the scope to cover everything an aggressor 
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could do to affect any part in the society of a target, much in the way hybrid 
threats are seen. 

FAW: Fully Autonomous Weapon, autonomous weapon system capable of 
causing physical harm. The term LAWS is usually preferred due to both the 
difference in complexity between an individual weapon and a weapon system 
(individual weapons are rarely autonomous), and because most weapon systems 
have a human oversight instead of being fully autonomous. 

Hybrid threat: Unwelcome interventions of one sort or another to a 
country’s internal space, with hybrid warfare being the most extreme form of a 
hybrid threat. Individual activities can’t be classified as being “hybrid”, the 
hybrid effect comes from concerted use of different activities for a unified malign 
purpose. Such synchronized action targets deliberately the systemic 
vulnerabilities in democratic societies with malign intent, combines the use of 
multiple tools, creates ambiguity, manipulates the detection and response 
threshold deliberately, exploits the seams of democratic society and often 
includes a distracting element. (The Landscape of Hybrid Threats, 2021.) 

Some threats enhanced or enabled by information technology fall squarely 
within the hybrid threat umbrella, while others do not. In many cases the tool is 
the same, but it depends on the wielder or the intent whether the effect can be 
classified as a hybrid threat or not. Quite often the actors behind the threat 
employ the services of other organizations or middlemen to carry out the actual 
deed. And a number of tools employed to build hybrid threats, such as 
diplomatic sanctions, military exercises, foreign investments or military 
operations, do not fall in the field of threats enhanced or enabled by information 
technology. 

Hybrid activities are often described to create an effect in Political, Military, 
Economic, Social, Infrastructure or Information (PMESII) spheres as described by 
Hillson (2009). For the purpose of this study, any hybrid activities can be seen to 
take place in a battlespace, and thus should be viewed as something relevant to 
this study. 

Kill chain: The sequence of events starting from target detection and ending 
with a kinetic effect. 

Kinetic effect: The use of lethal force to destroy a military target. 
LAW: Lethal Autonomous Weapon, autonomous weapon capable of 

causing physical harm. The term LAWS is usually preferred due to the difference 
in complexity between an individual weapon and a weapon system. Individual 
weapons are rarely autonomous. 

LAWS: Lethal Autonomous Weapon Systems, autonomous weapon 
systems capable of causing physical harm. 

OODA Loop: Observe, Orient, Decide, and Act Loop. A model developed 
by Colonel John Boyd in the 1970s based on his experiences in aerial combat in 
the U.S. Air Force. The model describes an individual’s or organization’s reaction 
to a perceived event. In summary, according to the model, the actor who can go 
through observation, orientation, decision, and action the fastest will gain an 
advantage. 



13 

1.2.2 Social and legal concepts 

Terrorism and cyber terrorism: The Office of the United Nations (Fact Sheet No. 
32, 2008) defines terrorism as any intentional criminal action which, through 
death, serious bodily injury, taking of hostages or serious damage to public or 
private property aims to intimidate a population or to pressurize the authorities 
to act in a particular way. When drawing the line between other criminal activity 
and terrorism the key distinguishing factor is the intentional aim to intimidate or 
pressurize. A catastrophic nuclear plant malfunction can be caused by criminal 
negligence or by an intentional cyberattack. Likewise, the financial sector might 
be affected by a large-scale theft or a hacker bringing down the electronic funds 
transfer system. In both examples, the first act is seen as “regular” crime 
(accidental or committed for personal gain) while the second act can be argued 
to be terrorism (if the perpetrator aims for societal impact). 

Terrorist organizations: Terrorist groups aim to instill fear and exert 
political influence through violence. Their tactics often target civilians or non-
combatants. Al-Qaeda and ISIS (Islamic State of Iraq and Syria) are prominent 
examples of terrorist organizations involved in conflicts across the Middle East 
and beyond. (Fact Sheet No. 32, 2008.) 

1.2.3 Technological and operational concepts 

AGI: Artificial general intelligence or general artificial intelligence also known as 
strong AI or deep AI, refers to systems that are capable of solving multiple 
diverse problems, as opposed to narrow AI (ANI). AGI describes the capacity of 
machines to engage in cognitive processes akin to humans, encompassing 
thinking, comprehension, learning, and problem-solving abilities. Strong AI 
employs a theory of mind AI framework to perceive emotions, beliefs, and 
thought processes in other intelligent systems. A theory of mind-level AI aims to 
imbue machines with a genuine understanding of human aspects, moving 
beyond mere replication or simulation of human cognition. While AGI remains 
unrealized, it has attracted significant interest from leading tech companies. 
(Kanade, 2022.) 

ANI: Artificial narrow intelligence or narrow artificial intelligence, also 
known as weak AI or narrow AI. ANI systems are designed for specific 
applications or tasks in one narrow and very specific area only as opposed to 
general AI (AGI). These systems are programmed to excel in singular tasks like 
facial or speech recognition, or driving vehicles. ANI operates within predefined 
parameters, constraints, and contexts, simulating human behavior in a limited 
scope. Common examples of ANI include Siri's speech and language recognition 
on iPhones, vision recognition in self-driving cars, and recommendation systems 
like Netflix's suggestions based on user activity. Google's RankBrain is another 
instance of narrow AI, utilized for sorting search results. These systems are 
trained or learn to perform specific tasks efficiently. (Kanade, 2022.) 

Automated system: Automatic systems are pre-programmed to act in a 
certain way, and the way they operate is entirely predictable, without potential 



14 

for interpretation (Texts Adopted - Autonomous Weapon Systems - Wednesday, 12 
September 2018, 2018). 

Autonomous system: Autonomous systems operate independently or with 
minimal human oversight, leveraging artificial intelligence to perform tasks 
ranging from surveillance to lethal engagements (Texts Adopted - Autonomous 
Weapon Systems - Wednesday, 12 September 2018, 2018). 

Autonomous vehicles and robots: The terms “autonomous vehicle” and 
“robot” both refer to systems equipped with advanced technologies that allow 
for operations with minimal or no human intervention, but they differ primarily 
in their design purposes, operational environments, and functionalities. 

• An autonomous vehicle is specifically designed for transportation 
purposes. This includes a variety of platforms such as cars, drones, 
ships, and aircraft that can navigate and operate independently in their 
respective environments. The primary function of an autonomous 
vehicle is to move from one location to another without human control, 
utilizing technologies like GPS, lidar, radar, and computer vision to 
safely navigate and handle tasks related to transportation and mobility. 
Autonomous vehicles are often specialized to operate in specific 
environments—such as roads, air, or water—and focus on tasks such 
as route planning, obstacle avoidance, and traffic navigation. (Ioniţă, 
2020a) 

• A robot is a broader and more versatile concept that encompasses any 
machine capable of carrying out a complex series of actions 
automatically, especially one programmable by a computer. Robots are 
designed for a wide range of applications beyond transportation, 
including manufacturing, surgery, service provision, and exploration. 
They can interact with their environment in more complex ways, 
including manipulating objects, performing specific operational tasks, 
and adapting to varied situations using sensors and programmable 
actions. Robots are not confined to movement or transportation but are 
also used for tasks like assembly in factories, medical procedures, or 
domestic chores. (Raj & Kos, 2022.) 

While an autonomous vehicle is a type of robot specialized for transport and 
navigation tasks, robots as a broader category encompass a wide variety of forms 
and functionalities that extend well beyond the scope of transportation, 
highlighting their diverse applications across different sectors and environments 
(Hoppes et al., 2024; Raj & Kos, 2022).  

Autonomous vehicles may be utilized in any physical domains, and are 
often named to indicate the appropriate environment. The most distinctive types 
include unmanned aerial vehicles (UAVs), unmanned ground vehicles (UGVs), 
and unmanned maritime vehicles (UMVs, or, separately uncrewed surface 
vessels (USVs) and unmanned underwater vehicles (UUVs)). Additionally, while 
the word “drone” often refers to an unmanned aerial vehicle (UAV), it can also 
be seen to refer to any autonomous vehicle or robot. Thus, the classification of a 
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drone as either an autonomous vehicle or a robot depends on its intended use 
and capabilities (Ioniţă, 2020a; Raj & Kos, 2022). Since very few UAVs are used 
for transport, strictly speaking they are robots. 

Cyber operations vs. information operations: Military cyber operations (or 
cyber warfare) target computers, information systems and networks, while 
information operations (or warfare) target people by using the information as a 
weapon (Lin, 2020; Mbuthia, 2017; Williams, 2017). In other words, in a cyber 
operation you could penetrate the servers of a social media platform and delete 
the contents. In an information operation you could use the platform as it is 
meant to be used, possibly through several different user accounts, and post 
disinformation or hate speech in discussions. An information operation can be 
carried out entirely without information technology, for example by using a 
printed newspaper or airdropped leaflets as the medium. Then again, it can also 
be carried out through a cyberattack: the servers of the social media platform 
could be breached and all the contents could be replaced with disinformation or 
hate speech.  

For the purpose of this essay (and the proposed model) I follow the military 
usage and define cyber as being technical activity targeting computers, 
information systems and networks. This approach allows for more exact 
granularity and wider area of applications. Thus, online crime and cybercrime 
are not the same thing, neither are information operations and cyber operations. 

GAI, GenAI: Generative Artificial Intelligence, an AI system capable of 
generating text or images. 

Human in the loop: An automated system where a human manually 
approves each step. 

Human off the loop: An automated system whose operation does not 
require human approval or supervision. 

Human on the loop: An automated system where a human monitors the 
steps carried out by the automated system. 

Human-machine teaming: The collaboration between a human and a 
machine as a team. 

LLM: Large Language Models, large AI models that can interpret and 
generate natural language across various application areas. LLMs may 
sometimes give the impression of AGI but, in reality, they are not. 

Remotely and tele-operated systems: Remotely and tele-operated systems 
are under human control and require constant human input. In many cases the 
terms are used interchangeably, but they can also be seen as having a slight 
difference. When tele-operating a system, the operator is in complete real-time 
control of the full system, usually receiving the required information to do so 
from the system’s sensors such as cameras. In a remote operation setup, on the 
other hand, the system could be operated with the operator’s own senses, usually 
within a line of sight. Simple real-life examples could be operating a flying drone 
through a camera and a laptop (tele-operation) and a recreational radio-
controlled car standing next to it (remote operation). (Chintamani et al., 2008; 
Ranganeni et al., 2023; Yu et al., 2013) 
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1.3 Limitations 

The field of technological developments and potential applications of AI in the 
field of conflicts, security and warfare is vast. To make it possible to conduct this 
study at all, significant limitations had to be made. First, the focus of the study is 
on the strategic level, dwelling more on the large-scale effects of utilizing AI, 
instead of the details or the technology itself. Next, the question of potential 
problems with ethics, international agreements, regulation and laws is 
purposefully left mostly unaddressed. Authors such as Trusilo (2023), Tóth et al. 
(2022), Teo (2022), Shereshevsky (2022), Schraagen (2023), Ryan (2020), again 
together with Stahl (2020), and Pavlidis (2024) have covered it well, and the 
discourse continues. This study focuses on outlining the potential possibilities, 
without making ethical claims on what should and should not be done. It is 
important to see all the possible applications when preparing to future conflicts, 
instead of naively disregarding ones deemed unethical based on a democratic 
nations’ standards—it is well possible that the adversary might not have such 
qualms. 

AI research is blooming. ProQuest databases alone list 792 255 documents 
on artificial intelligence during the past 12 months. The material of the literature 
review had to be narrowed down with some strict queries. Likewise, the time 
period studied was set to be from 2022-01-01 to 2024-04-04 (the time of the query) 
to limit the number of hits. The short time span is not detrimental in this field, 
since the technology is changing so fast, that studies any older than this run the 
risk of obsolescence. Although the literature review is not exhaustive, the method 
utilized provides a reasonably comprehensive overview of the up-to-date 
literature on the research topic. 
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This section describes in detail the goals, the methods and the structure of this 
study. 

2.1 The goal 

The goal of the study is to provide a strategic-level overview of warfare-related 
AI technology available in the near future, and it’s use cases in the future 
battlespace. The overview should serve both technology professionals and career 
military officers who don’t have a deep technological understanding. This study 
aims to offer a framework through which the development and applications of 
artificial intelligence can be understood within the two respective fields. The 
framework should act as a bridge combining the two separate spheres of 
competence. 

It is crucial for defense and security authorities to both grasp the threats and 
opportunities that technology creates in their field, and be able to use AI-based 
systems and tools in fulfilling their missions. Additionally, the study aims to offer 
an easily understandable publication for public discourse, providing readers 
with better foundational knowledge to understand the ongoing discussions. 

Most of the public discourse focuses on autonomous weapon systems 
(LAWS, often referred to with the deliberately polarizing term killer robots) since 
it is usually the first thing that comes to mind regarding AI's military applications. 
However, this study aims to broaden the understanding.  

The impact of technology on performance will be more significant the 
earlier it can be utilized in a process. The OODA Loop theory supports this 
perspective: comprehensive data gathering, forming a situational assessment 
based on it, making the best decision, and acting according to the decision before 
the opponent has a greater impact on the outcome than just having a more 
accurate weapon. 

The research questions for this study were the following: 

2 GOALS AND METHODS  
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• What are the artificial intelligence applications that are likely to have 
the most impact on future warfare and the battlefield between 2024 
and 2030? 

o What kind of developments in global trends and technology are 
likely to have most impact on the development of artificial 
intelligence systems for defense and security in 2024-2030? 

o What kind of artificial intelligence use scenarios are likely on the 
future battlefield in 2024-2030? 

2.2 The method 

The study is a strategic-level review of existing research literature. The scope has 
been limited by regulating the depth of exploration rather than narrowing down 
the research field into a single topic, since there is a significant demand for an 
easily understandable comprehensive description of the domain. Additionally, 
AI has numerous application areas worth examining, and often the areas overlap, 
so it would be counterproductive to rule out particular domains. 

The key uses of literature reviews are identifying what knowledge is 
available, determining whether the research reveals any trends or patterns, 
aggregating findings to support evidence-based practice, generating new 
frameworks and identifying topics that require more research (Paré & Kitsiou, 
2017). For this study identifying the available knowledge, recognizing trends and 
patterns, and generating a new framework are all applicable uses in order to 
reach the overall goal. TABLE 1 Literature review types (Grant & Booth, 2009) 
outlines the potential types below. 

TABLE 1 Literature review types 

Critical Review Aims to demonstrate extensive research and critical 
evaluation of the literature, often resulting in a 
hypothesis or a model rather than an answer. It is 
used for conceptual innovation and evaluating the 

value of previous work. 

Mapping Review or Systematic 
Map 

Maps out and categorizes existing literature on a 
particular topic, identifying gaps in research 
literature. It is used for identifying research 
evidence and informing further reviews or primary 

research. 

Meta-analysis A technique that statistically combines the results 
of quantitative studies to provide a more precise 
effect of the results. It is used to assimilate small or 
inconclusive studies into a composite evidence 

base. 

Mixed Studies Review or Mixed 
Methods Review 

Combines quantitative effectiveness reviews with 
qualitative reviews on attitudes or implementation 
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issues. It is used for a holistic understanding of 
interventions or conditions. 

Overview A generic term used for any summary of the 
literature that attempts to survey the literature and 
describe its characteristics. It is used for broad 
summation of a topic area. 

Qualitative Systematic Review or 

Qualitative Evidence Synthesis 

Integrates or compares findings from qualitative 

studies, often leading to the development of a new 
theory or narrative. It is used to explore barriers, 
facilitators, and user views. 

Rapid Review Provides a quick assessment of what is already 
known about a policy or practice issue by using 

systematic review methods. It is used for evidence-
based decisions within a policymaker's time frame. 

Scoping Review Provides a preliminary assessment of the potential 
size and scope of available research literature. It is 
used to inform policymakers if a full systematic 
review is needed. 

State-of-the-Art Review Addresses more current matters in contrast to other 
combined retrospective and current approaches. It 
is used to offer new perspectives on issues or point 
out areas for further research. 

Systematic Review Seeks to systematically search for, appraise, and 

synthesize research evidence, often adhering to 
guidelines on the conduct of a review. It is used to 
draw together all known knowledge on a topic 
area. 

Systematic Search and Review Combines the strengths of a critical review with a 

comprehensive search process, typically 
addressing broad questions to produce 'best 
evidence synthesis'. It is used for exhaustive, 
comprehensive searching and recommendations 
for practice. 

Systematized Review Attempts to include elements of the systematic 
review process while stopping short of a systematic 
review. It is typically conducted as a postgraduate 
student assignment and is used to model the 
systematic review process. 

(Traditional) Literature Review Describes published materials that provide an 
examination of recent or current literature. It may 
include research findings and is generally used for 
summarization and consolidation of previous 
work. 

Umbrella Review Compiles evidence from multiple reviews into one 

accessible and usable document, focusing on a 
broad condition or problem with competing 
interventions. It is used to aggregate findings from 
several reviews that address specific questions. 

 (Grant & Booth, 2009) 
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Choosing the right approach for the study proved to be complicated. Both the 
Traditional Literature Review and the Systematic Review were initially 
considered, but due to the scope of the topic (the whole battlespace) and the aim 
(to create a conceptual model for understanding the potential use scenarios of AI) 
they were deemed inadequate. Traditional Literature Review lacks the structure 
and focus needed for this study, and might have introduced biases. Systematic 
Review runs the risk of introducing a far too large body of material, which could 
only have been remedied by narrowing the study scope so much that it wouldn’t 
fulfil the original purpose anymore. 

Out of the fourteen different literature review types outlined in TABLE 1 
Literature review types, Critical Review rose to the top, because: 

 
1. It aims to demonstrate extensive research and critical evaluation of the 

literature, but allows for flexible material selection (in this case to limit 
the amount of material chosen). 

2. It often results in a model rather than a single answer, supporting the 
goal of creating a model of the use case landscape. 

3. It is useful for conceptual innovation, again, supporting the model 
creation in a flexible way. 

 
Critical reviews offer also some additional benefits useful in this study (Grant & 
Booth, 2009; Jesson & Lacey, 2006; Kibbee, 2023): 

 
4. Acts as a foundation to gathering knowledge by providing a detailed 

background for understanding the evolution of concepts, theories, and 
methodologies related to the topic. 

5. Helps in identifying gaps by highlighting areas where questions 
remain unanswered, literature reviews guide researchers toward 
valuable and original research contributions. 

6. Provides theoretical contribution through analysis and synthesis, and 
can propose new theoretical frameworks or models, offering fresh 
perspectives on the topic. 

7. Gives methodological insights by revealing methodological trends, 
strengths, and limitations in existing research, guiding the 
methodological approach of future studies. 

 
Because of these reasons, the study was conducted as a Critical Literature Review 
as described by Grant and Booth (2009). A critical review enables the researcher 
to evaluate the existing work to find out what is valuable and should be included. 
It may also be used to resolve conflicts between competing theories and views, 
and may act as the first step in a new phase of conceptual research and 
understanding. (de Klerk & Pretorius, 2019.) 

Grant and Booth (2009) use the framework of Search, Appraisal, Synthesis, 
and Analysis (SALSA) to ensure all the review types contain methodological 
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accuracy, systematization, exhaustiveness, and reproducibility. TABLE 2 Critical 
review in the SALSA framework, outlines the method chosen for this study. 

TABLE 2 Critical review in the SALSA framework 

Search Seeks to identify most significant items in the field. 

Appraisal No formal quality assessment. Attempts to evaluate according to 
contribution. 

Synthesis Typically narrative, perhaps conceptual or chronological. 

Analysis Significant component: seeks to identify conceptual contribution to 
embody existing or derive new theory. 

 (Grant & Booth, 2009) 

2.3 The process 

The study by de Klerk and Pretorius (2019) outlines a seven-step process for 
conducting critical reviews in research. The guideline aims to provide a 
structured and systematic approach to conducting critical reviews in research, 
addressing a gap in the literature for clear guidelines on this process: 

 
1. Selecting and defining the review topic 
2. Identifying sources of relevant scientific literature 
3. Selecting and deselecting prominent literature 
4. Data extraction 
5. Analyzing and synthesizing extracted data 
6. Presenting the review findings and discussion 
7. Conclusion and recommendations 

2.3.1 Selecting and defining the review topic 

The first step involves selecting a focused review topic to manage the volume of 
literature. It includes considering the type of literature to be included and 
defining a specific research angle informed by the review question. The more 
focused the research topic is, the easier it is to limit the amount of the literature 
included. (de Klerk & Pretorius, 2019.) However, alternatively, for a wide scope, 
it is possible to try to limit the depth of the research. 

For this study, using material from different types of sources is necessary to 
answer the research question. The material can be methodologically very diverse, 
including theoretical or conceptual research, and can also consist of gray 
literature such as conference publications and editorials. (Kangasniemi et al., 
2013, p. 296.) It is also useful to complement research data with materials such as 
official policy documents (e.g., the U.S. Department of Defense's AI strategy or 
NATO Allied Command Transformation's digitalization strategy) as well as 
future research institute and think tank future scenarios, which would not be 
included in a purely systematic database search. 
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2.3.2 Identifying sources of relevant scientific literature 

De Klerk and Pretorius (2019) propose a systematic approach to identifying 
relevant scientific literature, which includes peer-reviewed documents. This 
includes strictly defining keywords for a bibliographic database search. However, 
Grand and Booth (2009) also describe flexibility as one of the advantages of the 
critical review method. For the purpose of this study, the data was collected both 
implicitly and explicitly.  

In implicit data collection, the research question actively guides the 
selection. Collection occurs in an information-centric and understanding-
oriented manner, where the selection is made partially simultaneously with the 
analysis, and the report does not include details on the selected databases or 
evaluation criteria. The reliability and relevance of the data selection are 
addressed within the research text, reflecting on literature in relation to the 
research question. (Grant & Booth, 2009; Kangasniemi et al., 2013, p. 295.) 

Explicit selection, on the other hand, closely resembles the reporting style 
of a systematic literature review, meaning it is done precisely and formally. 
Searches are manually conducted from selected publications and databases, 
utilizing time and language restrictions. Unlike a systematic literature review, 
predetermined limits can be deviated from during the process if necessary to 
answer the research question. The main characteristic of the selected data is its 
content and its relation to other collected data. The selection involves an ongoing 
two-way dialogue with the research question; both refine throughout the entire 
process. (Kangasniemi et al., 2013, p. 296; McCombes, 2023.) 

For an overarching coverage through the explicit selection, 18 online 
databases were used. Taylor & Francis Online provides a one unified database of 
over 2700 journals, and ProQuest provides 17 different databases covering over 
13000 scholarly journals. (ProQuest, 2024; Taylor & Francis, 2024.) Out of all of the 
databases available through University of Jyväskylä agreements these two 
provided the most accessible and usable combination. 

2.3.3 Selecting and deselecting prominent literature 

This step involves considering factors such as databases, time range, target 
participants, and methods for determining relevance. Inclusion and exclusion 
criteria are outlined, and literature is selected or deselected based on the presence 
of keywords in titles, abstracts, and full texts. (de Klerk & Pretorius, 2019.) 

De Klerk and Pretorius (2019) propose an iterative selection pattern where 
first the title is searched for selected keywords, then the abstract and the full text. 
Each of the stages would be a deselecting criterion. Narrowing the literature this 
way has the risk of creating various false negatives, i.e., ruling out articles with 
usable content that is not mentioned in the title or the abstract. Admittedly for a 
well-focused and written study this should be low, but it can’t be ruled out for 
grey literature. To mitigate this issue the initial searches were conducted from a 
broader perspective, i.e., searching for the relevant terms in the abstract first, and 
narrowing down from that. 
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The initial searches used and the subsequent deselection processes for the 
literature are described below in TABLE 3 Search queries and deselection. The 
search functionality available on Taylor & Francis and ProQuest differs slightly, 
so the exact queries used had to be adapted to be as closely identical as possible. 
Most notably, in ProQuest it is possible to define the query to include only 
documents with full text available, and to select only documents from scholarly 
journals. In Taylor and Francis this was not possible. Also, Taylor & Francis 
search didn’t function correctly with nested AND and OR queries, so the search 
had to be split into separate queries to achieve the same results that could be 
achieved with a single search in ProQuest. 

TABLE 3 Search queries and deselection 

Taylor & Francis ProQuest 
Operation Number 

of articles 
Number 

of articles 
Operation 

Search text “artificial 

intelligence” in Abstract 
AND 
Search text “military” in 
Abstract AND 
Publish date from 2022-01-02 

to 2024-04-04 

28 193 Search text “artificial 

intelligence” in Abstract 
AND 
(Search text “military” OR 
”warfare” OR 
”defense” OR 

“battlefield” OR 
“battlespace” in Abstract) 
AND 
Publish date from 2022-01-02 
to 2024-04-04 AND 

Peer reviewed = Yes AND 
Full text = Yes AND 
Language = English AND 
Source type = Scholarly 
Journal 

Search text “artificial 
intelligence” in Abstract 
AND 
Search text “warfare” in 

Abstract AND 
Publish date from 2022-01-02 
to 2024-04-04 

9 

Search text “artificial 
intelligence” in Abstract 

AND 
Search text “defense” in 
Abstract AND 
Publish date from 2022-01-02 
to 2024-04-04 

16 

Search text “artificial 

intelligence” in Abstract 
AND 
Search text “battlefield” in 
Abstract AND 
Publish date from 2022-01-02 

to 2024-04-04 

259 

Search text “artificial 
intelligence” in Abstract 
AND 
Search text “battlespace” in 

Abstract AND 
Publish date from 2022-01-02 
to 2024-04-04 

0 
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Taylor & Francis in total 312 193 ProQuest in total 

After removing duplicates 
and clear negatives based on 

title  

74 172 After removing duplicates 
and clear negatives based on 

title  

After removing incomplete 
records 

74 170 After removing incomplete 
records 

Total number of documents 244 Total number of documents 

 

2.3.4 Data extraction 

De Klerk and Pretorius propose that organizing the literature systematically is 
crucial for easy retrieval and use of data. They recommended a data extraction 
table to outline the components to be extracted and analyzed. They also propose 
that it would be important to provide clear criteria on why and which specific 
data components are extracted. (de Klerk & Pretorius, 2019.) This is more 
applicable to quantitative critical reviews, and due to the qualitative nature of 
this study and the amount of research material available the data extraction was 
carried out in a different manner. 

The data was extracted by using an AI tool called Docalysis 
(www.docalysis.com), which was used to run a batch process on the 244 files 
collected. Docalysis is an AI-powered platform that analyses documents and 
answers questions about them. Users can upload PDF, TXT, CSV, or DOCX files 
and converse with Docalysis to get answers. It supports multiple languages and 
file types, including English, Spanish, Portuguese, French, Italian, Chinese, 
Japanese, Korean, Arabic, Indonesian, Hindi, Urdu, and more. The accuracy of 
the answers is surprisingly high, thanks to Docalysis' training on billions of lines 
of text, allowing it to provide answers with human-level intelligence. (Docalysis - 
Frequently Asked Questions, n.d..) The exact question used for the extraction was 
the following: 

I am looking for some ideas on how AI could be used in future conflicts, defense, 
warfare, crime and other security related matters. List the potential uses proposed in 
this document as a bulleted list, describe how AI is used in each case, and include the 

number of the page where you found the information. Do not include any other 
generic explanations in your answer. 

The batch processing returned a CSV file with 2401 individual references to 
different potential uses. Some of the references included multiple items, so in 
practice the number of applications found in the documents was slightly higher. 
An example of the batch contents can be found in Appendix 1, Docalysis export 
sample. 

2.3.5 Analyzing and synthesizing extracted data 

De Klerk and Pretorius then propose a structured approach for analyzing and 
synthesizing data. They recommend either thematic analysis or content analysis 
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for qualitative synthesis, and meta-analysis is suitable for quantitative synthesis. 
(de Klerk & Pretorius, 2019.) Since this study is qualitative in nature, and aims 
for identifying strategic scale themes, thematic analysis was chosen as the 
analysis method. 

Braun and Clarke (2006) give an excellent overview of running a thematic 
analysis in six steps: 

 
1. Familiarizing yourself with your data 
2. Generating initial codes 
3. Searching for themes 
4. Reviewing themes 
5. Defining and naming themes 
6. Producing the report 
 

The process initiates when the analyst starts observing and actively seeking 
patterns of meaning and potential points of interest within the data, a stage that 
may coincide with data collection. The endpoint involves presenting the 
substance and significance of identified patterns (themes) in the data. These 
'themes' are abstract, often somewhat vague constructs that investigators identify 
before, during, and after the analysis. Analysis requires a continual movement 
between the entire dataset, the coded extracts of data being examined, and the 
analysis of the data being generated. In contrast to statistical analyses, writing is 
an integral and ongoing aspect of the analysis, commencing in phase one with 
the initial jotting down of ideas and potential coding schemes and persisting 
throughout the entire coding/analysis process. (Braun & Clarke, 2006.) 

The process is started by familiarizing yourself with the data (phase 1) and 
generating initial codes systematically (phase 2), identifying interesting features 
in each data item. It is important to code for numerous potential themes and 
patterns, to inclusively code data extracts to avoid losing context and to 
remember that an extract can be coded into multiple themes as relevant. (Braun 
& Clarke, 2006.) 

Next, in phase 3, the analysis shifts to a broader focus on themes rather than 
codes. The process includes organizing various codes into potential themes and 
gathering all pertinent coded data extracts under these identified themes. 
Essentially, you begin to scrutinize your codes and explore how different codes 
might merge to create an overarching theme. (Braun & Clarke, 2006.) 

In phase 4 Braun and Clarke (2006) propose to begin establishing potential 
themes and involves refining them. Some themes may lack support or merge, 
requiring adjustment or creation. Themes should cohere internally but maintain 
distinctions. They employ two review levels: level one assesses coherence within 
coded data extracts, and if the themes align, level two assesses the entire dataset's 
validity. The extracted data should be reread for theme validation, and any 
overlooked data should be coded within themes.  

Phase 5 begins after establishing a satisfactory thematic map. This is the 
time to articulate and refine the analysis themes, focusing on their essence and 
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specific aspects within the data. It is good practice to avoid overloading themes 
or making them too complex. Each theme should be analyzed in detail, 
highlighting its unique contribution to the broader narrative around the research 
questions, ensuring minimal overlap. By the phase's end, each theme should 
have clear boundaries. This is tested by summarizing each theme in a couple of 
sentences; if clarity is lacking, further refinement is needed. (Braun & Clarke, 
2006.) 

Phase 6, ‘Producing the report’ in Braun and Clarke’s (2006) description of 
the thematic analysis, and phase 6, ‘Presenting the review findings and 
discussion’, in de Klerk and Pretorius’s (2019) description of critical review 
overlap, both describing presenting the review findings. 

The actual process of how the analysis was conducted is described below in 
TABLE 4 Processing the data. 

TABLE 4 Processing the data 

Phase Steps conducted 

Phase 1 
 

Getting familiar with 2401 items of the batch process results and 
cross-checking with the source files when the context of the 
entries was unclear. 

Phase 2 
 

Generating approximately 50 initial codes and coding the whole 
batch material with them (and with multiple codes when 

relevant). Again, also cross-checking with source files when the 
context of the entries was unclear. 

Phase 3 
 

Organizing various codes into potential themes and gathering all 
pertinent coded data extracts under these identified themes. 

Phase 4 Refining the themes, with the final result of 27 themes. 

Phase 5 

 

Articulating and refining the analysis themes, focusing on their 

essence and specific aspects. Each theme was analyzed in detail, 
highlighting its unique contribution to the potential applications 
of AI while ensuring minimal overlap. 

 

2.3.6 Presenting the review findings and discussion 

The findings are presented to answer the original review question. The structure 
of the findings should be logical and critical, summarizing the impact and 
contribution of the included literature. (de Klerk & Pretorius, 2019.) 

Furthermore, Braun and Clarke elaborate that it is crucial that when writing 
the final report and analysis, the text, including data extracts, presents a concise, 
coherent, logical, non-repetitive, and engaging account of the data story within 
and across themes. It is beneficial to offer ample evidence of the themes for 
example by using vivid examples or extracts that capture the essence of the 
demonstrated point without unnecessary complexity. The possible extracts are 
embedded within an analytic narrative that should compellingly illustrate the 
data story, going beyond mere description. The narrative should make a 
persuasive argument related to the research question. (Braun & Clarke, 2006.) 
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2.3.7 Conclusion and recommendations 

The final step involves proposing new models, theories, hypotheses, or 
definitions based on critical thinking and analysis. Recommendations are 
derived from the critical analysis and synthesis of the included literature. (de 
Klerk & Pretorius, 2019.) 

2.4 The structure of the study 

The study opens up by describing the goals and methods used. The next section 
describes briefly what artificial intelligence is, the technology behind it, and the 
related cognitive aspects, physical world integrations and societal interactions. 
Following that, the study outlines what kind of developments are most likely 
going to have an effect on how AI is going to be utilized, including geopolitical 
and environmental forces, technological innovations and doctrinal and strategic 
paradigm shifts. 

The final parts of the study describe how AI will most likely be going to be 
utilized in the battlespace and conflicts, some analysis and discussion outlining 
the model built for understanding the strategic effects and developments in the 
field of technology and warfighting, and in the end, conclusions. 



28 

Defining Artificial Intelligence (AI) in the modern context is very complex. 
According to Abbass (2021) AI is a multidisciplinary field that intersects with 
biology, philosophy, mathematics, metaphysics, and psychology, and that it is 
challenging to formulate a universal definition that gains consensus across these 
disciplines. He argues that while definitions should be concise and provide clear 
guidance, they also need to be flexible to allow for the growth of the field, and to 
foster meaningful discussions and reflections, even if they provoke disagreement 
or discomfort. 

Abbass (2021) proposes two definitions of AI. The first definition is 
"Artificial Intelligence is the automation of cognition", which focuses on the 
technological aspect of AI, distinguishing it from mere software development 
and classic industrial automation. The second definition expands the scope to 
include social and ethical considerations: 

Artificial Intelligence is social and cognitive phenomena that enable a machine to 
socially integrate with a society to perform competitive tasks requiring cognitive 
processes and communicate with other entities in society by exchanging messages 
with high information content and shorter representations. (Abbass, 2021) 

This definition views AI not just as technology or a product but as a social and 
cognitive phenomenon. FIGURE 1 AI in the surrounding society, illustrates the 
key domains that AI relates to, and the following chapters will outline the current 
capabilities, challenges and potential future developments on a high level in each 
of the domains.  

The core of an AI solution is the technology used to create the solution itself, 
and the cognitive capability of the system, i.e., the capability to observe and 
orient, make decisions and to gather feedback. The solution is used for something 
by people, possibly in an organization. The people interact with the solution 
through a user interface, which could consist of text, images and/or speech. The 
solution itself interacts with the surroundings using different types of sensors, 
such as audio, video and others, but also could be able to manipulate the 

3 WHAT IS ARTIFICIAL INTELLIGENCE? 
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surroundings using robotics. All of this has effects to the wider surrounding 
society in legal, ethical, economical, scientific, educational and other aspects. 
 

 

FIGURE 1 AI in the surrounding society 

The overview of the domains surrounding AI solutions presented in this chapter 
is presented on a general, strategic level, and as such, is far from exhaustive and 
complete. The context of this work does not allow for deeper study in the topics, 
as each of them could be the topic of a thesis of its own. However, in order to 
provide the reader with a basic understanding of the landscape, even a limited 
overview such as this is useful. 

3.1 Technology behind artificial intelligence 

Van Assen et al. (2020) list the key technological enablers of artificial intelligence 
as big data, high-performance computing (HPC), and algorithms, as described 
below in FIGURE 2 House of artificial intelligence. Mathematics and computer 
science are the land the house is built on, and big data, HPC and algorithms are 
the foundation, with the house itself containing all the AI capabilities available. 
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FIGURE 2 House of artificial intelligence 

3.1.1 Big data 

Big data refers to the large and rapidly expanding datasets that are now collected 
by various information-sensing devices such as mobile devices, aerial cameras, 
microphones, and sensor networks. Big data is essential for AI modeling, 
especially when using deep learning techniques that require large heterogeneous 
training datasets. (van Assen et al., 2020.) 

3.1.2 High-performance computing 

HPC infrastructure is critical for handling big data sets. Typical local computing 
infrastructure with limited resources cannot cope with the demands of big data. 
AI algorithms need powerful processes across computer, networking, and 
storage systems, and usually the most cost-effective way to secure those is 
through different cloud computing providers. In the context of this study, it is 
important to note that public cloud services cannot be used for all defense and 
security applications. However, most large-scale on-premise AI implementations 
benefit from similar HPC architecture and implementations. The availability of 
HPC cloud computing has been a game-changer for AI adaptation and scientific 
discoveries. It has allowed a broader range of people to train AI algorithms with 
extremely large datasets, democratizing access to AI development. (van Assen et 
al., 2020.) 

3.1.3 Machine learning 

The true capabilities of AI come from machine learning (ML) algorithms, which 
are broadly categorized into supervised and unsupervised learning algorithms. 
Supervised learning involves learning associations from classified and labeled 
training datasets, while unsupervised learning explores the internal structure of 
the data without targeted outcomes (van Assen et al., 2020). Complementing the 
two main types there is semi-supervised learning that combines qualities from 
both supervised and unsupervised learning algorithms (Dang et al., 2022), and 
reinforcement learning where the algorithm utilizes structured learning methods 
to adapt through trial and error (Militani et al., 2021). The different types of ML 



31 

algorithms are described in more detail in TABLE 5 Main machine learning 
algorithm types below. 

TABLE 5 Main machine learning algorithm types 

Supervised learning The machine learns from examples provided by the operator. 

The operator furnishes the machine learning algorithm with a 
labeled dataset containing input-output pairs, and the algorithm 
endeavors to discern patterns that link these pairs. Although the 
operator possesses the correct solutions, the algorithm learns 
through observation and prediction. The algorithm predicts 

outcomes and receives corrections from the operator, iterating 
until it achieves a satisfactory level of accuracy or performance. 
(van Assen et al., 2020.) 

Unsupervised learning Algorithms that analyze data to uncover patterns without the aid 
of an answer key or human guidance. Instead, the machine 

autonomously discerns correlations and relationships within the 
available data. Through this process, the algorithm attempts to 
organize the data to reveal its underlying structure, which may 
involve clustering similar data (grouping similar data sets based 
on predefined criteria, facilitating the segmentation of data into 

distinct clusters for pattern analysis) or reducing dimensions (by 
reducing the number of variables under consideration while 
retaining crucial information, aiding in simplifying complex 
data sets) to extract essential information. (van Assen et al., 
2020.) 

Semi-supervised 
learning 

Utilizes both labeled and unlabeled data, with the former 
containing meaningful tags for the algorithm's comprehension, 
while the latter lacks such information. By leveraging this 
combination, machine learning algorithms can learn to assign 
labels to unlabeled data, as an intermediary method between 
unsupervised and supervised learning. (Dang, 2022.) 

Reinforcement 
learning 

Focuses on structured learning paradigms, providing machine 
learning algorithms with predefined actions, parameters, and 
desired outcomes. By establishing rules, the algorithm explores 
various options and evaluates each outcome to determine the 
most favorable course of action. Through trial and error, 

reinforcement learning allows the machine to adapt its approach 
based on past experiences, aiming to achieve optimal results in 
varying scenarios. (Militani et al., 2021.) 

 
With the advancements in big data and HPC, ML algorithms have become more 
complex. Deep learning (DL) approaches can be utilized in all the above-
mentioned types of ML algorithms, creating a subset of DL algorithms. DL 
algorithms utilize several layers of neural networks, which feature, in turn, 
millions of densely connected processing nodes (neurons) that attempt to 
replicate the functionality of the human brain. These algorithms have multiple 
layers of processing and can perceive nonlinear structures within the data. Both 
deep and shallow types of ML have their own strengths and weaknesses, and 
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each should be used in the right contexts. (Pouyanfar et al., 2018; Robles Herrera 
et al., 2022.) 

3.2 Cognitive aspects 

Cognitive aspects of AI arise from Abbass’s (2021) second definition. He 
describes how AI is a cognitive phenomenon that integrates with a society, 
performs tasks requiring cognitive processing and communicates with others. 
The first key phase of a cognitive process of an AI is observing and orienting, 
which covers things like acquiring information and rules for both representing 
and using it. Based on that, the system is ready to start reasoning and making 
decisions, i.e., using algorithms and rules to reach approximate or definite 
conclusions. This phase also includes handling uncertainty and probabilities. The 
final phase of the cognitive cycle is gathering feedback for self-correction, 
covering adapting behavior over time, leveraging knowledge from one domain 
to another, and generalizing learnings to new tasks or environments. This is 
illustrated in FIGURE 3 AI cognitive process. 

 

 

FIGURE 3 AI cognitive process 

3.2.1 Observing and orienting 

In addition to the initial learning used to create and to teach the AI system 
described above in section 3.1, Technology behind artificial intelligence, the 
system also learns about the surroundings using different sensors, described in 
more detail below in section 3.3, Physical world integrations. The cognitive 
aspects most focused on in this section include rules for both representing and 
using the information in a given context. The topic is very wide, but a few 
interesting developments outline the directions research is currently taking. 

Wang (2020) discusses technologies that map logical relations into neural 
network structures. This model enables dynamic construction and adjustment of 
neural network structures based on logical relations, offering potential 
applications in fields like medical diagnosis and robotics. Despite its strengths, 
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the model faces challenges such as computational complexity and interpretability 
issues. (Wang, 2020.) 

On the other hand, Skarding et al. (2021) focuses on dynamic networks, 
which provide a framework for representing complex systems that evolve over 
time. These networks encode both structural and temporal patterns, allowing for 
accurate modeling and prediction of changes in various domains. Again, they 
come with computational complexity and a cold start problem, necessitating 
further research to fully leverage these technologies. (Skarding et al., 2021.) 

Both of the studies highlight interesting current possibilities of storing and 
representing information. These advancements offer promising avenues for 
understanding and predicting the behavior of dynamic systems, though 
challenges remain to be addressed for optimal utilization of these technologies. 
The foundation for the full cognitive cycle depends on the work done in this step. 

3.2.2 Making a decision 

AI engages the environment in intricate processes of reasoning and decision-
making, emulating human cognitive functions to deduce conclusions, forecast 
outcomes, and formulate strategies based on existing knowledge. This capacity 
is fundamental to AI's diverse applications, such as expert systems, natural 
language processing, autonomous vehicles, and healthcare diagnostics. At the 
core of AI reasoning is its adeptness at sifting through vast data sets, employing 
algorithms and rules to arrive at either approximate or definitive conclusions, 
even amidst conditions of uncertainty. 

AI reasoning encompasses various types, each characterized by distinct 
methodologies and domains of application. Deductive reasoning, for example, 
follows a top-down approach, commencing with general statements or 
hypotheses to derive specific conclusions. Rooted in the logical structure of 
statements and the validity of premises, deductive reasoning is prominent in 
domains like mathematics and logic, where it constructs indisputable theorems 
from foundational axioms and rules. (Calimeri et al., 2021.) 

Conversely, inductive reasoning employs a bottom-up strategy, drawing 
generalizations from specific observations. While premises support conclusions, 
they do not ensure their absolute truth, rendering inductive reasoning prevalent 
in scientific exploration and hypothesis generation. This form of reasoning 
empowers AI systems to glean patterns from data, facilitating predictions about 
future events or behaviors. (Spelda, 2020.) 

Abductive reasoning diverges from both deductive and inductive 
reasoning by commencing with an incomplete set of observations and seeking 
the most plausible explanation. Particularly valuable in diagnostic contexts, 
abductive reasoning aids AI systems in inferring potential causes for observed 
symptoms or conditions, significantly benefiting fields like medicine. (Garbuio & 
Lin, 2021.) 

A significant hurdle in AI reasoning and decision-making lies in navigating 
uncertainty. While traditional models such as Markov Decision Processes (MDPs) 
effectively handle the aleatoric uncertainty related to data and outcome 
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randomness, they falter in addressing epistemic uncertainty arising from 
incomplete system or environmental knowledge. (Hoey et al., 2016.) 

Recent AI research strides focus on developing models and algorithms 
adept at managing both forms of uncertainty. Decision theory offers a framework 
for decision-making under uncertainty, integrating subjective degrees of belief 
(probabilities) with outcome preferences. This systematic approach enables the 
evaluation of different actions based on their anticipated outcomes and the 
decision-maker's inclinations. (Garbuio & Lin, 2021; Hoey et al., 2016; Jiang et al., 
2022; Lochner & Smilek, 2023.) 

Furthermore, the distinction between aleatoric and epistemic uncertainty 
spurs exploration into uncertainty models offering more robust interpretations. 
These models endeavor to capture the inherent unpredictability of complex 
systems and environments, equipping AI systems to make well-informed and 
dependable decisions. (Garbuio & Lin, 2021; Hoey et al., 2016; Jiang et al., 2022; 
Lochner & Smilek, 2023.) 

AI reasoning and decision-making epitomize the capacity of artificial 
intelligence to emulate human cognitive processes effectively. By leveraging 
diverse forms of reasoning and confronting challenges in decision-making under 
uncertainty, AI systems can make informed decisions, assimilate experiential 
insights, and adapt to evolving information landscapes. Ongoing research 
endeavors aim to augment AI's capabilities, cementing its status as a dependable 
and potent tool across diverse domains. 

3.2.3 Gathering feedback 

Integral to AI reasoning and decision-making is the capacity for learning from 
errors and self-correction. This capability fosters continual improvement and 
adaptation of AI systems to evolving information and environments. Recent 
studies delve into the concept of self-correction in AI, particularly evident in large 
language models like ChatGPT. However, these models face limitations due to 
static data uploads hindering the unlearning of outdated or erroneous 
information. (Lochner & Smilek, 2023.) 

Efforts to imbue AI systems with the ability to unlearn and self-correct 
emulate human learning processes. The self-correction mechanisms may be 
automatic, or they may operate in conjunction with the human operator, 
requesting for feedback and corrections. Human input is usually accurate but 
limited in scope. Automatic systems such as streaming workflows enable real-
time data processing and updating, allowing AI systems to independently rectify 
inaccuracies and biases in their knowledge base, thereby enhancing reliability 
and performance. (Hasanujjaman et al., 2023; Ryan, 2020.) 

Autonomous self-correction holds particular significance within decision 
support systems, where trustworthiness and accuracy are paramount. The study 
conducted by Lochner and Smilek (2023) delves into the dynamics of trust 
formation in autonomous systems, investigating how self-correction influences 
human trust in such systems. Their experiments reveal that the impact of self-
correction on trust varies based on the system's accuracy and response speed. 
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While high accuracy generally fosters trust, the introduction of self-correction 
may paradoxically diminish trust, potentially due to heightened awareness of 
errors. This underscores the importance of judiciously implementing self-
correction to avoid unintended consequences on user trust. (Lochner & Smilek, 
2023.) 

In the realm of medical imaging, Wang et al. (2023) present a deep semi-
supervised multiple instance learning framework that incorporates self-
correction. Their approach integrates a small set of labeled data with a larger pool 
of unlabeled data, employing a self-correction strategy to refine the system's 
performance iteratively. This strategy involves confidence-based pseudo-
labeling and consistency regularization, enabling the system to enhance its 
accuracy over time by focusing on high-confidence predictions. The study 
showcases the feasibility of employing semi-supervised learning with self-
correction to achieve heightened classification accuracy at a reduced annotation 
cost. (X. Wang et al., 2023.) 

The demonstrated capabilities of self-correction in AI systems hold promise 
for enhancing the reliability and trustworthiness of automated decision-making 
processes. By facilitating systems to learn from errors and adapt their behavior 
autonomously, self-correction can drive continuous performance improvement 
over time, particularly beneficial in fields like healthcare, where data labeling 
costs and expertise constitute significant barriers. Using the autonomous self-
correction mechanisms together with operator feedback enable the system to 
reliably improve in the given context. 

3.3 Physical world integrations 

Abbass (2021) also describes several real-world AI integrations in his second 
definition: a machine integrates with a society to perform competitive tasks, and 
to communicate with other entities. Real-world integration involves 
incorporating AI into existing systems and businesses. It spans domains like 
computer vision, robotics, speech to text, natural language processing (NLP), 
perception, human-machine interaction, emotion recognition, and human-
machine teaming. Deployment and integration ensure AI systems seamlessly fit 
into real-world workflows with scalability and reliability. 

3.3.1 Automatic speech recognition 

Speech is the most natural communication and interaction medium for humans, 
which is why automatic speech recognition (ASR) is a key focus area in real-
world interactions with AI systems. Recent years have witnessed remarkable 
advancements in ASR technology, largely propelled by deep learning and neural 
network methodologies. ASR systems now exhibit a remarkable ability to 
convert human speech into readable text with ever-improving accuracy, nearing 
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human-level performance in specific contexts. (Arachchi Dimuthu Maduranga & 
Dinesh Samarasinghe, 2023.) 

These advancements have paved the way for diverse applications of ASR 
technology, ranging from real-time captioning on social media platforms to 
transcription services in video conferencing and customer service interactions. 
ASR systems play a pivotal role in the functionality of smart speakers, 
conversational AI, and autonomous vehicles, enabling them to comprehend and 
respond to human commands accurately. Here, speech recognition technology 
not only enhances user experience but also contributes to safety by reducing 
distractions for drivers. This application underscores the transformative 
potential of speech recognition in refashioning various industries, making 
interactions more intuitive and systems more efficient. (Arachchi Dimuthu 
Maduranga & Dinesh Samarasinghe, 2023; Xu, 2022.) 

A significant milestone in ASR development has been the transition from 
traditional machine learning techniques to deep learning approaches. This shift 
has led to substantial accuracy enhancements, with some ASR systems achieving 
error rates comparable to those of human transcribers in specific benchmark 
tests. (Beaver, 2022.) 

However, despite these strides, ASR technology encounters several 
challenges. Variability in speech patterns, including accents, dialects, and 
individual styles, poses a significant hurdle to recognition accuracy. Particularly, 
non-native speakers of a language often experience higher error rates when 
utilizing ASR systems. Moreover, environmental factors such as background 
noise and recording equipment quality can adversely affect ASR performance. 
Another limitation lies in the reliance on benchmarks that may not fully represent 
the diversity and complexity of real-world speech. ASR systems still grapple with 
speech disorders, technical jargon, and non-standard speech patterns. (Arachchi 
Dimuthu Maduranga & Dinesh Samarasinghe, 2023; Beaver, 2022.) 

Nevertheless, the current state of ASR technology is already impressive, 
and the future holds more promise. Innovations such as self-supervised learning 
systems and end-to-end deep learning models are anticipated to bolster accuracy 
and diminish the necessity for extensive labeled training data. These 
advancements could foster more robust and adaptable ASR systems capable of 
navigating the intricacies of human speech. (Beaver, 2022; Xu, 2022.) 

While ASR technology has made remarkable strides and is increasingly 
ubiquitous in various applications, achieving universal human parity remains 
elusive. The efficacy of the technology varies widely depending on context and 
speakers involved. Ongoing research and development endeavors aim to address 
these challenges, aspiring to create ASR systems adept at reliably understanding 
and transcribing human speech across diverse conditions and use cases. 
Continued research and innovation in areas such as natural language processing 
and understanding will be essential for unlocking the full potential of speech 
recognition in enabling more natural and meaningful interactions between 
humans and machines. Overall, the future of speech recognition holds promise 
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for delivering enhanced user experiences, improved efficiency, and greater 
accessibility across a wide range of applications and industries. 

3.3.2 Computer vision 

AI systems can be integrated to a wide array of different types of sensors. All of 
the sensors can provide vital information for real-world integration in a 
particular application, but as one of the most prevalent sensor technologies, 
computer vision boasts a wider array of capabilities than other sensor types. 
There has been substantial progress in enabling computers to see, interpret and 
comprehend information from the world around us. Fueled by advancements in 
machine learning, particularly deep learning techniques, and the availability of 
vast datasets, current computer vision systems possess extensive capabilities that 
continue to evolve. (Matsuzaka & Yashiro, 2023; Sagodi et al., 2022; Sharma et al., 
2022.) 

Modern computer vision systems excel at tasks traditionally performed by 
humans, often surpassing human speed and accuracy. These tasks encompass 
image classification, object detection, facial recognition, and real-time video 
analysis. The utilization of convolutional neural networks (CNNs) and recurrent 
neural networks (RNNs) has been particularly instrumental in advancing these 
capabilities. CNNs are proficient in recognizing patterns and categorizing 
images, while RNNs excel in understanding temporal dynamics in videos, 
making them suitable for tasks involving motion or temporal changes. (Bhatt et 
al., 2021; Cuhadar & Tsao, 2022.) 

The applications of computer vision span across multiple industries, 
impacting manufacturing, healthcare, retail, agriculture, autonomous vehicles, 
and interactive entertainment. In manufacturing, AI-powered computer vision 
systems ensure quality control by meticulously inspecting parts and identifying 
imperceptible defects (Sagodi et al., 2022). In healthcare, these systems aid in 
medical imaging analysis, aiding in disease diagnosis by detecting abnormalities 
in X-rays, MRIs, and CT scans (Esteva et al., 2021). Retail benefits from automated 
checkouts enabled by computer vision, which recognizes items in shopping carts 
without manual barcode scanning (Wei et al., 2020). In agriculture, computer 
vision monitors crop health and optimizes farming practices (Ouhami et al., 
2021). 

Computer vision is integral to the development of autonomous vehicles, 
enabling interpretation of traffic environments and detection of pedestrians, 
vehicles, and traffic signs (Chuprov et al., 2023; Hasanujjaman et al., 2023; 
Sarvajcz et al., 2024; Yessenbayev et al., 2022). In interactive entertainment, it 
offers immersive experiences by responding to user movements and expressions 
(Bermejo-Berros & Gil Martínez, 2021; Chen et al., 2020). 

Despite their remarkable capabilities, computer vision systems encounter 
challenges and limitations. One significant challenge is their reliance on extensive 
labeled datasets for training, which can be laborious and resource-intensive to 
create  (Sagodi et al., 2022). Additionally, these systems may struggle with image 
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processing under varying conditions such as changes in lighting or occlusions 
(Cuhadar & Tsao, 2022).  

Another challenge lies in the requirement for specialized expertise to 
develop and maintain computer vision systems effectively. Furthermore, 
hardware or software issues can lead to system failures, potentially disrupting 
critical operations. Computer vision systems are also sensitive to deployment 
environments, necessitating careful consideration during design and 
deployment to ensure reliable operation (A. Sharma et al., 2022). 

The literature underscores the transformative potential of computer vision 
while acknowledging practical challenges. While computer vision systems 
continue to evolve impressively, addressing issues such as data management, 
system reliability, and the need for specialized expertise remains critical. Various 
sources emphasize the importance of cross-functional collaboration, expectation 
management, and continuous improvements in algorithm efficiency and 
hardware technologies. 

In conclusion, computer vision holds promise for remodeling diverse 
industries, but its full potential hinges on overcoming significant challenges. As 
technology advances, addressing these challenges will be pivotal for widespread 
adoption and successful integration across different sectors. Future progress will 
likely involve a combination of architectural innovations, improved training 
methodologies, and endeavors to enhance interpretability and explainability in 
AI systems. 

3.3.3 Sensor fusion 

Sensor fusion has emerged as a critical technology in AI systems, enabling more 
accurate, reliable, and comprehensive environmental perception by integrating 
data from multiple sensors. This technology is pivotal across various domains, 
including autonomous vehicles, robotics, smart cities, and healthcare, enhancing 
decision-making processes and operational efficiency. 

The current capabilities of sensor fusion in AI systems are multifaceted, 
focusing on improving the accuracy and reliability of environmental perception. 
AI-based sensor fusion, as discussed in the work of Zoghlami et al. (2021), 
leverages deep neural networks to analyze combined data from different sensors, 
such as cameras, lidar, radar, and ultrasonic sensors, to create a bi-functional 
system that evaluates single sensor contributions in classification tasks. This 
approach not only enhances classification accuracy but also evaluates the 
robustness and contribution of each sensor, enabling a more interpretable and 
smart decision-making process. Similarly, Leung et al. (2019) highlight the use of 
AI in integrating transportation data from GNSS/GPS, accelerometers, and GIS 
for better urban mobility analysis, aiming towards smarter city management. 
These capabilities underscore the potential of sensor fusion in creating more 
intelligent and responsive systems. (Zoghlami et al., 2021.) 

The possibilities of sensor fusion technologies are vast, with ongoing 
advancements promising even more sophisticated and reliable fusion 
techniques. Future developments are expected to yield AI and machine learning 



39 

algorithms that can process data more efficiently, with a focus on energy-efficient 
sensor systems and greater environmental adaptability (A. Sharma et al., 2022). 
Such advancements could significantly impact various sectors, including 
automotive for higher levels of automated driving (Zoghlami et al., 2021), 
industrial applications for predictive maintenance (Gawde et al., 2024), and 
urban planning for enhanced smart city functionalities (T. Johnson et al., 2023). 

However, sensor fusion in AI systems is not without its weaknesses. One of 
the main challenges lies in dealing with the heterogeneity and complexity of 
sensor data, which may have different formats, resolutions, and error models. 
This necessitates the development of sophisticated methods for aligning, 
synchronizing, calibrating, and transforming sensor data before fusion. 
Additionally, the choice of the optimal sensor fusion algorithm and architecture 
is crucial and challenging, given the plethora of available methods, each with its 
advantages and disadvantages. Another significant challenge is evaluating the 
performance and quality of sensor fusion results, which depend on various 
factors such as accuracy, reliability, and timeliness of the sensor data and fusion 
method. (Gao et al., 2023; Leung et al., 2019; Sharma et al., 2022.) 

Moreover, recent research by Gao et al. (2023) on AI-enabled multi-sensor 
fusion systems reveals vulnerabilities in current systems, indicating a lack of 
robustness against signal loss from specific sensors. This finding suggests that 
existing AI-enabled multi-sensor fusion systems may not be adequately designed 
to handle the loss of signal from one or more sensors, highlighting a critical area 
for future improvement. (Gao et al., 2023.) 

While sensor fusion in AI systems offers remarkable capabilities and 
possibilities for enhancing environmental perception and decision-making 
across various domains, it also faces significant challenges. Addressing these 
challenges, particularly in terms of data heterogeneity, algorithm and 
architecture optimization, and system robustness, will be crucial for realizing the 
full potential of sensor fusion technologies. 

3.3.4 Human-machine interfaces 

Human-machine interfaces (HMIs) have undergone significant evolution with 
the emergence of AI, resulting in enhanced capabilities in teamwork, interaction, 
emotion recognition, and augmented intelligence. These interfaces now play 
integral roles across diverse sectors, including healthcare, defense, and consumer 
electronics. 

Human-machine teaming (HMT) involves collaborative efforts between 
humans and AI systems to achieve shared objectives. Current capabilities 
emphasize leveraging the unique strengths of both parties: humans contribute 
nuanced understanding and adaptability, while machines offer speed, 
consistency, and data processing power. (Gonzalez et al., 2023.) For instance, in 
healthcare, clinicians collaborate effectively with machine learning systems to 
enhance patient outcomes, despite limited insight into the underlying algorithms 
(Esteva et al., 2021; Oniani et al., 2023a). Similarly, in defense applications, 
improved human-machine teamwork has demonstrated faster task completion 
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with reduced errors (J. Johnson, 2024; P. Sharma et al., 2020). However, 
challenges such as over-reliance on AI systems leading to automation bias and 
the necessity for effective communication and mutual understanding persist, 
crucial for successful collaboration (Saenz et al., 2020). 

AI advancements have rendered human-machine interaction (HMI) more 
natural and intuitive. AI-driven systems can now comprehend and respond to 
human gestures, speech, and other non-verbal cues, facilitated by the integration 
of multimodal interfaces tailored to user preferences (Adel et al., 2023; Gao et al., 
2023). Yet, limitations arise from potential misinterpretation of human intent by 
AI systems and the requirement for humans to adapt to machine interaction 
methods, which may not always align with intuition (Elyoseph et al., 2024). 

AI systems have made notable progress in emotion recognition by 
analyzing facial expressions, voice tones, and physiological signals, enabling 
empathetic and personalized interactions. However, challenges include accuracy 
issues, especially in complex emotional states or across diverse cultural contexts, 
and concerns regarding privacy when AI systems collect and analyze personal 
emotional data. (Jiang et al., 2022.) 

AI systems are increasingly designed to complement human capabilities, 
enabling a synergy where each party compensates for the other's shortcomings. 
This cooperation enhances efficiency and productivity by allowing AI to handle 
repetitive tasks while humans focus on creative and strategic aspects. Yet, 
maintaining a balance where AI supports rather than supersedes human roles 
remains a challenge, ensuring continued engagement and value for the human 
workforce. (Jiang et al., 2022; Saenz et al., 2020.) 

Augmented intelligence entails AI systems enhancing human cognitive 
abilities without replacing them. AI assists in decision-making, predictive 
analytics, and complex problem-solving, evident in fields like radiology where 
AI aids in interpreting medical images. However, challenges include potential 
errors due to biased data or algorithms, leading to misplaced trust in AI-
generated conclusions. (Gonzalez et al., 2023; Jiang et al., 2022; Zoghlami et al., 
2021.) 

The future holds vast possibilities for HMIs, potentially enabling brain-
machine interactions and further streamlining interactions. Yet, ethical AI usage, 
privacy protection, and bias prevention present ongoing challenges. HMIs in AI 
systems boast impressive capabilities, but addressing associated weaknesses and 
striking a balance between leveraging AI's strengths and mitigating its 
limitations are essential for realizing their full potential. 

3.3.5 Physical interaction with the environment 

The fusion of robotics with AI systems has undergone significant evolution, 
empowering these systems to engage with the physical world in increasingly 
sophisticated manners. 

Robotics within AI systems have transcended basic, repetitive functions, 
now capable of executing intricate, autonomous tasks demanding precision and 
adaptability. Noteworthy advancements are exemplified in autonomous surgical 
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robotics, where AI-equipped robots undertake surgical procedures with minimal 
human intervention, showcasing remarkable autonomy and precision. For 
instance, the development of the Smart Tissue Autonomous Robot (STAR) and 
its successful application in soft tissue surgeries underscore the potential for 
robotics to conduct complex medical procedures with heightened efficiency and 
safety compared to conventional methods. (Sonmez, 2022.) This progression 
extends beyond healthcare, with robotics integrated into AI systems across 
diverse sectors such as manufacturing, service industries, and exploration. 

The potential applications of robotics within AI systems are extensive. In 
the medical realm, autonomous robots hold promise in greatly improving 
surgical practices, mitigating human error, expediting recovery periods, and 
enhancing accessibility to complex procedures (Sonmez, 2022). Beyond 
healthcare, robotics can bolster service industries, exemplified by the European 
restaurant sector's adoption of AI and robotics to automate service delivery and 
enhance customer interactions (Blöcher & Alt, 2021). In manufacturing, robotics 
can elevate productivity, refine product quality, and ensure occupational safety 
by assuming hazardous tasks (Huang et al., 2021; Sagodi et al., 2022). 

Notwithstanding these advancements, notable weaknesses and challenges 
persist. Foremost among these concerns is the reliability and trustworthiness of 
autonomous systems. As autonomous robots undertake increasingly intricate 
and pivotal tasks, ensuring their reliability becomes imperative. Sonmez (2022) 
illustrates widespread apprehension and reluctance among individuals to 
undergo robotic procedures, rooted in concerns and discomfort stemming from 
the absence of human involvement. This underscores the necessity for further 
research and development to cultivate trust in and acceptance of autonomous 
robotics. (Sonmez, 2022.) 

Technical constraints of current robotics technology present another 
challenge. While substantial strides have been made, limitations persist in terms 
of manual dexterity (Negrello et al., 2020), decision-making amid uncertainty 
(Zoghlami et al., 2021), and adaptability to unforeseen circumstances (Mazzolai 
et al., 2022). These limitations are particularly pronounced in high-stakes 
domains like surgeries, where autonomous systems must navigate diverse 
scenarios with precision and flexibility. 

Furthermore, ethical and regulatory considerations pose substantial 
hurdles to the widespread integration of robotics into AI systems. As these 
systems assume roles entailing greater autonomy and impact on human lives, 
addressing ethical concerns surrounding accountability, privacy, and potential 
job displacement becomes increasingly paramount. (Chatterjee, 2019; Gervais, 
2023; Robbins, 2020.) 

The integration of robotics into AI systems heralds remarkable capabilities 
and prospects, ranging from intricate surgeries to transformative service delivery 
across various sectors. As research and development in this realm progress, it is 
imperative to strike a balance between innovation and considerations of safety, 
ethics, and societal implications. 



42 

3.4 Societal interactions 

Abbass’s (2021) also emphasizes the examination of social and ethical 
perspectives, highlighting AI's integration into society, participation in tasks, and 
communication within communities. This underscores the significance of 
comprehending AI's societal effects, competitiveness, and community 
engagement. Critical factors entail ensuring AI systems’ explainability and 
interpretability for trust and accountability, addressing ethical concerns like 
algorithmic bias, job displacement, privacy issues, and evaluating AI's broader 
societal ramifications. 

3.4.1 Ethics 

Ethical considerations surrounding AI systems are intricate and multifaceted, 
touching upon various aspects of human life and societal functioning. Through 
discussions presented in articles by Ryan (2020), Kieslich et al. (2022) and Ryan 
and Stahl (2020), a convergence on certain ethical principles emerges, although 
nuanced differences exist in their interpretation and application. Some of the 
ethical challenges include privacy, safety and security, fairness and bias, 
autonomy and human agency.  

Extensive data collection for AI systems raises significant privacy concerns. 
Surveillance and unauthorized data usage without consent may threaten 
individual privacy and autonomy (Kieslich et al., 2022). Some uses can also cause 
safety and security issues as the systems can cause unintended harm, either 
through malfunction or malicious use. Such cases include for example physical 
safety in autonomous vehicles or drones, and cybersecurity risks. (Ryan & Stahl, 
2020.) 

AI systems, trained on biased data, can perpetuate or exacerbate existing 
biases, leading to unfair outcomes for certain groups. This raises concerns about 
justice and equality, particularly regarding discrimination based on race, gender, 
or other social categories. (Ryan & Stahl, 2020.) Systems with decision-making 
capabilities may pose challenges to human autonomy and agency. Over-reliance 
on AI may undermine human decision-making processes, potentially leading to 
a loss of control over significant life decisions. (Kieslich et al., 2022.) 

To combat these challenges, the authors suggest a number of solutions, such 
as ethical guidelines and principles, collaboration, regulation and education. 

Emphasizing the importance of comprehensive ethical guidelines and 
frameworks, both articles advocate for clear principles governing the 
development and use of AI systems. These guidelines should address 
transparency, fairness, privacy, and other ethical concerns, providing a roadmap 
for responsible AI development. Integrating ethical principles directly into the 
design and development process of AI systems is also proposed. This includes 
enhancing transparency and explainability, detecting and mitigating bias, and 
ensuring that AI systems respect user privacy and autonomy. (Kieslich et al., 
2022; Ryan & Stahl, 2020.) 
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Engaging a wide range of stakeholders, including ethicists, social scientists, 
policymakers, and the public, in the development and governance of AI systems 
is crucial. This multidisciplinary collaborative approach ensures diverse 
perspectives and values are considered, leading to more ethically robust AI 
systems. (Kieslich et al., 2022; Ryan & Stahl, 2020.) 

Regulatory frameworks and oversight mechanisms are deemed necessary 
to ensure compliance with ethical standards and principles. This could involve 
independent auditing of AI systems, certification processes, and the 
establishment of regulatory bodies dedicated to AI ethics. In addition, raising 
awareness about the ethical implications of AI among developers, users, and 
policymakers is essential. Education and training programs can equip 
stakeholders with the knowledge and skills needed to address the ethical 
challenges posed by AI. (Kieslich et al., 2022; Ryan & Stahl, 2020.) 

Nevertheless, the challenge persists in implementing these ethical 
guidelines in practice. The ongoing effort involves developing standards, tools, 
and methods to ensure that AI systems adhere to these principles. Furthermore, 
philosophical and conceptual analyses are required to ensure the consistency and 
justification of the normative statements found in AI ethics literature. 

Addressing the ethical challenges in AI systems requires a multifaceted 
approach. While there is consensus on the key ethical issues and general 
solutions, implementing these solutions remains a challenge, necessitating 
ongoing dialogue and collaboration among all stakeholders involved in AI 
development and use. 

3.4.2 Financial and judicial effects  

AI systems have a variety of impacts on society, offering significant opportunities 
while also presenting notable threats. Recent discussions on AI, as evidenced by 
articles from Acemoglu et al. (2022) and Gervais (2023), shed light on its 
transformative effects on labor markets and legal systems as key examples of this 
diverse topic.  

Acemoglu et al. (2022) conducted an empirical analysis of AI's influence on 
labor markets in the United States. Their research reveals a rapid growth in AI-
related job vacancies, primarily driven by establishments whose tasks align with 
AI's capabilities. While this growth suggests a restructuring of job tasks, with AI 
replacing some human-performed tasks and introducing new ones with different 
skill demands, the aggregate effects on employment and wage growth in affected 
occupations and industries are currently minimal. This indicates that while AI 
adoption leads to notable declines in establishment hiring, any positive 
productivity or complementarity effects are outweighed by displacement 
consequences. (Acemoglu et al., 2022.) 

Gervais (2023) delves into the unprecedented challenges AI poses to legal 
systems, highlighting the emergence of autonomous intelligent agents capable of 
cognitive tasks. This raises questions regarding the applicability of human laws 
to non-human entities. Gervais argues for regulatory frameworks integrating 
ethical norms into AI systems to ensure alignment with human values and legal 
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standards. He emphasizes the need for mechanisms, like "kill switches," to 
interrupt AI processes, maintaining human control to prevent potential harm. 
(Gervais, 2023.) 

Economic insights necessitate rethinking labor market policies and 
education systems, while legal and ethical considerations call for proactive 
regulation to align AI systems with human values and legal norms. The societal 
impact of AI encompasses both opportunities and threats in many more areas 
than the two examples used here, requiring a balanced approach to leverage its 
benefits while mitigating risks. Current insights underscore the need for 
interdisciplinary efforts to address economic, legal, and ethical challenges. As AI 
evolves, ongoing research and policy development will be crucial in shaping a 
future where AI systems contribute positively to society. 

3.4.3 Trust and accountability 

The issue of trust, accountability, and explainability in AI systems is a 
multidimensional and intricate matter that has attracted considerable attention 
from both academia and policymakers. This brief discussion on the key points 
aims to provide insights into the broader landscape of these concerns. 

Mark Ryan's "In AI We Trust: Ethics, Artificial Intelligence, and Reliability" 
(2020) critically analyzes trust in AI, arguing that AI cannot be trusted in the same 
manner as humans due to its lack of emotive states and responsibility capacity. 
Ryan differentiates between trust and reliance, suggesting that while AI can 
fulfill the criteria of rational trust based on prediction and reliability, it falls short 
in meeting the emotional and normative aspects of trust that involve emotive 
goodwill or moral obligations. This differentiation underscores AI's limitations 
in establishing trust-based relationships and underscores the necessity for clear 
accountability mechanisms. (Ryan, 2020.) 

In "Artificial Intelligence Ethics Guidelines for Developers and Users: 
Clarifying Their Content and Normative Implications" by Mark Ryan and Bernd 
Carsten Stahl (2020), the authors delve into the normative content of AI ethics 
guidelines, offering detailed recommendations for developers and users. They 
stress the significance of transparency, justice, fairness, and non-maleficence, 
among other principles, asserting that AI systems should be designed and used 
in ways that uphold human rights, privacy, dignity, and well-being. 
Additionally, they emphasize the importance of AI systems being explainable, 
enabling users to comprehend and potentially challenge AI decisions. (Ryan & 
Stahl, 2020.) 

It is evident that while there is agreement on the necessity for ethical AI 
systems that are transparent, accountable, and explainable, there is also 
acknowledgment of AI's inherent limitations in fostering human-like trust. While 
AI systems should be developed with ethical considerations in mind, the current 
technological landscape does not facilitate the establishment of trust 
relationships comparable to those between humans. 

Complex algorithms can render AI decisions opaque, challenging user 
understanding and hindering accountability, potentially eroding trust in these 
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systems. The concept of explainability serves as a crucial bridge between AI 
systems and human trust. Explainable AI aims to render the decision-making 
processes of AI systems transparent and understandable to humans, thereby 
aiding in establishing accountability. If users can grasp how an AI system 
reached a specific decision, they are more likely to trust its reliability and may be 
better equipped to identify and rectify errors or biases. (Ryan & Stahl, 2020.) 

The current state of trust, accountability, and explainability in AI systems is 
characterized by a growing awareness of the ethical implications of AI and the 
formulation of guidelines to address these concerns. However, translating these 
principles into practical AI applications remains a work in progress, necessitating 
continued research and policy development to ensure that AI systems are 
trustworthy, accountable, and explainable. 
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The evolution of warfare has historically mirrored shifts in technology, society, 
and global power dynamics. Looking ahead, the future trajectory of conflict will 
likely be influenced by very similar factors, with the addition of environmental 
forces due to climate change. This section of the study synthesizes a high-level 
strategic overview of anticipated developments that are most likely going to have 
a significant effect on how the use of AI systems in warfare and conflicts develops 
in the forthcoming decades. The views expressed here stem from strategic 
forecasts published by authoritative sources such as U.S. Department of Defense 
(2023), NATO (2021; 2022), U.S. Office of the Director of National Intelligence 
(Global Trends, 2021; The Future of the Battlefield, 2021), the European Centre of 
Excellence for Countering Hybrid Threats (2021), and authors such as O’Hanlon 
(2018), Schmertzing (2018), Panwar (2017, 2022) and Johnson (2019, 2020b, 2020a, 
2021, 2024). 

As the horizon extends towards 2040 and beyond, several pivotal trends are 
projected to mold the essence of conflict and the landscape of the battlespace. 
Many articles stress the importance of raising awareness to guide responsible 
development and governance of these technologies amidst complex interactions 
with geopolitics and security. They emphasize the need for open discussion to 
navigate these challenges amid rapid technological change. (Blanchard & Taddeo, 
2022; Bode et al., 2023, 2024; Data, Analytics, and Artificial Intelligence Adoption 
Strategy, 2023; NATO 2022 Strategic Concept, 2022; J. Johnson, 2019, 2022; Megret, 
2012; Münkler, 2003; Turunen, 2022.) 

 

4.1 Technological evolution and global dynamics 

This chapter explores the strategic reshaping induced by technological 
advancements in the face of global urbanization. It delves into the ramifications 

4 TRENDS GUIDING THE USE OF AI IN THE 
BATTLESPACE  
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of metropolitan expansion on warfare dynamics, the pressing influence of 
climate change on international security, the impact of technology access on 
military capabilities, and the strategic value of energy, materials, and 
components in powering AI advancements. 

4.1.1 Urbanization and global expansion 

The trajectory of global growth and the escalating urbanization trend are poised 
to reshape societal frameworks, consequently impacting the conduct of conflicts. 
As the global population becomes more urbanized, there will be a significant 
impact on military operations. The increase in urbanization may pose challenges 
for maintaining law and order, and it will be more difficult for militaries, 
particularly air forces, to discriminate between military and civilian targets. 
Additionally, the number of megacities, with 10 million or more inhabitants, is 
expected to expand, leading to further complexities in urban warfare and 
military strategies. Urbanization, global expansion on military expenditure, city 
demographics, and the future of megacities may have a strong impact on future 
conflicts. (Cohen et al., 2020; Global Trends, 2021; Terrorism, 2004; Metz & Cuccia, 
2011; Russell et al., 2019.) 

4.1.2 Climate dynamics 

The repercussions of climate change on essential resources like food supply and 
natural reserves could potentially serve as triggers for conflict. Changes in 
climate patterns are expected to exacerbate resource scarcity issues, particularly 
around water availability. This may increase the likelihood of social, economic 
and political instability in vulnerable regions. Rising sea levels and more frequent 
extreme weather events could also lead to large-scale population displacements. 
(Global Trends, 2021; NATO 2022 Strategic Concept, 2022; Rajagopalan, 2022.) 

The combination of scarcer resources and mass migration raises the 
potential for more intense and prolonged conflicts. At the same time, climate 
change may open up previously inaccessible regions for resource extraction or 
new shipping lanes, intensifying geopolitical competition and tensions in these 
areas. Furthermore, climate change poses challenges for military operations as 
infrastructure and bases become more vulnerable to climate hazards. Forces may 
need to increase their focus on disaster relief and humanitarian assistance 
missions. The complex effects of climate change are likely to influence many 
security and conflict drivers in the coming decades. (Cohen et al., 2020; Martin, 
2000; Schmertzing, 2018.) 

4.1.3 Availability of technology and funding 

In the realm of future conflicts, the distribution and availability of technology 
and funding are expected to play critical roles in determining the pace and 
direction of AI system development and deployment. As technology proliferates, 
disparities in access and capabilities may emerge between regions with 
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concentrated capital and those without. Nations that manage to centralize wealth 
and resources will likely advance more rapidly in AI technologies, potentially 
leading to a technology gap. (Calderaro & Blumfelde, 2022; Haefner et al., 2021; 
Hunter et al., 2024.) 

This gap will probably influence not only military strategies but also 
geopolitical power dynamics. Countries with advanced AI capabilities may enjoy 
significant advantages in both preemptive and defensive aspects of military 
engagements. In contrast, nations with less developed AI infrastructures might 
find themselves at a strategic disadvantage, compelled to adopt different tactics 
or seek alliances to mitigate these disparities. (Anonymous, 2023; Bitzinger, 2022; 
Hunter et al., 2024.) 

The shift towards open-source models in some regions could democratize 
access to AI technologies, enabling a broader base of innovation and potentially 
speeding up the development of general AI capabilities. However, the 
concentration of capital in certain countries, particularly evident in the declining 
middle class in the West and its rise in the East, is likely to influence the global 
distribution of AI advancements. (Anupama, 2023; Global Trends, 2021; O’Hanlon, 
2018.) 

Additionally, the concentration of wealth may lead to decreased levels of 
education and expertise in areas that once thrived, contributing to a brain drain 
as talents migrate towards more prosperous regions. This movement is expected 
to further consolidate the capability gap, as countries with the resources to attract 
and retain talent accelerate their technological growth and military preparedness. 
(Calderaro & Blumfelde, 2022; Nadibaidze & Miotto, 2023.) 

4.1.4 Availability of energy, materials and components 

As the global landscape shifts away from fossil fuels, the availability of energy, 
materials, and components is set to become a pivotal factor in the development 
of artificial intelligence systems, particularly within the scope of future conflicts. 
The transition to nuclear power and renewable energy sources will likely alter 
the geopolitical playing field. Regions rich in uranium or possessing advanced 
battery manufacturing capabilities may find themselves with increased leverage 
in global politics due to their control over essential resources for AI technologies, 
which are increasingly energy-dependent. (Cohen et al., 2020; Global Trends, 2021.) 

With much of Europe potentially requiring a decade or more to achieve the 
capacity to build nuclear power plants, the region may face challenges in 
maintaining energy self-sufficiency, a factor critical to the sustainable 
development of AI. This delay will probably create vulnerabilities and 
dependencies that extend to the battlefield, where energy supply chains are as 
crucial as traditional logistics. (Dieguez Porras, 2024.) 

In areas devoid of natural renewable resources, such as windless or arid 
regions, there may be an increased risk of energy scarcity. This scarcity could lead 
to a heightened strategic value being placed on energy-rich locations, making 
them key objectives or contested zones in military conflicts. Furthermore, the 
capability to harness "free," renewable energy may become a significant strategic 
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advantage, potentially influencing the deployment and operational 
sustainability of AI systems in the field. (Calderaro & Blumfelde, 2022; Hunter et 
al., 2024; Kumar et al., 2023.) 

The technology supply chain is expected to be a point of vulnerability, with 
information technology self-sufficiency in the West, especially Europe, being at 
least a decade away. This gap may impact the region's competitive edge in AI 
development, as the manufacturing processes, raw materials, expertise, and 
infrastructure required to support advanced AI are currently concentrated 
outside these areas. Moreover, the reliance on hardware from countries like 
China, coupled with the software from various corporations, suggests a fragile 
status quo. This interconnectedness may have profound implications for the 
resilience of AI systems in the face of conflict, where the durability of the supply 
chain could be as consequential as the robustness of the AI algorithms themselves. 
(Hunter, Albert, Henningan, et al., 2023; Schmertzing, 2018; The Landscape of 
Hybrid Threats, 2021.) 

In conclusion, the shift in energy resources, combined with the intricacies 
of the technology supply chain, will likely have a profound impact on the 
strategic development and deployment of AI systems in future conflicts. 
Countries that can secure a stable supply of energy and resources, and build 
resilient supply chains, may gain a substantial advantage in both AI development 
and their broader military capabilities. 

4.2 Sociopolitical and regulatory factors 

This chapter sheds light on the heightened capabilities and influence of nonstate 
entities in the wake of technological democratization, highlighting their 
utilization of unconventional tactics. The complexities of regional AI regulations 
and ethical frameworks, along with their influence on military integration, are 
examined. Additionally, the narrative reflects on how military operations are 
shaped by public perception and the media, and how societal attitudes towards 
conflict influence military strategy endorsement. 

4.2.1 Non-state actors and grey-zone tactics 

The democratization of technology is going to empower a wider spectrum of 
actors to partake in warfare in a significant way. Non-state actors, including 
terrorist organizations and insurgent groups, will have access to advanced 
technologies and capabilities hitherto monopolized by state militaries. Such 
actors, as well as authoritarian and fragile states, may play a larger role in 
conflicts after 2030 based on certain trends. (Global Trends, 2021; Metz & Cuccia, 
2011; Ruiz Sandoval, 2013.) 

States and non-state actors alike are poised to employ asymmetric 
stratagems and hybrid methodologies, combining conventional and 
unconventional techniques to exploit vulnerabilities (Rajagopalan, 2022). 
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Adversarial entities may increasingly resort to such grey zone tactics designed to 
undermine adversaries without precipitating full-fledged warfare (Panwar, 
2017). These methods combine conventional and unconventional approaches, 
presenting unique challenges (Metz & Cuccia, 2011). Their impacts include for 
example the following: 

1. Ambiguity and deniability: Grey zone tactics blur distinctions 
between war and peace, hindering efforts to attribute actions to 
specific entities. This ambiguity enables aggressors to disavow 
involvement, complicating responses from targeted states. 
(Rajagopalan, 2022; “The Landscape of Hybrid Threats,” 2021.) 

2. Economic coercion: Hybrid warfare often employs economic coercion 
to achieve strategic goals without direct military engagement. This can 
destabilize and manipulate economies, jeopardizing the stability and 
security of targeted nations. (Global Trends, 2021; O’Hanlon, 2018.) 

3. Information warfare: Asymmetric and hybrid warfare heavily utilize 
information warfare, encompassing disinformation, propaganda, and 
cyberattacks. These tactics can sway public opinion, sow confusion, 
and erode trust in institutions, potentially sparking social and political 
turmoil. (Ayoub & Payne, 2016; Benhamou, 2023; Eilstrup-
Sangiovanni, 2018; Hillson, 2009; Ioniţă, 2020b; NATO Warfighting 
Capstone Concept, 2021; Williams, 2017.) 

4. Non-kinetic tactics: Future conflicts may witness a surge in non-
kinetic tactics like cyber warfare, psychological operations, and 
lawfare. These methods can profoundly impact a nation's 
infrastructure, governance, and social cohesion. (Bakir, 2017; 
Livieratos, 2022; Russell et al., 2019; Turunen, 2022.) 

5. Escalation risks: The use of hybrid and asymmetric tactics heightens 
the risk of unintended escalation. Their ambiguity and 
unpredictability can lead to misjudgments and misinterpretations, 
escalating conflicts toward conventional warfare. (Barzashka, 2023; J. 
Johnson, 2020b, 2021.) 

6. Impact on deterrence: Grey zone tactics challenge conventional 
deterrence strategies by operating below the threshold of conventional 
warfare. This undermines deterrence effectiveness and complicates 
decision-making for targeted states. (Data, Analytics, and Artificial 
Intelligence Adoption Strategy, 2023; NATO 2022 Strategic Concept, 2022; 
NATO Warfighting Capstone Concept, 2021; The Future of the Battlefield, 
2021; The Landscape of Hybrid Threats, 2021) 

To further add to the prevalence of different types of non-state actors, climate 
change impacts could exacerbate issues like water scarcity, food insecurity, 
economic problems and mass migration in vulnerable regions. This may increase 
social and political instability, empowering violent extremists to take advantage 
of grievances and recruit more supporters. States with weak governance, 
especially in the developing world, may face greater stresses on their authority 
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due to climate effects. Autocratic regimes may struggle more than democracies 
to manage instability and adapt to changes in a peaceful manner. (Benhamou, 
2023; Cohen et al., 2020; Ioniţă, 2020b.) 

The growing urbanization of the global population is also noted as 
benefiting non-state actors, as cities provide opportunities for recruitment, 
funding criminal activities and carrying out attacks. This kind of developments 
could reinforce the influence of non-democratic and violent non-government 
entities, posing challenges for international security if not adequately addressed. 
(Fox, 2023; Martin, 2000; Metz & Cuccia, 2011.) 

4.2.2 Regulation and ethics 

The development and deployment of AI systems are likely to be significantly 
influenced by differing regional ethics and regulatory frameworks. Particularly 
in Europe, stringent regulations on AI and related technologies are expected to 
shape the pace and nature of technological advancements. (Panwar, 2022.) If 
American policymakers decide to adopt similar regulatory measures, it is 
probable that the United States may experience a slower rate of AI development 
compared to regions with less restrictive legal environments.  

Countries with minimal regulatory barriers could potentially lead in the 
rapid development and deployment of AI systems for military use. This disparity 
in regulation may result in a global landscape where AI capabilities are unevenly 
distributed, possibly giving some nations a strategic advantage in military 
conflicts. (Rajagopalan, 2022.) 

Ethical considerations will play a crucial role in determining the extent and 
manner in which AI is integrated into national defense strategies. Nations 
adhering to strict ethical standards for AI use in warfare will likely implement 
AI systems that emphasize minimizing collateral damage and enhancing 
decision-making transparency. Conversely, countries with less stringent ethical 
guidelines may prioritize the operational effectiveness of AI, possibly at the 
expense of broader humanitarian concerns. (Arandjelović, 2023; Filgueiras, 2022; 
McFarland & Assaad, 2023; O’Connell, 2023; Trusilo & Danks, 2023; Wareham, 
2020.) 

As AI technology continues to evolve, international cooperation and 
dialogue on ethical and regulatory standards will become increasingly important. 
This may lead to the establishment of global norms and agreements aimed at 
balancing the benefits of AI in military applications with the need to protect 
human rights and maintain international peace and security. 

4.2.3 Public imagery and accountability 

The future of conflicts will be significantly influenced by public imagery and 
accountability. The widespread dissemination of military operation imagery will 
enhance deterrence for liberal and democratic states and could diminish the 
effectiveness of partnerships with the U.S. This shift will empower the public to 
exert greater influence over governmental and military decisions, emphasizing 
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the importance of precision-guided munitions, micromunitions, intelligence, 
surveillance, and reconnaissance (ISR), as well as effective public communication 
in military endeavors. (Cohen et al., 2020; The Future of the Battlefield, 2021.) 

Moreover, heightened public concern regarding civilian casualties will also 
drive change. The increased emphasis on minimizing civilian harm and avoiding 
collateral damage will likely prompt adjustments in military strategies and 
tactics to prioritize civilian protection. This concern will amplify deterrence for 
liberal and democratic states. Other entities, such as totalitarian or non-
democratic states, or non-state actors such as terrorist organizations will be less 
affected, or the effect could very well be the polar opposite. (Clouse, 2023; 
Münkler, 2003; Petranick, 2015.) 

Additionally, the rise of lawfare and the potency of false accusations will 
shape future conflicts. Lawfare, utilizing legal systems and principles to achieve 
operational goals, will empower non-state actors and autocracies, potentially 
deterring liberal-democratic states. Counteracting false accusations and 
maintaining public support for military actions will demand transparent and 
credible public affairs efforts. (J. Johnson, 2022; Lin, 2020; Rajagopalan, 2022; 
Turunen, 2022.) 

In essence, the nexus of public imagery and accountability will very likely 
foster a more transparent and responsible approach to military operations, with 
a focus on reducing civilian casualties and securing public backing. These 
dynamics will influence the conduct of future conflicts and dictate the strategies 
and tactics employed by military forces of liberal and democratic states. 

4.2.4 Societal resilience and desensitization 

The prospect of live broadcasts of warfare may catalyze pressures to curtail 
conflicts while concurrently fostering societal desensitization to violence, 
potentially instigating more radical acts of war or terrorism. As societies grow 
more resilient to violence, there's a risk of becoming desensitized to the atrocities 
of war. This desensitization could fuel a disturbing cycle of increasingly 
sensational terror attacks, as terrorist organizations strive to devise more heinous 
methods of inflicting harm. Furthermore, this desensitization may obscure the 
true toll of conflicts, especially in an era where both glorified and trivialized 
depictions of war abound. (Blank, 2010; Megret, 2012; Terrorism, 2004.) 

Conversely, societal resilience may also intensify pressure to halt conflicts, 
as the public becomes more attuned to the horrors of warfare. Yet, the 
desensitization to violence might also normalize the presence of women in 
combat roles, prompting questions for states employing military conscription or 
upholding limitations on women's involvement in combat. (Global Trends, 2021; 
The Landscape of Hybrid Threats, 2021; Johnson, 2020.) 

The interplay of societal resilience and desensitization can yield intricate 
and diverse repercussions for future conflicts, influencing public perceptions, the 
conduct of warfare, and the portrayal and comprehension of conflicts. 
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4.3 Military strategy and conflict conduct 

The focus here is on the dilemmas posed by unmanned and autonomous military 
technologies, including ethical considerations. The discourse extends to the 
strategic ramifications of next-generation weaponry and the vital role of space 
and aerial military assets. The concept of distributed, swarm-based warfare 
tactics and the strategic landscape's adaptation to contemporary nuclear 
proliferation are also critically analyzed. 

4.3.1 Unmanned, intelligent and autonomous systems 

The possible deployment of intelligent mines, guided munitions, and lethal 
autonomous weapon systems, operating across a spectrum of human oversight 
levels (human in the loop, human on the loop, human off the loop), raises 
concrete concerns of ethical and legal quandaries. These kinds of systems have 
the capacity to make engagement decisions without any human intervention. 
This issue can’t be tackled with global legislation and agreements, because the 
technology to create such weapons is so simple, that even dedicated individuals 
can have access to it. (Caldwell & Fidock, 2018; Cohen et al., 2020; Fox, 2023; 
Hickman, 2020.) Similar capabilities can be integrated to existing platforms, 
enabling them to operate independently or collaboratively at machine speed and 
scale. 

Recent strides in robotics have facilitated the integration of autonomous 
functionalities into various weapon systems. Also, the utilization of unmanned 
aerial, ground, surface and undersea vehicles is anticipated to continue to surge, 
undertaking a wide number of mundane tasks and perilous missions alike. The 
adoption of swarming strategies leveraging numerous, adept, and cost-effective 
unmanned systems could emerge as a defining feature of some future conflicts. 
(Amirkhanyan, 2022; Ioniţă, 2020; Kovács, 2002; O’Hanlon, 2018; Rajagopalan, 
2022.) 

4.3.2 Directed energy and electromagnetic armaments 

The maturation of directed energy weaponry, encompassing high-power 
microwaves, lasers and railguns, promises novel engagement methodologies 
capable of neutralizing traditional defenses. Lasers and high-power microwaves 
in particular have the potential to reform defense if they can be used to effectively 
counter fast-moving hypersonic weapons with the ability of long-range precision 
strikes. They could offer a virtually unlimited rate of fire at the speed of light with 
nearly zero cost per shot once the challenges of energy consumption and 
replenishment are overcome. However, lasers are limited by line-of-sight and can 
be degraded by things like atmospheric conditions, reflective surfaces, or 
specialized materials. High-power microwaves could also be defeated by 
hardening key components of potential targets. (Cohen et al., 2020; O’Hanlon, 
2018; Schmertzing, 2018.) 
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4.3.3 Space and high-altitude platforms 

The domain of space has become a contested arena with the advent of 
counterspace capabilities. The strategic deployment of space-based assets and 
high-altitude platforms will be pivotal for surveillance, communication, and 
weapon deployment, underscoring the strategic significance of space dominance 
and escalating importance of space in military stratagem. (Rajagopalan, 2022.) 
The integration of space technologies into conventional forces will also continue. 
Weapons like directed energy weapons and hypersonic missiles may be 
launched from reusable space planes or high-altitude platforms operating in and 
out of Earth’s atmosphere. This allows striking targets globally with little 
warning. It could undermine mutual assured destruction by holding large areas 
of territory at risk. (Panwar, 2022; Russell et al., 2019; The Future of the Battlefield, 
2021.) 

The establishment of dual-use commercial satellite constellations in low 
Earth orbit presents challenges for distinguishing military from civilian assets. 
Attacks on these systems risk damaging critical services and escalating tensions. 
Persistent overhead surveillance from such platforms may also erode crisis 
stability by providing near-real-time intelligence. (Kovács, 2002; Rajagopalan, 
2022; Schmertzing, 2018.) 

Increasing the militarization and weaponization of space may also 
complicate security dynamics in the coming decades. Many countries are 
developing counter-space capabilities meant to disrupt satellite-based 
communications, navigation, and intelligence, surveillance, and reconnaissance. 
Anti-satellite missiles, cyberattacks, and other means could threaten critical space 
infrastructure during a crisis or conflict. The expansion of military activities in 
space and from high-altitude systems risks destabilizing conventional deterrence 
frameworks and norms of behavior. It may compel states to develop hard-to-
detect countermeasures like jamming or cyber weapons in self-defense, further 
escalating tensions. Careful confidence-building measures will be needed to 
manage these emerging threats to strategic stability. (Panwar, 2017; The Landscape 
of Hybrid Threats, 2021; Turunen, 2022.) 

4.3.4 Swarming and distributed warfare 

Emerging technologies might facilitate novel forms of swarming and distributed 
warfare, characterized by coordinated yet decentralized actions across various 
platforms communicating with each other. This encompasses scenarios where 
swarms of affordable autonomous drones, missiles, and smart munitions 
collaborate to overwhelm targets through synchronized assaults from multiple 
directions simultaneously. (Ayoub & Payne, 2016; J. Johnson, 2020a.) 

Such swarming tactics challenge conventional military doctrines, which 
typically rely on concentrated, centralized forces. They also open avenues for 
asymmetric warfare strategies utilizing smaller, more economical systems. 
However, these distributed swarm attacks could complicate escalation dynamics 
during crises, as identifying individual attackers and conveying intentions 
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clearly becomes challenging. The rapidity and synchronization of swarm 
offensives could provoke hurried responses from defenders, while operations 
spanning vast areas may obscure the true extent of threats. (Ayoub & Payne, 2016; 
J. Johnson, 2020a; O’Hanlon, 2018; Schmertzing, 2018.) 

Establishing regulations to differentiate legitimate from illegitimate uses of 
swarming tactics might prove problematic for international laws and norms. Of 
particular concern are applications involving lethal autonomous weapons 
operating in swarms without direct human supervision, raising questions about 
maintaining control over the use of force. Swarming and distributed warfare 
have the potential to reshape military strategies significantly, albeit accompanied 
by fresh hurdles for crisis management and conflict resolution. (Ayoub & Payne, 
2016; Bode et al., 2023; J. Johnson, 2020a, 2022.) 

4.3.5 Nuclear proliferation and deterrence 

The potential resurgence of nuclear proliferation, building ballistic missile 
capabilities and the erosion of norms governing tactical nuclear weapons' usage 
could profoundly alter strategic stability and security dynamics. It is also an 
existing concern that the control of nuclear weapons is given to AI systems 
(Torode, 2024). States, perceiving threats, may feel compelled to match the 
arsenals of their rivals, sparking arms races akin to those seen during the Cold 
War. (J. Johnson, 2021; Kanniainen, 2023; Rajagopalan, 2022.) 

Various factors, such as the breakdown of major arms control treaties, 
technological advancements, or perceived vulnerabilities from adversaries 
wielding advanced non-nuclear strategic weapons, could fuel renewed 
proliferation. Regional crises involving nuclear-armed actors might heighten 
risks, introducing uncertainties regarding red lines. (Cohen et al., 2020; J. Johnson, 
2019, 2021; Kanniainen, 2023; Rajagopalan, 2022.) 

The integration of nuclear weapons into ongoing territorial or ideological 
disputes could lower the threshold for their symbolic or coercive use during 
crises, potentially escalating tensions and increasing the likelihood of accidental 
or miscalculated escalation. As nuclear technologies spread globally, containing 
proliferated nuclear networks becomes increasingly challenging. Unbridled 
nuclear proliferation threatens to unsettle existing deterrence frameworks, 
ushering in a more multipolar nuclear landscape with heightened risks of 
miscalculation between closely matched nuclear adversaries. (Blanchard & 
Taddeo, 2022; Bode et al., 2023; J. Johnson, 2021; Kanniainen, 2023; Rajagopalan, 
2022.) 
 

4.4 Advanced technologies and their implications 

This chapter explores the transformative potential of nanotechnology and 
advanced materials in military applications. The revolutionary impacts of 
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quantum computing on information security and military operational capacity 
are probed, alongside the acceleration of data analysis and decision-making 
through AI. Lastly, the escalating significance of cyber and electronic warfare in 
contemporary military strategy formulation is emphasized. 

4.4.1 Nanotechnology and other advanced materials 

The frontiers of nanotechnology other new materials and advanced 
manufacturing techniques are poised to unlock innovative avenues for 
enhancing soldier performance and developing novel tailored systems for 
military exigencies. Together with advanced materials, smart manufacturing 
systems combine physical and simulated worlds, allowing the integration of 
Cyber-Physical Systems (CPS) in manufacturing. Several potential applications 
include smart design, smart machining, smart monitoring, smart control, smart 
scheduling, and industrial execution. (J. Johnson, 2020b; Singh et al., 2023.) 

New materials at the nanoscale have the potential to significantly enhance 
military capabilities in the coming decades. Nanomaterials could improve 
properties like the strength of armor and explosives, as well as energy storage 
capacity. Metamaterials and nanocoatings may facilitate stealthier aircraft and 
vessels. Such advances could offer a decisive advantage to those who develop 
and apply these technologies first. However, these dual-use technologies could 
lower barriers to disruptive weapons if misapplied without oversight. (Ioniţă, 
2020a, 2020b; J. Johnson, 2020b) Likewise, self-assembling systems at the 
nanoscale applied to weapons instead of infrastructure could have uncontrolled 
consequences (O’Hanlon, 2018). 

Graphene nanoparticles offer a wide range of potential applications across 
various industries, including electronics, energy storage systems, hydrogen 
storage systems, supercapacitors, biomedical and nanomedicine, defense and 
tactics, desalination, and sports equipment. Specifically in defense and tactics, 
graphene nanoparticles are highly durable, flame-resistant, and possess excellent 
electromagnetic shielding capabilities, making them ideal for military equipment 
and armor. Their lightweight nature and high thermal conductivity also make 
them useful in constructing thermal management systems for weapons and 
protection systems. Graphene's superior radiation shielding ability, along with 
its excellent electrical and thermal conductivity properties, provides enhanced 
radiation protection for personnel. (Yusaf et al., 2022.) 

Ceramic matrix composites (CMCs) are emerging as excellent lightweight 
composites for aerospace applications, effectively reducing structural density to 
achieve lightweight development. Siemens has manufactured turbine blades 
using 3D printing and polycrystalline nickel superalloy powder for an SGT-400 
industrial gas turbine. The 3D printing technology allows parts to be optimized 
for thermal, aerodynamic, strength, vibration, lightweight, and other 
multifaceted objectives. Researchers are exploring the use of truss-lattice 
structures, including a new sandwich plate structure with the addition of a 
multifunctional pyramid lattice, to provide high performance while considering 
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the heat transfer and mechanical properties of the lattice structure. (L. Xu et al., 
2023.) 

4.4.2 Quantum computing and advances in data processing and transfer 

The advent of quantum computing and universal AI holds the potential to 
revolutionize warfare, potentially avoiding traditional missile systems and 
reshaping the contours of deterrence. At the moment, AI aids in information 
analysis and decision-making processes. Information and knowledge have a 
profound significance as formidable assets in both civilian and military realms, 
resonating across decision-making, intelligence and deception realms. 
(O’Hanlon, 2018; Rajagopalan, 2022; Schmertzing, 2018.) 

Within the next decade or so, quantum computing may break current 
encryption standards, although efforts to develop quantum-resistant encryption 
are underway. Quantum sensors offer improved situational awareness in the 
near term, but full-scale quantum computers for direct military use are still a 
decade away due to technological hurdles. The sources discuss possibilities like 
quantum-enhanced drones, which combine quantum technologies with classical 
AI to potentially provide disproportionate advantages. (J. Johnson, 2021; Kovács, 
2002.) 

Significant uncertainties exist regarding technology development 
trajectories and the implications of applications like mass surveillance and 
perceived first-strike capabilities, which could undermine strategic stability. 
(Kosola & Solante, 2013; Livieratos, 2022; Martin, 2000; What Is War Today?, n.d..) 

4.4.3 Machine speed data analysis and decision-making 

AI is poised to assume a pivotal role in analysis of massive data streams from 
networked sensors across different military domains, underpinning decision-
making processes. Such systems could give commanders near-real-time 
situational awareness of the battlefield. This comprehensive picture may allow 
for more precise targeting of critical assets and optimization of military 
maneuvers. (J. Johnson, 2022; Otto & Mănescu, 2023.) 

However, there are also several risks. The speed of AI-guided decision-
making and actions could significantly shorten response timelines during crises 
or escalating tensions. This may limit the options for controlled de-escalation 
because there would be less time for deliberation and coordination of moves 
between opposing sides. Another risk is the potential for unintended or 
uncontrolled escalation if AI systems are not properly integrated with and 
regulated by human judgment, especially regarding autonomous use of lethal 
force without appropriate human oversight or ability to override decisions. 
(Clouse, 2023; J. Johnson, 2020b, 2021; Megret, 2012.) 

While AI-driven data analysis could provide strategic and tactical 
advantages through improved coordination and planning, the perception of 
technological advantages or vulnerabilities enabled by AI could also potentially 
fuel arms races as countries try to counter perceived disadvantages through new 
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defensive investments. There are also concerns that AI may compress timelines 
in a way that increases pressures for immediate action during crises, risking 
inadvertent further escalation. (Bode et al., 2023; J. Johnson, 2021; Otto & 
Mănescu, 2023; Rajagopalan, 2022.) 

4.4.4 Cyber and electronic warfare 

Cyberspace electromagnetic activities (CEMA) (FM 3-12 Cyberspace Operations 
and Electromagnetic Warfare, 2021) are increasingly integrated with conventional 
military strategies, indicating a trend towards their mainstream adoption in all 
the militaries around the world. Nations are investing in cyber weapons to gain 
strategic advantages. Heightened occurrences of cyber espionage and sabotage 
are also anticipated, affecting both state and non-state actors alike. (Russell et al., 
2019; Turunen, 2022.) 

The escalating reliance on digital infrastructures amplifies the significance 
of cyber capabilities and electronic warfare as indispensable tools of military 
strategists, especially when cyberattacks are not bound by geography. As 
reliance on networked systems and digital technologies grows, so do 
vulnerabilities that adversaries could exploit through cyber and electronic 
attacks, potentially targeting critical infrastructure such as power grids and 
financial networks. This interconnectedness complicates deterrence strategies 
and raises the risk of unintended escalation, as disruptions to communication 
networks or misinformation campaigns could exacerbate crises. (Clouse, 2023; 
Eilstrup-Sangiovanni, 2018; Terrorism, 2004; Williams, 2017.) 

Future conflicts are envisioned as "multidomain battles" spanning physical 
and virtual realms, presenting challenges in coordinating diverse cyber, 
electronic, kinetic, and non-kinetic options for military planners. Regulating 
these domains poses challenges for international law and agreements, as norms 
are still evolving around issues such as defining legitimate targets and 
constraining disruptive or destabilizing activities in cyberspace and outer space. 
As offensive capabilities in different domains continue integrating with 
conventional forces, this could complicate nuclear deterrence calculations and 
escalation dynamics. (Ayoub & Payne, 2016; Clouse, 2023; J. Johnson, 2020b; 
Panwar, 2017.) 
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The critical review of the research material produced 27 separate categories, 
applications or use cases for AI in future conflicts and battlespace. This section of 
the study describes them on a strategic level, giving an overview of the effects 
they will likely have, and the ways they can be used in to create concrete 
capabilities. The categories are listed below in TABLE 6 Categorized AI 
applications, along with the number of times each category was mentioned in the 
material.  

It is worth noting that many described use cases could be categorized under 
several different headings, for example a threat detection system for cyber 
security could be categorized either as cyber and electronic warfare or as threat 
detection and assessment. The categorization was made for the closest fit 
considering the context of the reference in the original document. Therefore, the 
exact count of mentioned in the column Number of references should be used 
only as a guiding order of magnitude for the relative likelihood of each usage, 
instead of an exact weight. 

TABLE 6 Categorized AI applications 

Application Number of 
references 

Cyber and electronic warfare 316 

Threat detection and assessment 262 

Data mining and processing 192 

Decision-making support and automation 160 

Autonomous vehicles and robotics 149 

Analysis, predictions and situational awareness 145 

Technology development 125 

Autonomous weapons systems 103 

Information collection 96 

Biometric recognition and analysis 80 

Communication systems 75 

Medical diagnostics and treatment 73 

Image and video analysis 72 

5 FUTURE APPLICATIONS OF AI 
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Target identification, tracking and analysis 69 

Simulation, testing and training 68 

Autonomous protection systems 64 

Human-machine collaboration 64 

Information warfare, denial and deception 62 

Logistics and supply chain management 45 

Strategic deterrence 38 

Predictive maintenance 29 

Human performance enhancement 28 

Behavioral analysis 24 

Environmental monitoring 21 

Societal manipulation and destabilization 21 

Precision strike weapons 18 

Dynamic resource allocation 17 
Total 2416 

 
The categories were then grouped and regrouped several times in different 
combinations utilizing critical analysis to obtain a logical and representative 
grouping for creating a higher-level overview. This phase concluded to these five 
groups: 

1. Enriched intelligence, decision-making, and predictive capabilities 
2. Operational efficiency and supply chain optimization 
3. Improved autonomous systems and robotics 
4. Augmented cyber and information warfare capabilities 
5. Advanced human-machine interaction and performance enhancement 

The groups and categories are described in the following sections. In order to 
provide a high-level overview of the applications that are possible, this section 
intentionally leaves the ethical questions regarding each potential use untouched. 
It is important for high-level defense and security planners to know what kind of 
capabilities potential adversaries might field, especially when the capabilities 
may be something that is deemed unethical in one’s own service. 

5.1 Enriched intelligence, decision-making, and predictive 
capabilities 

AI can vastly improve intelligence gathering, automate decision-making, and 
enhance predictive analytics. By processing large volumes of data from various 
sources, AI provides real-time situational awareness and enables faster and more 
accurate decision-making. Its predictive capabilities allow for anticipatory 
measures in conflict, foreseeing enemy strategies and movements, which 
significantly aids in strategic planning and threat management. 
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5.1.1 Environmental monitoring 

In future conflicts, AI will play a critical role in environmental monitoring and 
emergency management. Utilizing contextual data such as weather conditions, 
air quality, and geographic information, AI will classify human activities and 
predict trends using sources like social media, which can also aid in risk 
communication for public health emergencies (A. Jones et al., 2023; Shen et al., 
2022). 

AI's capabilities extend to disaster response, where it will detect, predict, 
and manage natural disasters, allocate resources effectively, and assess damage 
and population health impacts. This includes predicting earthquakes and 
hurricanes, assessing traffic conditions, and managing emergency responses to 
urban flooding and disease outbreaks. (Ortega & Araneda, 2024; Sarvajcz et al., 
2024.) 

Furthermore, AI will be employed for horizon scanning to anticipate 
unforeseen 'Black Swan' events and for environmental protection analysis. This 
involves evaluating how resources are utilized, predicting environmental 
challenges, and forecasting factors that could influence military operations or 
emergency responses. (Négyesi, 2024; Popa, 2022.) 

5.1.2 Decision-making support and automation 

AI systems will significantly enhance decision-making in military operations by 
automating and supporting command and control processes. These systems 
enable both supervised and unsupervised decision-making, streamlining 
battlefield management and strategic operations. They will increase operational 
efficiency, facilitate rapid and precise targeting, and alleviate cognitive burdens 
under pressure. (Davis, 2022; Shobar & Tawil, 2023.) 

Additionally, AI will be crucial in cybersecurity and defense operations, 
autonomously identifying and neutralizing threats to improve response times 
and operational security (Bukkapatnam, 2023; Hagendorff & Fabi, 2023). These 
intelligent systems will also support critical infrastructure and manage 
autonomous weaponry, operating in complex scenarios without direct human 
oversight (Naz et al., 2023; Oh et al., 2024). 

AI will further streamline administrative and logistical functions within 
military contexts, enhancing non-combat operations efficiency (Oniani et al., 
2023b; Popa, 2022; Rao et al., 2022). It will also provide advanced situational 
awareness and predictive analytics, aiding military personnel in anticipating 
enemy strategies effectively (Boutin, 2023; Jenkins et al., 2023). 

Technological advances in AI, particularly in machine learning and big data 
analytics, will influence military decision-making in significant ways. These 
technologies offer predictive modeling that improves strategic and tactical 
decisions and develops real-time wargaming tools for evaluating tactical options 
(Kassens-Noor et al., 2022; Meerveld et al., 2023). 



62 

5.1.3 Analysis, predictions and situational awareness 

AI systems are likely to significantly enhance intelligence analysis, predictions, 
and situational awareness. These systems will be central to intelligence analysis, 
processing and interpreting vast datasets from diverse sources such as satellite 
imagery, social media, and sensor data. Utilizing deep learning and natural 
language processing, AI will identify complex patterns and trends, accelerating 
decision-making and reducing workload for analysts. This will allow the human 
operator to focus on higher level tasks instead of menial labor. (Mayer, 2023; 
Narayanan et al., 2024.) 

Predictive analytics will also see substantial improvements, with AI 
analyzing both historical and real-time data to forecast enemy tactics and 
movements, aiding strategic decisions in dynamic geopolitical scenarios (Bavle 
et al., 2023; Singh et al., 2022). 

Enhanced situational awareness through AI will integrate data from 
unmanned vehicles and IoT sensors, providing commanders with a 
comprehensive operational picture essential for quick and informed decision-
making (Markatos & Mousavi, 2023; Salor & Baeza, 2023). 

In addition, AI will support autonomous operations and cyber defense, 
managing tasks from surveillance to direct engagement with minimal human 
oversight. AI-driven systems will respond to threats more rapidly than 
traditional methods, increasing the security of critical infrastructures. 
(Dmytryshyn & Romanchukevych, 2022; Schraagen, 2023.) 

As AI technologies advance, their integration into military systems will 
likely expand, enhancing defense capabilities and operational efficiency, and 
profoundly influencing military strategy and preparedness for future conflicts. 

5.1.4 Data mining and processing 

AI systems significantly enhance data mining and processing capabilities, 
offering substantial performance advantages over traditional methods. As 
powerful automation tools, they handle complex calculations and large data 
volumes effectively, bolstering threat detection and management (Pai et al., 2022; 
Xia, 2022). The integration of blockchain technology with AI is particularly 
promising for securely managing data through various stages of processing 
(Basrur & Wu, 2023; Shahzad et al., 2022). 

The ability to semantically analyze both structured and unstructured data 
is crucial, aiding in multi-source data integration and providing essential insights 
for decision-making (Chedrawi & Atallah, 2022; Davy Preuveneers & Joosen, 
2024). With advanced computing power and improved data links, AI facilitates 
real-time situational awareness and adding more and more relevant data sources 
(Keerthinathan et al., 2023; Žigulić et al., 2024). 

The use of AI in processing vast amounts of data is transforming battlefield 
operations, increasing response speed and operational efficiency (Trusilo, 2023). 
These systems are becoming essential in applications ranging from threat 
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detection to target identification, underpinning broader military and security 
strategies. 

5.1.5 Information collection 

AI systems are set to transform information gathering in future conflicts through 
a range of technologies including autonomous vehicles and advanced sensor 
networks. Autonomous platforms such as UAVs, UGVs, USVs, and UUVs 
(unmanned aerial vehicles, unmanned ground vehicles, uncrewed surface 
vessels and unmanned underwater vehicles) will serve as key tools for 
intelligence, surveillance, and reconnaissance, engaging in combat operations 
and search and rescue missions in hazardous or remote areas. These vehicles will 
utilize multispectral and thermal sensors to collect real-time data. (Horvat et al., 
2024; Shobar & Tawil, 2023.) 

Beyond unmanned vehicles, AI will leverage enhanced signal detection and 
intelligent monitoring systems capable of long-distance surveillance, 
incorporating cutting-edge sensors that are lighter, more compact, and more 
power-efficient (Devarakonda et al., 2022; Jiao et al., 2023). AI will also facilitate 
the integration of data from digital and radio frequency networks for both legal 
and covert operations, providing comprehensive intelligence on various entities 
(Sangwan et al., 2023). 

Additionally, AI will boost surveillance capabilities in public and sensitive 
areas, aid in border and customs control, and support military operations by 
identifying threats such as weapon caches and enemy combatants. AI-driven 
algorithms will analyze extensive sensor data to pinpoint critical threats 
effectively. (Cartwright et al., 2022; Kiener, 2022; Riesen, 2022.) This strategic 
deployment of AI across multiple domains underscores its pivotal role in 
enhancing operational security and intelligence in future military engagements. 

5.1.6 Image and video analysis 

AI systems will play a crucial role in image and video analysis across various 
military and security applications in future conflicts. These systems will be 
extensively used for damage assessment on large warships, surveillance with 
commercial satellite imagery, and facial recognition, enhancing capabilities in 
warfare and conflict resolution (Caverley, 2023; Duan et al., 2022; Jekateryńczuk 
& Piotrowski, 2024). 

Further applications include automatic object classification in autonomous 
vehicles, detecting hostile entities, and recognizing behavioral patterns through 
video surveillance. AI will also be instrumental in identifying mines and 
Improvised Explosive Devices (IEDs) and in automatic weapon recognition, 
choke-point detection, and traffic analysis. (Anupama, 2023; Saifi et al., 2023.) 

Additionally, AI-enhanced vision systems integrated with surveillance 
cameras and drones will support border surveillance and security. These systems 
will also analyze medical images, such as ultrasound scans, to identify critical 
health-related markers. (Arulprakash et al., 2022; Rehaan et al., 2024.) 



64 

AI technologies will combat disinformation by detecting deepfake videos 
and enhance public safety through improved video surveillance systems 
designed to detect and prevent crimes in public areas (Mai et al., 2023; Okolie, 
2023). AI-driven intrusion detection will further secure sensitive areas by 
identifying unauthorized access, ensuring comprehensive security coverage 
across multiple domains (Li et al., 2022; Taheri & Asadizanjani, 2022). 

5.1.7 Target identification, tracking and analysis 

AI systems will crucially enhance target identification, tracking, and analysis 
across military operations, integrating with platforms like unmanned vehicles 
and surveillance networks to offer real-time, precise target information. These 
systems will autonomously analyze data from multiple sensors, distinguishing 
between allies and adversaries, and prioritizing threats to optimize resource 
deployment and minimize human exposure in combat. (Aqeel et al., 2023; 
Figueroa et al., 2023; Mügge, 2023.) 

Furthermore, AI will refine weapon system integration, advising on 
weapon selection and strike tactics based on target characteristics and 
environmental factors, thereby increasing strike accuracy and reducing collateral 
damage (Bode et al., 2024; G. Wang et al., 2023). AI will also ensure that military 
actions comply with international laws by vetting targets against restricted lists, 
enhancing both the legality and ethics of operations (Figueroa et al., 2023; Trusilo 
& Danks, 2023). 

AI's capabilities extend to post-strike analysis, where it assesses damage 
and informs adjustments for future missions, and to reconnaissance, improving 
the detection of subtle or hidden threats through advanced pattern recognition 
(Duan et al., 2022; Nadibaidze & Miotto, 2023). 

Overall, the deployment of AI in military targeting and analysis will 
significantly boost operational security, efficiency, and effectiveness, positioning 
AI as a transformative force in future military strategies. 

5.1.8 Threat detection and assessment 

AI technologies will be integral to enhancing security systems, using advanced 
machine learning algorithms to process vast data volumes from various sources, 
identifying patterns that indicate potential threats (Garg & Jayanthiladevi, 2023; 
Hagendorff & Fabi, 2023). In cybersecurity, AI will monitor network traffic and 
detect early signs of cyberattacks, allowing for preemptive measures that 
safeguard critical infrastructures (Ganguli et al., 2023; Hagos & Rawat, 2022; 
Mohamed, 2023). 

Additionally, AI will bolster public safety and law enforcement by utilizing 
predictive analytics to assess crime data and trends, optimizing resource 
allocation and potentially reducing crime rates (Kiener, 2022; Narayanan et al., 
2024; Teo, 2022). In counterterrorism, AI will sift through communication and 
transaction data to identify and disrupt terrorist networks, enhancing national 
and global security (Katagiri, 2024; Schmid et al., 2022; S. Xu et al., 2022). 
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AI will also improve military situational awareness by analyzing satellite 
imagery and drone reconnaissance, providing real-time battlefield intelligence 
(Hagos & Rawat, 2022; Riesen, 2022). In emergency management, AI will predict 
and manage responses to natural disasters, reducing impact and aiding recovery 
efforts (Y. Lee & Kim, 2023; S. Xu et al., 2022). 

Overall, AI’s role in threat detection and assessment is evolving towards 
greater autonomy, learning from past incidents to better predict and mitigate 
future risks (Cancela & Goikoetxea, 2023; Riesen, 2022). This ongoing 
advancement will keep AI as a crucial component in addressing the complexities 
of global security. 

5.2 Operational efficiency and supply chain optimization 

AI enhances the speed and efficiency of military operations and logistics. It 
automates resource allocation, planning, and execution, enabling rapid 
adaptation to changing conditions. Additionally, AI-driven systems optimize 
supply chains by forecasting needs and managing resources efficiently, which is 
essential for maintaining the continuity and effectiveness of military operations. 

5.2.1 Logistics and supply chain management 

AI systems are set to transform logistics and supply chain management in 
military operations by optimizing the logistics lifecycle from resource allocation 
to delivery. By leveraging machine learning and predictive analytics, AI can 
forecast supply needs and anticipate disruptions, enabling proactive supply 
chain adjustments (Adib Bin Rashid et al., 2023; Ambadekar et al., 2023). 

AI will significantly enhance autonomous transportation, with AI-powered 
vehicles autonomously navigating through conflict zones, optimizing routes in 
real-time, and ensuring efficient delivery of resources (Fang & Li, 2022; Otto & 
Mănescu, 2023). 

Furthermore, the integration of AI with Internet of Things (IoT) 
technologies will improve logistics management. Real-time IoT data will 
optimize energy usage, route planning, and inventory management, particularly 
in managing electric vehicle fleets (Ambadekar et al., 2023; Venkatesh Kumar et 
al., 2024). 

In cybersecurity, AI will play a vital role in protecting increasingly digital 
supply chains from cyber threats and fraud, using smart contracts to secure 
transactions and manage data integrity (Devarakonda et al., 2022; Shahzad et al., 
2022). This comprehensive use of AI will significantly enhance the efficiency, 
security, and sustainability of military logistics operations. 



66 

5.2.2 Predictive maintenance 

AI systems have strong potential to accurately forecast maintenance needs of 
materiel. Utilizing data from sensors in equipment such as ground vehicles and 
aircraft, AI algorithms may predict component failures, allowing preemptive 
maintenance that minimizes downtime and enhances operational readiness 
(Singh et al., 2023; Venketeswaran et al., 2022). 

The use of deep learning and advanced modeling will improve fault 
detection and diagnosis, enabling the systems to adapt to changing conditions 
and identify faults with high precision. This advancement will likely lead to 
reduced maintenance costs and increased equipment uptime, boosting military 
efficiency (Kim & Joo, 2022; Yang et al., 2023). 

In spaceborne applications, AI will be crucial for the predictive maintenance 
and monitoring of spacecraft, enhancing their longevity and operational 
effectiveness without direct human intervention (Jiao et al., 2023). 

Additionally, predictive maintenance will optimize inventory management 
by accurately forecasting the need for specific parts and supplies, ensuring 
inventories are optimally stocked and critical components are readily available, 
thus supporting sustained military readiness (X. Jiang et al., 2023; Kim & Joo, 
2022). 

As military reliance on sophisticated technology grows, AI's capability to 
predict and prevent equipment malfunctions will be critical in optimizing 
response times and maintaining high operational effectiveness in various 
conditions (Guy et al., 2024). 

5.2.3 Dynamic resource allocation 

AI systems are poised to significantly enhance dynamic resource allocation, 
improving the efficiency and effectiveness of military and emergency response 
operations. Utilizing advanced computational modeling and optimization 
techniques, these systems will dynamically allocate resources based on real-time 
demands and emerging threats, integrating big data analytics for precise and 
timely deployment (Kaushik & Sarath, 2022; Schleiger et al., 2024). 

AI-driven resource management will automate the dispatch of resources in 
complex scenarios such as mass casualty events or natural disasters, analyzing 
severity, asset status, and location-specific needs to autonomously make critical 
dispatch decisions. This will be crucial for rapid responses that save lives and 
mitigate disaster impacts (Hunter et al., 2024; Munir et al., 2022). 

Additionally, AI will employ reinforcement learning to adapt and improve 
resource allocation strategies continuously, enhancing the response capabilities 
of military and emergency units under unpredictable conditions (Khan et al., 
2022; Kim & Joo, 2022). 

In disaster response, AI will advance predictive modeling to forecast 
impacts and allow proactive resource allocation and risk mitigation. These 
systems will monitor and analyze ongoing situations to adjust resource 
deployment in real-time, optimizing response efforts. (Hunter et al., 2024.) 
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5.2.4 Communication systems 

AI systems are likely to improve communication systems, boosting both 
efficiency and security to meet the demands of modern warfare and crisis 
management. AI technologies will be essential in developing advanced 
communication networks with robust encryption and real-time anomaly 
detection to protect against cyber threats, ensuring the confidentiality and 
integrity of military communications (Alyousef et al., 2022; Y. Han et al., 2022). 

AI will enhance network efficiency by optimizing bandwidth allocation and 
reducing communication delays and errors. This improvement will support 
better management of network loads during critical operations and ensure 
reliable communication in disrupted environments. (Gompert & Libicki, 2023; 
Hunter, Albert, Henningan, et al., 2023.) 

Autonomous AI systems will maintain communication links in crisis 
scenarios, crucial for command and control across diverse military domains 
(Ruppert, 2024; Zubair et al., 2022). Additionally, AI will facilitate data privacy 
through federated learning, allowing devices within communication networks to 
learn and adapt collectively without centralizing sensitive data (Hussain et al., 
2022; Rivera et al., 2022). 

AI will also provide real-time translation services to overcome language 
barriers in multinational operations, improving collaboration and coordination 
among allied forces (Jekateryńczuk & Piotrowski, 2024; Stinchfield, 2023). 

In cryptography, AI-driven tools may enhance encryption methods and 
perform advanced cryptanalysis to secure sensitive information and improve 
systems like navigation that rely on secure data transmission (Malallah & Wattar, 
2023; X.-X. Li et al., 2022).  

5.2.5 Technology development 

AI technologies will be pivotal in advancing research and development across 
various sectors, significantly enhancing innovation and process optimization. In 
defense, AI will improve autonomous systems, enhancing reconnaissance, 
surveillance, and kinetic attacks, and will integrate advanced simulation 
technologies for training and operational planning (Bode et al., 2024; J. Johnson, 
2022a; Schleiger et al., 2024). 

In civilian sectors such as manufacturing, agriculture, and healthcare, AI 
will drive substantial advancements. It will enable predictive maintenance to 
optimize manufacturing processes, use data analytics in agriculture to boost crop 
yields and efficiency, and advance diagnostic and treatment options in healthcare, 
including biotechnological innovations like 3D bioprinting and personalized 
medicine (Ali et al., 2023; H. R. Han, 2023; Tyczewska et al., 2023). 

AI will also improve material science by developing smarter materials like 
graphene, enhancing applications in electronics, energy storage, and 
nanomedicine (Bukkapatnam, 2023; Yusaf et al., 2022). In cybersecurity, AI will 
enhance threat detection and response, crucial for protecting both military and 
civilian data (J. Johnson, 2022a). 



68 

Additionally, AI will streamline the integration and management of 
emerging technologies within complex systems, coordinating operations in both 
military and civilian contexts to foster more sophisticated, interconnected 
systems that operate autonomously and efficiently (H. R. Han, 2023; Rim, 2023). 

Overall, AI is set to be a cornerstone in technological evolution, enabling 
smarter, more efficient, and effective solutions across all domains, boosting 
human creativity and operational capabilities. 

5.3 Improved uutonomous systems and robotics 

AI enhances the capabilities of autonomous weapons, vehicles, and robotics. 
These systems can perform surveillance, reconnaissance, combat roles, and 
logistics support with minimal human intervention, potentially reducing 
casualties and enhancing mission effectiveness. The inclusion of autonomous 
vehicles ensures efficient navigation and operational capabilities in diverse 
environments, ranging from aerial drones to unmanned ground and maritime 
vehicles. 

5.3.1 Autonomous weapons systems 

Lethal Autonomous Weapons Systems are poised to dramatically reshape future 
conflicts, operating with varying levels of human oversight and leveraging 
artificial intelligence for tasks from surveillance to lethal engagements. LAWS are 
expected to improve target identification, analysis, and tracking, and will be used 
in both offensive and defensive military operations, marking a significant 
evolution in combat strategy (Horowitz et al., 2022; Jameel & Saud, 2022; Teo, 
2022). 

The integration of LAWS is likely to increase the use of autonomous drones 
and robots in combat, potentially replacing conventional weapons and vehicles, 
thus shifting the majority of combat functions to autonomous agents. This shift 
raises substantial ethical, legal, and practical challenges, particularly regarding 
the delegation of lethal decisions to machines, the potential for malfunctions, and 
the ethical implications of autonomous decision-making (Pacholska, 2023; 
Umbrello, 2022). 

On the international stage, there will likely be challenges in forming a 
consensus on regulations governing the development and use of LAWS. Nations 
may need to implement stringent controls to ensure responsible deployment, yet 
achieving global agreement might be difficult. As LAWS evolve, new 
frameworks for accountability will be essential to address the complexities 
introduced by these highly capable systems (Jameel & Saud, 2022; McFarland & 
Assaad, 2023). 

Strategically, LAWS will enable nations to conduct military operations with 
greater precision and reduced human risk. These systems could operate in 
environments where communications are limited, using predictive algorithms to 
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function autonomously or in sync with human operators, thereby enhancing 
military intelligence capabilities and impacting global security dynamics (Riesen, 
2022). This technological progression will influence how states manage access to 
these powerful capabilities. 

5.3.2 Autonomous protection systems 

Autonomous protection systems equipped with AI are have a strong potential to 
improve security across various domains by incorporating advanced 
cybersecurity mechanisms using deep reinforcement learning. These systems 
will adaptively learn from experience, enhancing their capability to manage 
dynamic and complex cyber threats efficiently (Oh et al., 2024; G. Wang et al., 
2023). 

These autonomous systems are expected to automate incident response, 
reducing human operator workload and increasing the precision and speed of 
threat identification and responses. This automation will accelerate the Observe-
Orient-Decide-Act (OODA) loop, crucial for quick decision-making in military 
operations (Bavle et al., 2023; A. Brown, 2023). 

Furthermore, AI-driven systems will also defend against physical threats, 
employing AI-augmented target recognition to enhance missile defenses and 
intelligence analysis accuracy. This integration will improve surveillance, 
reconnaissance, and logistical support, boosting overall defense operation 
effectiveness (Subramanian et al., 2023; Yin-Chun et al., 2022). 

AI will also be applied to create defensive deception frameworks against 
reconnaissance attacks, using deep reinforcement learning to generate real-time 
countermeasures, thereby disrupting adversary intelligence efforts (Kaushik & 
Sarath, 2022). 

In the civilian sector, AI-enhanced autonomous systems will provide robust 
defense against various adversarial attacks, from cyber threats to unmanned 
assaults, and will be crucial in high-security areas like minefield neutralization 
and critical infrastructure protection (Bai et al., 2023; Botezatu, 2023). 

Overall, the deployment of AI in autonomous protection systems promises 
transformative improvements in how security is managed in both military and 
civilian contexts, offering scalable, efficient, and adaptable solutions to emerging 
threats. 

5.3.3 Autonomous vehicles and robotics 

Autonomous vehicles and robotic systems are set to transform operations across 
aerial, ground, and maritime environments, enhancing efficiency and safety in 
both military and civilian contexts. These systems, including UAVs, UGVs and 
UMVs (or USVs and UUVs), will undertake roles from surveillance and 
reconnaissance to logistics and active combat, utilizing AI for navigation, real-
time route optimization, and tactical decision-making (Ortega & Araneda, 2024; 
Salor & Baeza, 2023). 
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Robotics equipped with capabilities like natural language processing and 
computer vision will handle tasks too risky or complex for humans, such as bomb 
disposal and search and rescue missions, significantly reducing human labor 
while increasing precision (Boutin, 2023; Rao et al., 2022). These technologies are 
also expected to impact agriculture, disaster response, and manufacturing sectors 
profoundly. 

AI-driven control systems will coordinate large swarms of autonomous 
units, crucial in combat for synchronized attacks and defenses, transforming 
battlefield dynamics with operations that are swift and less predictable to 
adversaries (Bae & Hong, 2023; Chedrawi & Atallah, 2022; Ganguli et al., 2023). 
These systems will also manage civilian and military vehicle operations, 
enhancing traffic management, border security, and tactical deployments 
(Khader, 2022; Pavlidis, 2024). 

In defense, AI will enable unmanned combat systems to conduct strategic 
operations with greater autonomy, such as managing unmanned combat aerial 
vehicles (UCAVs) for precision strikes or autonomous tanks in ground 
operations, potentially including LAWS for enhanced mission outcomes and 
reduced human risk (Venketeswaran et al., 2022). 

Overall, the integration of AI in autonomous vehicles and robotics indicates 
a significant shift towards more automated and intelligent systems, reshaping 
the landscape of conflict and everyday operations, and creating new tactical 
opportunities in various sectors. 

5.3.4 Precision strike weapons 

The integration of AI into precision strike weapons is set to significantly boost 
military capabilities by enhancing the accuracy and efficiency of targeting 
systems. AI will enable rapid identification and engagement of valid military 
targets, reducing human error and reaction time to dynamic battlefield 
conditions (Agarwala, 2023; Trusilo & Danks, 2023). 

AI-driven precision weaponry will be used to direct GPS-based missiles and 
guide artillery shells, employing complex mathematical models to ensure 
munitions reach their targets with minimal deviation. These intelligent systems 
will improve the effectiveness of air-to-ground strikes by incorporating advanced 
perception, learning, decision-making, and collaboration capabilities 
(Chakravarty, 2023; Hashimov et al., 2023). 

Additionally, AI will autonomously evaluate and adjust to combat 
environments in advanced weaponry like rockets, allowing for precise target 
prioritization to minimize collateral damage and civilian casualties. Some 
systems will include loitering capabilities, enabling them to remain in battlefields 
until an appropriate target is identified, thus enhancing what is termed 
‘humanitarian precision’ in warfare (Aqeel et al., 2023; Patil & Rathi, 2022). 

Overall, the operational application of AI in precision strike systems will 
transform defense strategies, ensuring strategic objectives are met with greater 
reliability and safety. AI's role will offer tactical and ethical advantages, making 
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precision strikes more discriminative and controlled, aligning military actions 
closely with humanitarian considerations. 

5.4 Augmented cyber and information warfare capabilities 

AI's role in managing and enhancing cyber defense systems extends to executing 
sophisticated electronic warfare strategies and cyber operations. AI can generate 
and analyze data for psychological operations, manage propaganda effectively, 
and counter misinformation. These capabilities allow for a more dynamic and 
responsive approach to both countering and waging cyber and information 
warfare, disrupting enemy communications and influencing public perception 
and morale. 

5.4.1 Information warfare, denial and deception 

AI is poised to significantly influence future conflicts through its role in 
information warfare, including denial and deception strategies. AI systems will 
enhance the generation and dissemination of deepfakes and synthetic media, 
which could manipulate public opinion and spread misinformation at 
unprecedented scales (Mai et al., 2023; Shobar & Tawil, 2023). This capability 
extends to creating highly realistic audio and video content that blurs the line 
between authentic and manipulated information (Garg & Jayanthiladevi, 2023; 
Petrosyan, 2024). 

Adversarial machine learning will advance the abilities of cybercriminals 
and state actors to evade detection and spread malicious content, complicating 
cybersecurity efforts. In response, AI-driven defensive deception tactics will be 
developed to detect, deceive, and counteract these threats by misleading enemy 
systems about network or database statuses (Pilla et al., 2022). 

AI will also play a crucial role in detecting disinformation and fake news in 
real-time through advanced content analysis using natural language processing 
and image recognition. These systems will analyze large datasets to identify 
misinformation patterns and automatically flag suspicious content, thus 
safeguarding information integrity in digital environments (Alshattnawi et al., 
2024; Bai et al., 2023). 

Moreover, AI will enhance strategic communication and psychological 
operations, tailoring messages to specific audiences to increase the effectiveness 
of propaganda and influence operations. AI tools will also monitor social media 
and communication platforms to quickly identify and counteract the spread of 
hostile disinformation (Dmytryshyn & Romanchukevych, 2022; Raazia et al., 
2022). 

In summary, as AI technologies evolve, they will dramatically reshape the 
landscape of information warfare, offering new methods for attack and defense. 
This evolution will necessitate continued advancements in AI ethics and security 
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measures to ensure these powerful tools do not compromise societal trust or 
global stability. 

5.4.2 Cyber and electronic warfare 

AI is set to significantly enhance cyber and electronic warfare capabilities by 
integrating into systems that secure communications, thwart cyberattacks, and 
manage complex military networks with increased efficiency and precision. 

In cybersecurity, AI-driven systems will use advanced machine learning 
algorithms to detect cyber threats and predict attacks by analyzing network 
traffic patterns, allowing for preemptive measures to be taken. AI will also 
automate routine cybersecurity tasks, increasing the speed and effectiveness of 
responses to security incidents (Fazekas, 2022; Krichen, 2023). 

In electronic warfare, AI will improve communication jamming and 
countermeasures, managing spectrum resources and conducting electronic 
attacks by exploiting vulnerabilities in enemy communication networks. These 
systems will adjust tactics dynamically in response to battlefield conditions and 
adversary strategies (Anupama, 2023; Fang & Li, 2022). 

Adversarial AI techniques will be key in developing defenses against AI-
driven threats, including training systems to recognize and counter sophisticated 
cyber-physical attacks. This training will incorporate both software simulations 
and hardware, ensuring viable responses in both cyber and physical domains  
(Barbeau & Garcia-Alfaro, 2022; Choi, 2022). 

AI will also play a role in offensive cyber operations, coordinating attacks 
on critical infrastructure and military systems, potentially undermining public 
trust in institutions. These AI-coordinated attacks will exploit vulnerabilities 
with precision that is difficult for human operators to match (Leroy & 
Zolotaryova, 2023; Trachtman, 2022). 

On the defensive front, AI will help develop adaptive cyber defense 
protocols to respond to new and evolving threats, autonomously patching 
software vulnerabilities and managing encryption standards to protect data 
integrity across secure military networks (Alzahrani & Aldhyani, 2022; 
Mohamed, 2023). 

Overall, the integration of AI into cyber and electronic warfare represents a 
shift toward more autonomous, rapid, and data-driven conflict scenarios, 
enhancing both defensive and offensive capabilities and ensuring operational 
continuity in contested environments. This strategic use of AI will require robust 
ethical frameworks and stringent controls to prevent escalation and ensure 
compliance with international norms. 

5.4.3 Societal manipulation and destabilization 

AI is expected to play a dual role in both instigating and countering societal 
manipulation and destabilization. It will be extensively used in compromising 
critical infrastructure, influencing markets, and disrupting democratic processes, 
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leading to potential mass protests and civil unrest (P. Brown, 2024; Leroy & 
Zolotaryova, 2023; Mahmud, 2023). 

In terms of critical infrastructure protection, AI will be crucial in identifying 
vulnerabilities within essential systems like energy production, power grids, and 
transportation. AI will enhance the security of these infrastructures against cyber 
threats through advanced risk management strategies, anomaly detection, and 
the development of adaptive security solutions. It will also enhance surveillance 
and monitoring to prevent unauthorized access (Demertzis et al., 2022; Haigh et 
al., 2023; Tam et al., 2023). 

Conversely, AI could be employed in criminal activities such as hacking 
and market manipulation, potentially causing significant societal and economic 
disruptions (Mahmud, 2023; Moskalenko et al., 2023). However, similar AI 
systems will support management efforts against mass protests and civil unrest, 
aid in poverty alleviation, enforce trade restrictions, and navigate ethical 
challenges in automated financial trades (P. Brown, 2024; Mishra, 2023). 

Maintaining trust in digital systems is crucial for the successful 
implementation of critical services. As AI drives more automated and predictive 
decision-making, it is essential to uphold human rights and ensure equity to 
preserve user confidence and the perception of fairness in digital society (Borda 
et al., 2022; Semenikhin et al., 2023). This strategic use of AI underscores its 
potential to significantly influence the stability and integrity of societies globally. 

5.4.4 Strategic deterrence 

Nations are increasingly investing in AI for defense, potentially shifting the 
global balance of power and sparking an AI arms race. This investment is aimed 
at developing new technologies for strategic advantage, which could alter the 
dynamics of peacetime and conflict probabilities across the globe (Sarkin & 
Sotoudehfar, 2024; Sultan & Jamy, 2022). 

The advancement of AI could accelerate existing arms races, influence 
nuclear decision-making, and reshape military and political alliances. This 
scenario is emerging as a new revolution in military affairs, characterized by 
strategic maneuvers akin to a "hide and seek" game among nations (Ruppert, 
2024; Sarkin & Sotoudehfar, 2024). 

The global spread of military-relevant technologies is shifting power 
distributions in international politics, raising significant security concerns. AI's 
potential extends to enhancing military capabilities for both offensive and 
defensive strategies and monitoring nuclear activities to prevent technology 
misuse (Halkis et al., 2022; Liu & Guo, 2022). 

AI will also play a role in countering adversaries by securing contested 
regions and exerting military power. New technologies will bolster digital 
sovereignty through extensive data collection via sensors in smart cities and 
other surveillance tools. This digital power will be used to identify vulnerabilities 
in conventional military systems, strengthen nuclear deterrence, and reduce risks 
of inadvertent escalation (Cancela & Goikoetxea, 2023; J. Johnson, 2022a). 
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Furthermore, AI will transform the nature of warfare into more remote 
operations, affecting global security policy and posing challenges to international 
law. Despite advancements, irregular warfare remains population-centric, and 
AI will enhance its efficiency through asymmetric tactics and misinformation 
strategies, enabling both state and non-state actors to engage in information 
warfare, denial, and deception (J. Johnson, 2022a; L. Jones, 2022). 

Overall, the strategic application of AI in defense and warfare signals a 
major shift towards more automated, efficient, and complex conflict scenarios, 
necessitating robust ethical frameworks and international cooperation to manage 
emerging risks and ensure global stability. 

5.5 Advanced human-machine interaction and performance 
enhancement 

AI improves the interface between humans and machines, facilitating enhanced 
collaborative decision-making and efficiency. Beyond interaction, AI 
significantly augments human performance by integrating advanced diagnostics, 
treatment, and continuous health monitoring systems that optimize the physical 
and cognitive capabilities of military personnel. These technologies aid in 
managing stress, enhancing recovery rates, and tailoring training to individual 
needs, thereby ensuring that soldiers operate at their optimal performance levels 
in demanding environments. 

5.5.1 Human performance enhancement 

AI is set to transform military operations by significantly enhancing human 
performance, both cognitively and physically, potentially redefining traditional 
warfare paradigms and operational effectiveness. 

Cognitive enhancements through neurotechnology, such as 
neuroprostheses and neuromodulation, will aim to boost intellectual capabilities 
including memory, attention, and decision-making speed, allowing soldiers to 
handle complex tasks more effectively under stress. Additionally, 
psychopharmaceuticals may be used to manage emotional responses and 
enhance mental resilience in combat situations (Jecker & Ko, 2022; Mun, 2022). 

Physically, AI will aid in developing and controlling exoskeletons to 
provide soldiers with increased strength and endurance, while minimizing 
injury risks through support during strenuous activities. AI-enabled real-time 
biofeedback and neuromusculoskeletal training will optimize movement 
patterns, reducing injury rates in both training and combat (Lloyd et al., 2023). 

AI will also refine military training regimes by utilizing advanced data 
analytics to personalize training programs, thus preventing injuries and 
promoting long-term wellness. AI-driven systems will support talent 
management, optimizing recruitment, retention, and leadership development 
(Chappuis, 2023; Gady, 2023; Hinton, 2023). 



75 

Operationally, AI will help mitigate moral and psychological risks on the 
battlefield. Autonomous systems performing surveillance and reconnaissance 
will reduce the need for direct human involvement in high-risk areas, preserving 
lives and lessening psychological impacts (Riesen, 2022). 

Moreover, AI will improve recruitment strategies and human resource 
management by using machine learning to sift through data, identify optimal 
candidates, predict skill gaps, and enhance organizational performance (Hinton, 
2023; Pai et al., 2022). 

Overall, the integration of AI into enhancing human performance in 
military contexts promises to advance how soldiers are trained, equipped, and 
managed, ensuring operations are conducted with greater safety, efficiency, and 
strategic depth. 

5.5.2 Medical diagnostics and treatment 

AI systems have a significant promise to improve medical diagnostics and 
treatment, enhancing healthcare delivery in both military and civilian contexts 
by improving the precision and speed of medical diagnoses. AI systems will 
analyze a broad range of medical images, from ultrasounds to complex CT scans, 
detecting subtle abnormalities and diagnosing conditions more quickly and 
accurately than currently possible (Arulprakash et al., 2022; Guy et al., 2024). 

Predictive AI models will become essential in forecasting disease 
progression and outbreak patterns, enabling healthcare systems to respond more 
effectively. In military settings, these forecasts will facilitate strategic medical 
logistics planning, ensuring efficient resource allocation during crises (Jenkins et 
al., 2023; Snider et al., 2022). 

AI will also transform treatment protocols through autonomous robotic 
surgery, which will perform complex procedures with greater precision and 
efficiency, potentially reducing surgery times and improving outcomes by 
minimizing human error (Guy et al., 2024). 

In rehabilitation, AI will support the development of personalized 
treatment plans and use virtual reality to provide immersive, adaptive 
rehabilitation environments, optimizing recovery processes (Hoppes et al., 2024). 

Additionally, AI-enhanced wearable sensors will continuously monitor 
health, providing real-time data on physiological and behavioral changes. This 
technology will be invaluable in conflict zones for monitoring soldiers' health, 
offering early warnings of potential issues and improving battlefield casualty 
management (Lloyd et al., 2023). 

Furthermore, as medical devices become increasingly interconnected, AI 
will play a crucial role in cybersecurity, protecting these systems from cyber 
threats and ensuring the security of medical data and device functionality (Taheri 
& Asadizanjani, 2022). This comprehensive integration of AI into healthcare 
promises significant advancements in diagnostics, treatment, and overall health 
management. 
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5.5.3 Human-machine collaboration 

As digital systems proliferate, AI will play a pivotal role in enhancing usability, 
transforming daily life, military operations, and decision-making processes. AI 
is set to integrate deeply into military operations, boosting the effectiveness and 
efficiency of both human personnel and autonomous systems. 

AI-enhanced conversational agents and chatbots will become crucial for 
military personnel, providing real-time decision support, disseminating 
information, and aiding in mission planning. These systems will leverage 
advanced natural language processing to improve communication speed and 
accuracy, facilitating intuitive interactions between soldiers and machines and 
improving coordination on dynamic battlefields (Ahmed, 2024; Garg & 
Jayanthiladevi, 2023). 

Further advancements in neurotechnology, such as brain-computer 
interfaces, may soon allow direct communication between human cognitive 
processes and machines, enabling soldiers to control military hardware through 
thought, which could significantly reduce response times and increase operation 
precision (Jecker & Ko, 2022; Stinchfield, 2023). 

AI will also automate and optimize tactical decision-making by processing 
data faster than humans, providing strategic recommendations, predicting 
enemy movements, and identifying threats. This will reduce cognitive load on 
commanders, allowing them to concentrate on critical aspects of missions (Ahn 
et al., 2024; Pulyala, 2024). 

Moreover, as AI becomes more integral to operations, trust and 
transparency in AI systems will be crucial. Systems capable of explaining their 
decisions in understandable terms will likely be more trusted and effectively 
integrated into military strategies, ensuring operational effectiveness and 
maintaining accountability (Vorm & Combs, 2022). 

In summary, AI's integration into military contexts promises not only 
enhanced capabilities but also groundbreaking changes in task performance and 
decision-making in complex, evolving conflict scenarios. This synergy between 
human intuition and AI’s analytical prowess will redefine military engagements, 
making them more strategic and safer for human personnel. 

5.5.4 Simulation, testing and training 

AI is set to become fundamental in simulation, testing, and training within 
military and security contexts, significantly enhancing the preparation of 
personnel for real-world conflicts. AI-driven simulations and virtual reality (VR) 
environments will be extensively used to train military personnel and law 
enforcement officers, providing realistic and dynamic scenarios that replicate the 
unpredictability of actual combat and emergency situations (Covaciu & Iordan, 
2022; Salor & Baeza, 2023). These technologies will allow trainees to interact with 
virtual adversaries and make critical decisions in safe, controlled settings, 
thereby increasing preparedness and potentially reducing real-world casualties. 
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AI will personalize training by adjusting challenges based on trainee 
performance, tailoring the difficulty to individual needs and optimizing training 
outcomes by strengthening specific skills (Loh et al., 2024; Pavlidis, 2024). 

In testing and validation, AI will play a critical role in developing and 
evaluating both autonomous systems and human-centered operations. It will use 
adversarial training and testing to anticipate and mitigate potential 
vulnerabilities, enhancing the robustness of defense technologies (Anastasiou et 
al., 2022; Hannon et al., 2024). AI systems will adapt continuously, improving 
their capability to handle unexpected or adversarial scenarios prevalent in cyber 
warfare and autonomous combat. 

Furthermore, AI will automate the analysis of large datasets generated 
during simulations and tests, facilitating rapid iteration and refinement of 
military tactics and strategies. This capability will speed up the development 
cycle of military technologies and operational plans (Patil & Rathi, 2022; Yilmaz 
et al., 2023). As AI technologies evolve, they will also enable the seamless 
integration of new data into ongoing training programs, ensuring modules 
remain current with the latest tactics and threat intelligence. This integration of 
AI will not only enhance military capabilities but also lead to innovations in how 
complex scenarios are approached and managed in training and real-world 
applications. 

5.5.5 Biometric recognition and analysis 

AI is set to significantly enhance biometric recognition and analysis, integrating 
into security systems to enable advanced facial, iris, and fingerprint recognition 
technologies. These capabilities will improve identification accuracy in real-time 
and are expected to be extensively used in border security to streamline passport 
control, detect false documents, and monitor unauthorized entries (Boice et al., 
2022; Boutin, 2023). 

Additionally, AI will automate the analysis of body language and facial 
expressions, providing security personnel with crucial insights for identifying 
potential threats, particularly in crowded public spaces like airports and during 
large events where rapid response is essential (Kim & Joo, 2022; Xi, 2023). 

In law enforcement and military operations, AI-powered facial recognition 
will be employed to track suspects and manage crowd control. These systems 
will likely be integrated with criminal databases, enhancing the ability of 
agencies to swiftly identify and apprehend offenders (Chattopadhyay, 2023; 
Yang et al., 2023). 

AI will also bolster the security of biometric systems against cyber threats, 
crucial as these systems become integral to security infrastructure. AI's adaptive 
capabilities will be leveraged to protect against evolving cybersecurity threats 
(Moskalenko et al., 2023). 

In military contexts, AI-driven biometric systems will be used for security 
clearance and access control, and to enhance commanders' situational awareness. 
By integrating biometric data with other intelligence, AI systems will provide a 
comprehensive operational picture, supporting decision-making during critical 
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operations (Ambadekar et al., 2023; Tyczewska et al., 2023). Overall, AI’s 
integration into biometric technologies promises to reform security measures, 
offering more efficient, precise, and robust systems for both civil and military 
applications. 

5.5.6 Behavioral analysis 

AI systems are poised to significantly advance behavioral analysis in future 
conflicts, providing insights that improve security and military operational 
strategies. These systems will analyze and predict human behavior to anticipate 
threats and enhance responses across various conflict scenarios. 

AI technologies will detect behavioral cues within online communities and 
physical environments, analyzing data from social media and surveillance to 
identify patterns linked to security risks like radicalization or potential terrorist 
activities (Fahim Sufi, 2023; Žigulić et al., 2024). In military contexts, AI-driven 
analysis will predict enemy behavior, aiding strategists in developing more 
effective tactics and potentially increasing military engagement efficacy without 
direct confrontation (Basrur & Wu, 2023; Salor & Baeza, 2023). 

The integration of federated learning will enable AI systems to utilize 
decentralized data sources while maintaining data privacy, essential in coalition 
military operations where data sharing must balance utility and security. 

AI will also adapt to changing environments and optimize performance 
over time through autonomous learning capabilities like reinforcement learning. 
This will lead to robust systems that support real-time tactical decisions in 
conflict scenarios (Khan et al., 2022; McFarland & Assaad, 2023). 

Additionally, AI will manage crowd behavior and plan evacuation routes 
during emergencies, optimizing responses and potentially saving lives by 
predicting movement patterns and optimizing resource allocation  (Taheri & 
Asadizanjani, 2022; Tyczewska et al., 2023). 

Ethical considerations will be paramount, as the use of AI in behavioral 
analysis requires strict adherence to ethical standards to prevent misuse and 
ensure respect for individual rights and privacy (Ahn et al., 2024; Trusilo, 2023). 
This strategic application of AI promises to transform both military efficiency 
and public safety, highlighting the need for careful management and oversight. 
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Where to take the data gathered during the review? What to do with it? The key 
goal for this study was to create a model that would help the reader to 
understand on a strategic level the development of AI-related technology 
regarding the future battlespace. As has been witnessed by the amount and 
diverse nature of publications analyzed for this study, that is indeed not an easy 
task. 

6.1 Arguments for and against the use of AI in military context 

The utilization of AI in military contexts is surrounded by a complex interplay of 
ethical, legal, and strategic considerations. The debate encompasses a broad 
spectrum of opinions and research focusing on both the potential benefits and 
risks associated with deploying AI systems, particularly LAWS. 

On one side of the debate, proponents of LAWS argue that these 
technologies can enhance the ethical conduct of warfare. They contend that 
LAWS can adhere more strictly to the laws of war than human soldiers, 
potentially reducing the number of civilian casualties and minimizing collateral 
damage. This argument hinges on the assumption that future advancements in 
AI will enable these systems to accurately target combatants while sparing non-
combatants, thereby conducting warfare more ethically and effectively. 
Furthermore, supporters suggest that LAWS can reduce the psychological and 
moral burden on human soldiers by decreasing their direct involvement in lethal 
decision-making processes. This could potentially lower the incidence of 
psychological trauma such as PTSD among combatants. (Arandjelović, 2023; 
Malmio, 2023; Riesen, 2022.) 

However, the arguments supporting the use of LAWS are met with 
significant ethical and strategic counterarguments. Critics of LAWS highlight the 
unpredictability of autonomous systems, pointing out the inherent risks of 
allowing machines to make life-and-death decisions without human oversight. 

6 DISCUSSION AND ANALYSIS 
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This unpredictability could lead to unintended escalations and 
misinterpretations in military engagements. Moreover, the erosion of meaningful 
human control over military operations raises profound moral and ethical 
concerns. The difficulty in attributing accountability for the actions taken by 
LAWS complicates the legal frameworks that govern warfare and international 
law, potentially leading to a gap in moral responsibility. (Johnson, 2022; Malmio, 
2023; Matta et al., 2022.) 

The debate also addresses the impact of LAWS on global peace and security. 
While some argue that the precision and efficiency of LAWS could deter warfare 
and reduce the scale of conflict, others worry that the proliferation of these 
technologies could trigger a new arms race, destabilizing international relations 
and lowering the threshold for engaging in conflict. 

From a regulatory standpoint, the international community faces challenges 
in establishing norms and agreements to govern the development and use of 
LAWS. The differing views between most of the smaller nations as opposed to 
key states like the U.S., China, and Russia complicate the creation of a cohesive 
global policy. Each country's strategic and geopolitical interests influence their 
stance on LAWS regulation, which may prevent the formation of a consensus in 
international forums such as the UN Convention on Certain Conventional 
Weapons (UN CCW). (Bode et al., 2023.) 

Despite these challenges, there are possibilities for advancing international 
norms concerning LAWS. These include the leadership of smaller or non-major-
power states, the establishment of new forums and processes for negotiation, the 
development of binding international agreements, and the enhancement of 
existing non-binding principles into more robust legal frameworks. Such efforts 
require a multi-faceted approach that combines diplomatic engagement, legal 
innovation, and international cooperation. (Bode et al., 2023.) 

In conclusion, while AI in military contexts presents opportunities for 
improving the conduct of warfare and potentially enhancing global security, it 
also raises profound ethical, legal, and strategic challenges that must be carefully 
navigated. The global community must engage in a thoughtful and rigorous 
debate to ensure that the development and deployment of LAWS align with 
international law, ethical standards, and the overall goal of maintaining peace 
and security. 

6.2 A model for applying AI to strategy and operations 

Through critical analysis and combining the results of both the review of the 
trends and the review of the applications, it was possible to outline a 
straightforward visualization of the relationships of the two. To anchor the 
outcome into the real world of defense and security planners and decision-
makers, the model was designed to include a link to both the strategic and 
operative levels. 
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Military strategy is a topic that has interested numerous authors throughout 
history. For the purpose of this study, a framework used for example by the U.S. 
Joint Chiefs of Staff (2018) was chosen. As this is not a study in strategy, 
comparing a number of the different available frameworks was outside the scope. 
Briefly, the components of military strategy are described this way: 

All strategies entail the same fundamental logic of ends, ways, and means. A 

comprehensive and effective strategy answers three basic questions: 1) Where do we 
want to go, or what are the desired ends? 2) How do we get there, or what are the 
ways? 3) What resources are available, or what are the means? 4) What are the risks 
and costs associated with the strategy? (Joint Doctrine Note 1-18: Strategy, 2018, p. V.) 

This simple framework provides a solid strategic interface for the potential 
applications of AI in the future battlespace. The desired ends may be affected by 
the applications available. The ways and the means are most likely affected by 
the available capabilities, including AI-enabled capabilities, and the associated 
risks are definitely shaped based on the capabilities used, especially since some 
AI technologies have unique risks. 

To complement the approach on strategy, it was important to include a 
framework for anchoring the operative level as well. Different types of Principles 
of War were considered. Freedman (2013) describes a number of them, starting 
from the Bible (2013, pp. 11–21), continuing to the Greeks (2013, pp. 22–41), going 
through Sun-Tzu and Machiavelli (2013, pp. 42–53) and ending up with 
Clausewitz, Bonaparte and Jomini (2013, pp. 82–95) and more recent examples.  

However, Van Avery (2007) has proposed a modernized version of the 
national U.S. Army principles published in Field Manual 3-0, Operations (FM 3–
0, Operations, 2001), that consists of the following parts: 

1. Objective 
2. Speed 
3. Concentration of Effects 
4. Economy of Effects 
5. Pervasive Awareness 
6. Continuous Planning 
7. Flexibility 
8. Sustainment 
9. Efficiency of Command 
10. Security 
11. Integration of Actors 
12. Surprise 

Again, these principles provide enough traction to interact with the potential 
applications. Comparing the capabilities described in section 5, Future 
applications of AI, it is easy to see how each of these principles can be influenced 
by the way AI systems are used in future conflicts and in the battlespace. 
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Bringing together the trends, applications, strategy and operations, a 
visualization and a model is proposed below in FIGURE 4 A model for AI 
applications in strategy and operations. The model describes how the high-level 
trends have an effect on the applications, which in turn have an effect on both the 
strategy and the operations. While the causality is self-evident in an 
interconnected world, the model can help the defense and security planners and 
decision-makers to put together a strategic-level understanding of the key tracks 
or themes where AI systems are applicable, and what they can be applied to. AI 
systems do provide a multitude of capabilities outside the most visible (and 
feared) lethal autonomous weapon systems. For a senior stakeholder it is vital to 
understand the dependencies and possibilities. The model can be used as a basis 
for discussion to find potential solutions to both strategic and operational needs. 

 

FIGURE 4 A model for AI applications in strategy and operations 

6.3 Linking strategy and operations to the applications 

The number of different connections and paths of influence between the different 
parts the model affords is immense. In order to be able to use the model for any 
practical analysis, it is essential to offer support for finding the most relevant 
dependencies. The dependencies are described in a four-step model: 

– No contribution 
*  Some contribution 
** Moderate contribution 
*** Strong contribution 
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The dependencies between the applications and strategy are visualized below in 
TABLE 7 AI influencing strategy, and the dependencies between the applications 
and operations in TABLE 8 AI influencing operations. The strength of the 
contributions was estimated critically in the somewhat limited level of depth and 
detail the scope of this study allowed. The estimation was done by cross-
referencing the descriptions of the relevant applications (section 5, Future 
applications of AI) and trends (section 4, Trends guiding the use of AI in the 
battlespace). Again, the intensity of the contribution should be used as a 
foundation of further study and analysis, not as a definitive answer. Also, it is 
important to note, that the type of contribution might change over time as the 
technology develops, and should be reviewed periodically to stay relevant. 

TABLE 7 AI influencing strategy 

 

 

Fundamental Elements of Strategy

A
p

p
li
c

a
ti
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n

s
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f 
A

I

Ends Ways Means Risk

Environmental monitoring  ***  **  **  * 

Decision-making support and automation  ***  ***  ***  *** 

Analysis, predictions and situational awareness  ***  ***  ***  *** 

Data mining and processing  **  *  **  ** 

Information collection  ***  **  **  * 

Image and video analysis  –  **  *  * 

Target identification, tracking and analysis  –  ***  **  * 

Threat detection and assessment  ***  **  **  * 

Logistics and supply chain management  *  **  ***  ** 

Predictive maintenance  –  *  ***  ** 

Dynamic resource allocation  –  **  ***  * 

Communication systems  –  **  **  * 

Technology development  **  **  ***  * 

Autonomous weapons systems  –  ***  ***  *** 

Autonomous protection systems  –  **  **  ** 

Autonomous vehicles and robotics  –  **  ***  * 

Precision strike weapons  –  ***  *  ** 

Information warfare, denial and deception  **  ***  **  ** 

Cyber and electronic warfare  **  ***  **  ** 

Societal manipulation and destabilisation  **  ***  **  ** 

Strategic deterrence  ***  ***  **  ** 

Human performance enhancement  –  *  **  * 

Medical diagnostics and treatment  –  –  **  * 

Human-machine collaboration  –  **  **  * 

Simulation, testing and training  *  ***  **  * 

Biometric recognition and analysis  –  *  *  * 

Behavioral analysis  –  **  *  * 

Enriched Intelligence, Decision-Making, and Predictive Capabilities

Operational Efficiency and Supply Chain Optimization

Improved Autonomous Systems and Robotics

Augmented Cyber and Information Warfare Capabilities

Advanced Human-Machine Interaction and Performance Enhancement



 

TABLE 8 AI influencing operations 

 

Principles of War

A
p

p
li

c
a

ti
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n
s
 o

f 
A

I

Objective Speed

Concentration

of Effects

Economy of

Effects

Pervasive

Awareness

Continuous

Planning Flexibility Sustainment

Efficiency of

Command Security

Integration of

Actors Surprise

Environmental monitoring  **  **  –  *  **  **  *  *  **  *  –  * 

Decision-making support and automation  ***  ***  ***  ***  ***  ***  *  ***  *  **  *  *** 

Analysis, predictions and situational awareness  ***  ***  ***  **  ***  ***  *  **  *  *  *  *** 

Data mining and processing  **  *  **  **  ***  **  *  *  *  *  *  *** 

Information collection  *  **  ***  **  ***  **  *  **  *  **  –  *** 

Image and video analysis  *  **  *  *  ***  **  *  –  *  **  –  *** 

Target identification, tracking and analysis  **  **  ***  **  **  **  *  **  *  **  –  *** 

Threat detection and assessment  **  *  **  **  ***  **  *  *  *  ***  –  ** 

Logistics and supply chain management  *  *  **  **  –  **  ***  ***  –  –  **  ** 

Predictive maintenance  *  *  *  *  –  **  ***  **  –  –  –  ** 

Dynamic resource allocation  *  *  **  ***  –  **  ***  **  –  –  **  ** 

Communication systems  *  **  *  –  *  *  **  *  ***  –  ***  *** 

Technology development  ***  *  **  **  **  **  *  –  *  –  *  ** 

Autonomous weapons systems  **  ***  ***  **  *  –  **  –  –  *  –  *** 

Autonomous protection systems  *  *  **  **  *  –  *  –  –  *  –  * 

Autonomous vehicles and robotics  **  ***  **  **  **  –  **  –  –  *  –  ** 

Precision strike weapons  ***  ***  ***  **  –  –  *  –  –  *  –  *** 

Information warfare, denial and deception  **  –  **  *  **  –  **  *  –  *  ***  *** 

Cyber and electronic warfare  **  –  *  **  **  –  **  *  *  *  **  *** 

Societal manipulation and destabilisation  **  –  *  *  –  –  **  *  –  **  –  ** 

Strategic deterrence  ***  –  *  *  –  *  **  **  –  *  –  * 

Human performance enhancement  –  *  *  *  –  –  **  *  *  *  –  ** 

Medical diagnostics and treatment  –  –  –  *  –  –  –  *  –  *  –  – 

Human-machine collaboration  –  **  *  **  **  –  *  **  *  **  **  * 

Simulation, testing and training  *  *  **  **  –  *  *  *  –  –  *  ** 

Biometric recognition and analysis  –  –  –  *  **  *  *  *  –  *  –  * 

Behavioral analysis  *  –  –  *  **  *  *  *  –  *  –  *** 

Enriched Intelligence, Decision-Making, and Predictive Capabilities

Operational Efficiency and Supply Chain Optimization

Improved Autonomous Systems and Robotics

Augmented Cyber and Information Warfare Capabilities

Advanced Human-Machine Interaction and Performance Enhancement



 

6.4 Linking trends to the applications 

In section 4, Trends guiding the use of AI in the battlespace, the 17 significant 
future trends were explored and presented in detail. These trends were 
recognized based on literature, and it is very likely that most if not all of them 
will have an effect on how the process of adapting AI systems into conflicts will 
play out. With the trends being described, the potential applications of AI 
presented in section 5, Future applications of AI, were cross-referenced with the 
trends through critical thematic evaluation.  

Due to the limitations imposed on this study and the significant number of 
pairings (17 trends times 27 applications), the analysis was conducted in a 
simplified manner, resulting in binary relationships: either a trend has an effect 
on an application or not. However, the real-world relationships are complex and 
nuanced, and it is recognized that this analysis is not definitive. The results 
should be used as a basis for thought and discussion. The analysis process 
resulted in a matrix describing the relationships between the trends and the 
applications, presented below in TABLE 9 The relations of trends and AI use 
cases. The arrows in the diagram display the existence and direction of the 
influence.



 

TABLE 9 The relations of trends and AI use cases 

 



 

It is notable, that several of the trends seem to be more influential than others. 
The trends Availability of technology and funding; Availability of energy, 
materials and components; Quantum computing and advances in data 
processing and transfer; and Machine speed data analysis and decision-making 
were seen to influence every type of application. In a world with finite time 
resources, they at least seem to be the ones to keep an eye on, for everyone 
interested in the development of AI-enabled capabilities in future battlespace. 
Likewise, out of all applications, Strategic deterrence is affected by all of the 
trends. To be able to forecast the developments in the balance of global deterrence, 
one really must be able to assimilate a wealth of information from different fields. 

6.5 Applying the model 

How to apply the model in practice? It can be used to reverse-engineer the 
potential tools to leverage to solve a concrete need or a problem. As an example, 
let’s consider a defense and security planner is concerned about the efficiency of 
command in operations. Backtracking from that, consulting TABLE 8 AI 
influencing operations and cross-referencing the descriptions of the different 
applications when needed, it seems plausible that the following applications 
could have an effect on it: 

• Enhanced intelligence, decision-making, and predictive capabilities 

• Operational efficiency and supply chain optimization  

• Advanced human-machine interaction and performance enhancement 

Again, backtracking, consulting TABLE 9 The relations of trends and AI use cases 
and cross-referencing the trend descriptions, the following trends can be seen as 
the most relevant:  

• Technological evolution and global dynamics 

• Advanced technologies and their implications 

The process is visualized below in FIGURE 5 An example of using the model for 
finding key themes. This way, by using the model and the supporting material 
provided in this study, it is possible to find key themes both on the application 
and trend level, that should be the focus of analysis, ideation, research and 
development in order to improve any given pain point in both strategy and 
operations. With the key themes selected, it is easy to open up the avenues of 
inquiry based on the theme descriptions in this study. 
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FIGURE 5 An example of using the model for finding key themes 
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This study set out to find what kind of applications of AI are likely to have the 
most impact on future warfare and the battlespace in the near future (between 
2024 and 2030). To close on the subject, it was essential to research what kind of 
developments in global trends and technology are likely to have significant 
impact on the development of AI systems in the defense and security domain, 
and what kind of AI system use scenarios are likely in the future battlespace. 
Since the topic is vast, the depth of the study was limited in order to be able to 
provide a strategic-level overview for a senior defense or security decision-maker. 

The study proposes that the trends likely having the strongest impact on 
the development of AI systems for the defense and security domain are 1) 
technological evolution and global dynamics, 2) sociopolitical and regulatory 
factors, 3) military strategy and conflict conduct, and 4) advanced technologies 
and their implications. From a strategic and national security perspective these 
should be key interest from both the point of keeping up to date on the 
developments, but also from the point of policy-making in order to be able to 
influence the developments in a benevolent manner. These are some of the key 
factors that outline the strategic landscape the future warfare is conducted in.  

In that landscape, the applications of AI we can currently forecast are going 
to fall in the following categories: 1) enhanced intelligence, decision-making, and 
predictive capabilities; 2) operational efficiency and supply chain optimization; 
3) advanced human-machine interaction and performance enhancement; 4) cyber 
and information warfare enhancement; and 5) autonomous systems and robotics. 
All of these applications have significant potential to alter both the battlespace 
itself, and the warfare conducted in it, and thus will most likely have a serious 
effect on all conflicts to come. 

The future battlespace will include both the traditional battlefield with the 
warfighters, and the wider society with all the civilians and the infrastructure. 
There are numerous traditional capabilities for creating effect in the whole 
battlespace, and AI systems will add even more new defensive and offensive 
elements to the complex environment. 

7 CONCLUSIONS 
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However, the utilization of AI in military settings, particularly with LAWS, 
is also marked by a complex mix of ethical, legal, and strategic issues. Proponents 
argue that LAWS can conduct warfare more ethically than humans by adhering 
more closely to the laws of war, thereby reducing civilian casualties and the 
psychological burden on soldiers, which could lessen incidents of PTSD. 
However, critics point out the risks associated with the unpredictability of 
autonomous systems and the lack of human oversight, which could lead to 
unintended escalations and a dilution of accountability. This complicates the 
legal and ethical frameworks of international warfare. 

The debate extends to the effects of LAWS on global peace and security, 
with concerns that their proliferation might spur an arms race and destabilize 
international relations. Regulatory challenges arise from the divergent views of 
different nations, complicating the creation of a unified global policy on the use 
and development of LAWS. Despite these challenges, there are opportunities to 
advance international norms through the leadership of smaller nations, new 
negotiation forums, and the development of binding agreements. 

Ultimately, while LAWS present potential improvements in the conduct of 
warfare and global security, they also introduce significant challenges that 
require careful consideration and international dialogue to ensure they align with 
international law and ethical standards. 

In order to be able to plan for and to build the capabilities needed to keep 
the society and the population safe, defense and security planners and decision-
makers need to understand the potential of AI technology. Unlike nuclear 
weapon technology, AI systems are easily approachable and affordable. Even 
non-state actors will have both the knowhow and financial means to leverage the 
possibilities the technology offers. As responsible decision-makers we cannot 
ignore this. Therefore, we must stay up to date on the capability development, 
even on the types of systems we might not utilize ourselves. Since the technology 
is so easily accessible and cannot be controlled with international treaties in the 
same way as for example nuclear weapons, it is entirely possible that such 
systems might be used against us some day. 

There needs to be clear and widely shared ethical guidelines and legal 
frameworks on how AI systems are developed and utilized. The guidelines must 
be in alignment with international law and human values. To achieve this, it is 
necessary to engage in active public discourse, including an interdisciplinary 
board of participants from different fields. 

Staying current on the developments in AI field is a daunting task. New 
systems and studies are published continuously. To alleviate this, the study 
proposes a model for structuring knowledge, and conducting both research and 
discussion. The proposed model does integrate the potential applications of AI 
into strategic and operational frameworks. Still, the work of generating new 
understanding should be conducted in interdisciplinary teams. 

Even though the study is comprehensive, it is not complete. Further studies 
should be conducted on the trends influencing the adoption of AI systems in 
defense and security use, in the technologies themselves and their potential 
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applications, and especially the relationships between these two and military 
operations and strategy. Nevertheless, this study offers a solid foundation for 
generating the future understanding. 
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Page 2 
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and US–China competition.pdf 
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Page 3 
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