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Abstract

This thesis focuses on studying inverse problems for nonlinear elliptic partial differential
equations and in particular inverse problems for the minimal surface equation and semilinear
elliptic equations. It is shown that one can recover information about the coefficients of the
equation or some geometric information from boundary measurements of solutions. The main
tool used is linearization, both first order and higher order linearization.

The introduction describes inverse problems for partial differential equations in the context of
the Calderón problem and gives a survey of the literature related to the linearization methods.
Main theorems of the included articles are presented and the methods to prove them are also
discussed.

The articles (A) and (C) focus on inverse problems for the minimal surface equation. In both
articles we look at the minimal surface equation in Euclidean space that is equipped with a
Riemannian metric. Then from boundary measurements we determine information about the
metric. In (A) the metric is conformally Euclidean and in (C) the metric will be in a class of
admissible metrics. The main method used in both articles is the higher order linearization
method.

The remaining articles (B) and (D) study inverse problems for semilinear elliptic equations.
In (B) the equation has a power type nonlinearity and the aim is to determine an unbounded
potential from boundary measurements. Also in (B) the method used is the higher order
linearization method. In (D) the focus is on recovering a general zeroth order nonlinearity from
boundary measurements. Here the first linearization is used and we improve previous results
for this method in the case of semilinear equations.
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Tiivistelmä

Tässä väitöskirjassa tutkitaan inversio-ongelmia epälineaarisille osittaisdifferentiaaliyhtälöille,
joista erityisesti keskitytään inversio-ongelmiin minimipintayhtälölle ja semilineaarisille yhtälöille.
Tässä työssä näytetään, että ratkaisujen reunamittauksista voidaan saada tietoa geometriasta
tai yhtälön kertoimista. Työn tärkeimpiä työkaluja ovat ensimmäisen asteen ja korkeamman
asteen linearisaatio.

Johdannossa kuvaillaan inversio-ongelmia osittaisdifferentiaaliyhtälöille Calderónin ongelman
kontekstissa ja annetaan katsaus linearisaatiotekniikoihin liittyvään kirjallisuuteen. Lisäksi es-
itellään tutkielmaan sisältyvien artikkeleiden päätulokset sekä todistuksiin käytetyt tekniikat.

Artikkelit (A) ja (C) keskittyvät inversio-ongelmiin minimipintayhtälölle. Molemmissa artik-
keleissa minimipintayhtälöä katsotaan euklidisessa avaruudessa, joka on varustettu Riemannin
metriikalla ja reunamittauksista saadaan tietoa tästä metriikasta. Artikkelissa (A) metriikka
on konformisesti euklidinen ja artikkelissa (C) metriikka kuuluu hyväksyttäviin metriikoihin.
Päätyökalu molemmissa artikkeleissa on korkeamman asteen linearisaatio.

Artikkeleissa (B) ja (D) tutkitaan inversio-ongelmia semilineaarisille elliptisille yhtälöille.
Artikkelin (B) yhtälössä on potenssityylinen epälineaarisuus ja tarkoituksena on määrittää ra-
joittamaton potentiaali reunamittauksista. Jälleen päätyökaluna on korkeamman asteen lin-
earisaatio. Artikkelin (D) tarkoituksena on määrittää reunamittauksista yleinen nollannen
asteen epälineaarisuus. Tärkein työkalu on ensimmäinen linearisaatio ja työssä parannetaan
aikaisempia tuloksia tälle tekniikalle semilineaaristen yhtälöiden tapauksessa.
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1. Introduction

In inverse problems one is interested in studying the properties of a medium by making
indirect measurements. One of the classical inverse problems for partial differential equations is
the Calderón problem that arises from oil detection. The name comes from the mathematician
Alberto Calderón who in a famous paper from the 80’s [Cal80] studied the mathematical model
of determining the conductivity of a medium by making measurements on the boundary of
this medium. The inverse problem of finding the conductivity is called electrical impedance
tomography or EIT for short. In EIT one makes measurements by placing electrodes on the
surface of a medium and then inserts a voltage on these electrodes. This voltage then induces
a current inside the medium and one can then measure the current on the boundary of this
medium. Then with the knowledge of voltage and current on the boundary one tries to determine
the conductivity inside the medium.

This problem is modelled by a partial differential equation. Let Ω ⊂ Rn, n ≥ 2, be a bounded
open set with smooth boundary ∂Ω and γ be a smooth positive function that is the conductivity
of Ω. The potential will be a function u that solves the following boundary value problem

(1.1)

{
div(γ(x)∇uf (x)) = 0, in Ω
uf = f, on ∂Ω,

and here the boundary value f is the known potential on the boundary. In fact u is induced by
f . The measurements that one makes are encoded in the so called Dirichlet-to-Neumann map,
or DN map for short:

Λγ : f 7→ γ∂νuf |∂Ω.
Here the function uf is the unique solution to (1.1) with boundary value f .

By doing the so called Liouville reduction [Sal08] that is doing the substitution q = ∆γ1/2

γ1/2 in

(1.1) we get a reformulation of the Calderón problem by a Schrödinger equation:

(1.2)

{
∆uf + quf = 0, in Ω
uf = f, on ∂Ω.

Then the corresponding DN map will be

Λq : f 7→ ∂νuf |∂Ω.
1



Now the inverse problem would be to determine the potential q from the boundary measurements
encoded in the DN map Λq.

There are different questions that one may study for this inverse problem, and we mention
some of them here:

I. Boundary uniqueness: Can one determine γ or q on the boundary ∂Ω from the DN
map?

II. Interior uniqueness: Can one determine γ or q in the set Ω from the DN map?
III. Regularity: What is the lowest regularity needed to achieve uniqueness either on ∂Ω or

in Ω?
IV. Stability: If there is some noise in the measurements, how does this affect the recovery

of the conductivity?
V. Reconstruction: Can one give a constructive procedure to get recovery?
VI. Partial data: If one can only make measurements on a part of the boundary, can unique-

ness still be achieved? One can also study the above questions with partial data.

These questions can be asked with inverse problems related to any other partial differential
equation. In this thesis, we study mainly interior uniqueness (II.), regularity (III.) and partial
data (VI.).

For the Calderón problem these have been extensively studied. A standard method to show
interior uniqueness (II.) is to construct complex geometric optics solutions [AP06], [SU86],
[SU87]. For more results on this, we refer to [Uhl14].

The results mentioned above are for the full data. When dealing with partial data interior
uniqueness there is a difference in the results depending on the dimension. For n = 2 one can
measure on an arbitrary subset Γ ⊂ ∂Ω and get uniqueness [IUY10]. When n ≥ 3 there are
only partial results for example in [BU02], [Isa07], [KSU07], [KS13]. For further references, see
[KS14].

When studying regularity (III.) we again distinguish the dimensions n = 2 and n ≥ 3. When

n ≥ 3 and we have full data, then in [Nac92], [Cha90], [DKS13] is shown that for q ∈ L
n
2 one

has interior uniqueness and this is considered optimal (in the sense of standard well-posedness
and the strong unique continuation principle). One can show uniqueness also when q ∈ W−1,n

[Hab18]. For partial data similar results for q ∈ L
n
2 have been obtained in [CT20], [Tzo18] for

specific geometric assumptions. In the full generality the partial data case is still open. When
n = 2 the optimal regularity would be q ∈ Lp where p > 1 is as close to 1 as possible. The best

known result so far is for q ∈ L
4
3 [BTW20], [Ma20b]. For partial data the best known result is

for q ∈ W 1,p, p > 2, with an arbitrary subset of the boundary [IY12].
Another variant of the Calderón problem is when the conductivity γ is a matrix. This is

a realistic assumption, since many materials are not isotropic which would be the case with a
positive real valued function γ as before. When γ is a matrix the inverse problem is called the
anisotropic Calderón problem. This problem is closely related to a geometric problem (see for
example [LU89], [Uhl14]) of recovering a Riemannian metric g from measurements done on the
boundary of a manifold (M, g). More specifically one would study the boundary value problem

(1.3)

{
∆guf = 0, in M
uf = f, on ∂M,

and the related DN map

Λg : f 7→ ∂νuf |∂M .

Here ∆g is the Laplace-Beltrami operator and ∂νu is the Riemannian boundary normal deriva-
tive.

The above mentioned partial differential equations are linear. In this thesis we study inverse
problems for nonlinear partial differential equations. We study two types of equations; first is
a semilinear equation

∆u+ a(x, u) = 0,
2



where a is nonlinear in u, for example a(x, u) := q(x)um, where m ≥ 2 is an integer and q a
potential. This equation is a nonlinear version of the Schrödinger equation (1.2). The second
type that we study is the minimal surface equation. We will study this in a Riemannian setting
and the inverse problem will have similar features as the one for (1.3). These similarities will
be highlighted in Section 3.

One possible way of studying these inverse problems for nonlinear partial differential equations
is to linearize the DN map. Recently many authors have been using a method called the higher
order linearization for these problems. We will describe this method in more detail in Section
2 and also review the literature on this subject. In Section 3 we go through articles (A) and
(C) where we study inverse problems for the minimal surface equation. Finally in Sections 4
and 5 we discuss articles (B) and (D) where inverse problems for ∆u+ a(x, u) = 0 are studied.
In article (B) we focus on the case when a(x, u) = q(x)um, m ≥ 2, and study the question III
mentioned above. In (D) we try to see what assumptions on the nonlinearity a are needed in
order to solve the inverse problem of recovering the nonlinearity from boundary measurements.

2. The method of higher order linearization

In inverse problems for nonlinear partial differential equations one can try to linearize the DN
map and then try to extract information from this linearization. In [Isa93] the first linearization
was used in a parabolic case where the linearized equation is a linear one and hence one can use
the theory of inverse problems for linear PDEs. When dealing with elliptic semilinear PDEs
of the type ∆u + a(x, u) = 0 the inverse problem of determining the nonlinearity a(x, u) was
studied in [IS94], [IN95], [Sun10], [IY13]. In all of these articles they use the (first) linearization
method, that is, they study the (first) Fréchet derivative of the DN map and use results for
linear equations.

In [IS94] the authors show that for n > 2 one can recover the nonlinearity a from boundary
measurements in a certain reachable set. For the nonlinearity a they assume that a, ∂ua and ∂2

ua
are bounded and that ∂ua ≤ 0. In [IN95] the author shows a similar result for n = 2. In that
article it is assumed that the first derivative ∂ua is bounded from above by a function q∗ so that
the smallest Dirichlet eigenvalue of ∆+ q∗ is strictly negative (this assumption guarantees that
for example the maximum principle holds) and that the constant function u ≡ 0 is a solution
to ∆u+ a(x, u) = 0. That is they assume that a(x, 0) = 0.

In [Sun10] the author shows that one can recover the nonlinearity a for n ≥ 2 in the reachable
set without the assumption a(x, 0) = 0 but still keeping essentially the same assumptions that
have been made in [IS94], [IN95]. In [Sun10] it is also shown that one cannot recover the
nonlinearity uniquely since there is a gauge invariance. That is if one has two nonlinearities a1
and a2 whose DN maps agree, then one can show that a2 = Tφa1 on the reachable set. Here

(Tφa)(x, u) = a(x, u + φ(x)) + ∆φ(x) and φ ∈ C2,α(Ω) with φ|∂Ω = ∇φ|∂Ω = 0. If however
there is a common solution, then this gauge invariance disappears.

In [IY13] the dimension is n = 2 and the equation involves also a linear zeroth order term,
that is the equation is of the form ∆u+ q(x)u− a(x, u) = 0. Also this article is different from
the others mentioned before since they focus on partial data. The authors also make some
stronger assumptions on the nonlinearity in order to determine the nonlinearity. Some growth
conditions are made on a, ∂ua and ∂2

ua and in addition they assume a(x, 0) = ∂ua(x, 0) = 0.
Since in this thesis we study the minimal surface equation, which is a quasilinear equation,

we give some remarks on previous results for quasilinear equations. The Euclidean minimal
surface equation is

div

(
∇u

(1 + |∇u|2)
1
2

)
= 0,

which can be thought of as a special case of the equation divx (a(x,∇u(x))) = 0. Results for
these equations can be found for example in [HS02], [MU20] where they make strong assumptions
on the nonlinearity a e.g. some growth conditions. For other types of quasilinear equations we
refer to [CF21] and the references there.
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Recently there has been an increasing interest towards inverse problems for nonlinear partial
differential equations and a new method was introduced to solve these problems. In [KLU18]
the method of higher order linearization was first used for nonlinear hyperbolic wave equations

□u(x) + a(x)u(x)2 = f(x)

on Lorentzian manifolds. The aim was to recover the nonlinearity a. After this, in two articles,
[LLLS21a] and [FO20], the method was introduced for semilinear elliptic equations of the type

∆u+ a(x, u) = 0.

These two articles were independently done and published at the same time in the same preprint
server. In [LLLS21a] they consider the special case of a power type nonlinearity, that is when
a(x, u) = q(x)u(x)m, m ∈ N,m ≥ 2. They continue to a more general nonlinearity a in
[LLLS21b] with partial data results. They also prove results on the simultaneous recovery of
an unknown cavity or boundary and the nonlinearity. In [LLST22] the authors generalize this
for general power type nonlinearities. The inverse problem with partial data was also treated
in [KU20].

In these works there are also assumptions on the nonlinearity, but they are more general
than in the works before. In [LLLS21b] it is assumed that a(x, 0) = 0, ∂ua(x, 0) = 0 and 0
is not a Dirichlet eigenvalue for the first linearization. Article [LLLS21a] is a special case of
this. In [FO20] they also assume a(x, 0) = 0 and that 0 is not a Dirichlet eigenvalue for the
first linearization. In addition they assume that ∂ua, ∂

2
ua are known, a is analytic in the second

variable and with these assumptions there is a power series representation. Somewhat similarly
in [KU20] a is assumed to be holomorphic in the second variable, a(x, 0) = 0, ∂ua(x, 0) = 0 and
from these it follows that a has a power series representation.

Also in [LL23] the authors discuss semilinear elliptic equations with a source term, that is
equations of type ∆u+ a(x, u) = F , and they study the inverse problem of recovering both the
nonlinearity and the source term. They remark that in general one cannot determine both since
there is a gauge invariance. They then address some examples where it is possible to break the
gauge by making some assumptions on the nonlinearity.

Other types of equations have also been considered. Quasilinear conductivity equations with
an isotropic nonlinear conductivity have been treated in [CFKKU21], [KKU23]. In [CFKKU21]
they consider a conductivity equation div(γ(x, u,∇u)∇u) = 0 such that γ(·, 0, 0) > 0 is a
smooth function and that γ is holomorphic in the last two variables. In [KKU23] they study
partial data with conductivities depending on x and u or additionally depending on some fixed
direction of the gradient ∇u. They assume holomorphicity, as before, and that the linearized
equation at 0 is the Laplace equation. These assumptions are similar to the ones made for the
equation ∆u+ a(x, u) = 0.

There are other inverse problems for nonlinear partial differential equations that have been
studied. For example the minimal surface equation in a geometric setting [CLLO24], [CLLT23]
(more on these in Section 3) and the nonlinear magnetic Schrödinger equation have been studied
in [KU23], [LZ20], [Ma20a], [KUY21] and in the fractional case in [LZ23]. Also when dealing
with the fractional Laplace operator, some nonlinear lower order perturbations of this have been
treated in [LO22], [LL22].

An interesting phenomenon is that the nonlinearity actually helps. For example if you con-
sider an inverse problem for the Schrödinger equation ∆u + qu = 0, then in dimension n ≥ 3
the partial data in the general case remains open, that is when Γ ⊂ ∂Ω is an arbitrary open
set. For the nonlinear variant ∆u+ qum = 0 the partial data is solved for an arbitrary open set
([LLLS21b], [KU20]) and even for Neumann data measured at a single point [ST23]. For the
nonlinear isotropic conductivity in [KKU23] the authors show partial data interior uniqueness
in the cases mentioned above for an arbitrary open subset of the boundary. For the linear
conductivity equation in dimensions n ≥ 3 the partial data recovery is not known. For n = 2 it
is known and we refer to [IUY10].

4



Next we will present some details about the method, mainly we will discuss well-posedness
for the nonlinear problems and give an example of the method in a model case.

2.1. Well-posedness. We are dealing with elliptic nonlinear partial differential equations and
it is not clear if we will have well-posedness for boundary value problems of this form. In some
cases we would also like to have a well-defined DN map. In [LLLS21a] this issue was solved
by showing that if the boundary values are small enough, then there exists a unique small
solution to the boundary value problem. This was done by using the implicit function theorem
for Banach spaces (see for example [RR04, Theorem 10.6.]).

We describe here a general setting for the well-posedness that is used in articles (A), (B) and
(C) although in (B) some modifications are done to the function spaces. In (B) we use Sobolev
spaces instead of Hölder spaces. In (D) the well-posedness is more delicate and we postpone the
discussion to Section 5. Let Ω ⊂ Rn, n ≥ 2, be a bounded domain with smooth boundary and

let F : Ω× R× Rn × Rn2 → R be a smooth function so that F (x, 0, 0, 0) = 0. We will consider
the boundary value problem

(2.1)

{
F (x, u,∇u,∇2u) = 0, in Ω
u = f, on ∂Ω,

where f ∈ Cs(∂Ω), s > 0 and s /∈ N. Then we can show the existence of small solutions to (2.1)
in the following sense:

Proposition 2.1 ((A), Proposition 2.1). Let F : Ω×R×Rn ×Rn2 → R, F = F (x, u, p, P ), be
a C∞ mapping with F (x, 0, 0, 0) = 0. Furthermore assume that the map

v 7→ L(v) := ∂uF (x, 0, 0, 0)v +∇pF (x, 0, 0, 0) · ∇v +∇PF (x, 0, 0, 0) : ∇2v

is injective on H1
0 (Ω) and that the operator L is strictly elliptic. Let s > 3, s /∈ N. Then there

exist C, δ > 0 such that for any

f ∈ Uδ := {h ∈ Cs(∂Ω) : ||h||Cs(∂Ω) < δ}

the boundary value problem {
F (x, u,∇u,∇2u) = 0, in Ω
u = f, on ∂Ω,

has a unique small solution u = uf which satisfies

||u||Cs(Ω) ≤ C||f ||Cs(∂Ω).

Moreover the following mappings are C∞ maps

S : Uδ → Cs(Ω), f 7→ uf ,

Λ: Uδ → Cs−1(∂Ω), f 7→ ∂νuf |∂Ω.

This proposition gives a unique small solution and continuous dependence on the boundary
values. It also gives that the DN map associated to (2.1) is a smooth mapping in the Fréchet
sense. This is used to linearize the DN map consecutively to obtain information about the
object that we are trying to recover from boundary measurements.

As mentioned before, the proof relies on the implicit function theorem for Banach spaces and
this is where the smallness of the solution uf comes from. That is because the implicit function
theorem is proved using the Banach fixed point theorem, so we in a way rely on a contraction
principle. The proof also uses that for v, w ∈ Cs(Ω) we have ||vw||Cs(Ω) ≤ ||v||Cs(Ω)||w||Cs(Ω).

Finally a key thing is that the linearized equation behaves well since we assume the injectivity
of the map v 7→ L(v).

5



2.2. Description of the method in a model case. We will next describe this method in a
model case. Consider an inverse problem of recovering a potential q ∈ C∞(Ω) from boundary
measurements, that is from the knowledge of the DN map

Λq : f 7→ ∂νuf |∂Ω
associated to the boundary value problem

(2.2)

{
∆u+ qu2 = 0, in Ω
u = f, on ∂Ω.

First of all, one can show that this boundary value problem has a unique small solution (see
Proposition 2.1 and [LLLS21a, Proposition 2.1]). More precisely there is a δ > 0 such that for
any f ∈ Cs(∂Ω), s > 2, s /∈ N, with ||f ||Cs(∂Ω) ≤ δ there is a unique solution to (2.2) with
||u||Cs(Ω) ≤ ||f ||Cs(∂Ω). Thus the solution uf depends smoothly on the boundary value f and

the same applies for the DN map.
Relying on these, one can do the following. By setting the boundary value f = ε1f1 + ε2f2

for ε1, ε2 small enough and f1, f2 ∈ Cs(∂Ω) we have that the solution uf will depend smoothly

on ε1 and ε2. The same applies for the DN map. By taking the derivative ∂
∂ε1

|ε1=ε2=0 of the
DN map, one gets a mapping

(DΛq)0 : f1 7→ ∂νvf1 |∂Ω
where vf1 := ∂

∂ε1
uf |ε1=ε1=0 is the solution of the linearized problem. In the case of (2.2) this

means a solution of

(2.3)

{
∆vf1 = 0, in Ω
vf1 = f1, on ∂Ω.

One can obtain this boundary value problem also by taking the derivative ∂
∂ε1

|ε1=ε1=0 of (2.2).

By taking the mixed derivative ∂
∂ε2∂ε1

|ε1=ε2=0 of (2.2) one gets the second linearization of

(2.2):

(2.4)

{
∆w = −2qvf1vf2 , in Ω
w = 0, on ∂Ω,

where w := ∂
∂ε2∂ε1

uf |ε1=ε2=0. Notice that when compared to the first linearization (2.3) this
equation contains the potential q. This is used below to recover q. Since the DN map can also
be differentiated with the same mixed derivative, we have

(D2Λq)0 : (f1, f2) 7→ ∂νw|∂Ω.
This second linearization of the DN map is a symmetric bilinear map.

Now if we would have two potentials q1 and q2 and assume that Λq1(f) = Λq2(f) for all f
sufficiently small, then we could use the second linearizations above to get q1 = q2. We would
begin by subtracting the equations (2.4) for j = 1, 2 and integrating the difference against a
third solution vf3 to (2.3). This yields

(2.5)

∫
Ω
∆(w1 − w2)v3 dx = −2

∫
Ω
(q1 − q2)vf1vf2vf3 dx.

Now applying the derivative ∂
∂ε2∂ε1

|ε1=ε2=0 to Λq1(f) = Λq2(f) gives ∂νw1|∂Ω = ∂νw2|∂Ω. Thus
using integration by parts in (2.5) we have∫

Ω
(q1 − q2)vf1vf2vf3 dx = 0.

Choosing vf3 = 1, f1 and f2 to be the boundary values of Calderón’s exponential solutions
[Cal80] would then give q1 = q2 in Ω.

In general when using the higher order linearization, one tries to reduce the inverse problem
to a problem of determining if a product of solutions to the first linearization is dense in some
suitable space (for example in L1). In some cases it is reduced to a product of some kind

6



that involves the solution and gradients of solutions to the first linearization (for example in
[CFKKU21]).

The articles in this thesis use this method in different cases. Articles (A) and (C) (see
Section 3) focus on inverse problems for the minimal surface equation and the articles (B)
and (D) (Sections 4 and 5, respectively) will consider inverse problems for semilinear partial
differential equations of type ∆u+ a(x, u) = 0.

3. Inverse problems for the minimal surface equation

In this section we discuss inverse problems for the minimal surface equation in a setting where
we equip Rn with a Riemannian metric.

Let Ω ⊂ Rn−1 be a bounded domain and let us consider the graph of a function u : Ω → R,
that is, let us consider the set

Σ = {(x′, u(x′)) : x′ ∈ Ω} ⊂ Rn.

If the metric on Rn would be Euclidean, then Σ is a minimal surface if the function u solves
the following quasilinear partial differential equation

div

(
∇u

(1 + |∇u|2)
1
2

)
= 0 for all x ∈ Ω.

This is equivalent with saying that the mean curvature of Σ vanishes on all points of Σ. If one
compares this equation with the conductivity equation (1.1) and the inverse problem for that
equation, then it is not clear what the inverse problem would be. There is no “conductivity” to
recover. Also it is not clear if the boundary value problem for the minimal surface equation is
well-posed or not.

The other difficulty is that if the underlying metric is not Euclidean, then the appearance
of the minimal surface equation differs from case to case. In the case where we would have a
product structure ĝ ⊕ e, with a Riemannian metric ĝ on Rn−1, that is the nth direction only
would be Euclidean, then Σ would be minimal if

divĝ

(
∇ĝu

(1 + |∇ĝu|2ĝ)
1
2

)
= 0 for all x ∈ Ω.

In this case it would be natural to ask that if one makes boundary measurements on Σ, could
one then identify the metric ĝ on Ω. This question has an answer in [CLLO24] where they show
that it is possible to determine ĝ up to an isometry that is the identity on ∂Ω when n = 2.

Recently in [CLLT23] the authors considered an even more general setting. They showed
that under a certain topological condition a two dimensional minimal surface embedded in a
three dimensional Riemannian manifold can be recovered up to an isometry from the DN map
associated to the minimal surface equation. If the topological condition is removed, then one
can recover the conformal factor of a general minimal surface.

There is a link from minimal surfaces to a geometric inverse problem. In [ABN20] the authors
show that under some geometric conditions on a Riemannian manifold (M, g) the knowledge of
least areas circumscribed by simple closed curves on the boundary ∂M determine the metric
g. There are also restrictions on the metric. This inverse problem can be thought of as a
generalization of the boundary rigidity problem that asks if a metric can be determined by
knowing the distances between boundary points (see e.g. [BI13], [PU05], [PSU23] and the
references therein). In this problem the data would be lengths of geodesics which can be
thought of as one dimensional minimal surfaces.

3.1. On the recovery of a conformal factor in the presence of a conformally Euclidean
metric. Let us then look at a case when we equip Rn with a conformally Euclidean metric,

7



that is we look at the manifold (Rn, c · Id), where c ∈ C∞(Rn), c(x) > 0 for all x ∈ Rn. Then
the minimal surface equation becomes

div

(
∇u

(1 + |∇u|2)
1
2

)
(3.1)

+
∆u(1− c−1) + 1

2c∇u · ∇x′c(1 + |∇u|2 − c−2) + n−1
2c3

∂xnc(1 + |∇u|2)

(1 + |∇u|2)
3
2

= 0.

Note that if c ≡ 1 then we get the more familiar Euclidean minimal surface equation (3). In
this case one natural question is to ask that if one makes boundary measurements on Σ can
one then identify the conformal factor c. These boundary measurements are encoded in the DN
map

ΛΓ
c : f 7→ ∂νuf

∣∣
Γ

where Γ ⊂ ∂Ω and f is small (in the sense defined below) with spt(f) ⊂ Γ. We will denote
Λc := Λ∂Ω

c when Γ = ∂Ω. This question is studied in the first article of this thesis (A) and the
main result is the following:

Theorem 3.1 ((A), Theorem 1.1). Let Ω ⊂ Rn−1, n ≥ 3, be a bounded domain with C∞

boundary, (Rn, g1), (Rn, g2) be two Riemannian manifolds with (gj)ik(x) = cj(x)δik, where cj ∈
C∞(Rn), cj(x) > 0 for j = 1, 2 and for all x ∈ Rn. Assume that ∂xncj(x

′, 0) = ∂2
xn
cj(x

′, 0) = 0
for x′ ∈ Ω. We have four cases:

(1) Let n > 3 and Λcj be the DN maps associated to cj, j = 1, 2, and assume that

Λc1(f) = Λc2(f)

for all f ∈ Uδ := {h ∈ Cs(∂Ω) : ||h||Cs(∂Ω) < δ}, where δ > 0 is sufficiently small.
(2) Assume either that

(a) n = 3, Γ ⊂ ∂Ω be open and Γ ̸= ∅ or
(b) n > 3, Ω ⊂ {xn−1 > 0}, Γ ⊂ ∂Ω be open, Γ ̸= ∅ and that ∂Ω \ Γ ⊂ {xn−1 = 0} or
(c) n > 3, Ω is a strict subset of some ball B ⊂ Rn−1, Γ ⊂ ∂Ω be open, Γ ̸= ∅ and that

∂Ω \ Γ ⊂ ∂B.
In addition assume that

ΛΓ
c1(f) = ΛΓ

c2(f)

for all f ∈ Uδ, spt(f) ⊂ Γ, where δ > 0 is sufficiently small and ΛΓ
cj are the partial DN

maps associated to cj for j = 1, 2.

Then in the cases (1) or (2) we have for λ ̸= 0

∂m
xn
c1(x

′, 0) = λ∂m
xn
c2(x

′, 0), in Ω, m ≥ 0.

As seen in the result, one can get some results with measurements done on only a part of the
boundary.

As mentioned in Section 2 this is proved using the higher order linearization method. We
will use small boundary data of the form f = ε1f1 + · · ·+ εkfk for ej small and we denote ε =

(ε1, . . . , εk) and by ujf the unique small solution to (3.1) with c replaced by cj and with boundary

value f . A key step is the first linearization of the DN map and what is the corresponding
boundary value problem for that. The first linearization of the DN map at f = 0 is

(DΛcj )0 : C
s(∂Ω) → Cs−1(∂Ω), f 7→ ∂νv

l
j

∣∣
∂Ω

.

Here vlj :=
∂
∂εl

∣∣
ε=0

ujf is a solution to

(3.2)

{
div
(
cj(x

′, 0)
n−1
2 ∇vlj

)
= 0, in Ω

vlj = fl, on ∂Ω.
8



Using boundary determination from [BS06] and the results in [IUY10], [SU87] or [Isa07] (de-
pending on the dimension and if we are dealing with partial data or not) we get

(3.3) c1(x
′, 0) = λc2(x

′, 0), x′ ∈ Ω.

With this knowlegde we will move to higher order linearizations of the DN map. This is done
by an induction on the order of linearization, but we will describe how the method works in the
second linearization.

First of all, since solutions to (3.2) are unique we get that (3.3) implies vl := vl1 = vl2. Then
we linearize the boundary value problem for the equation (3.1) twice to get

(3.4)

 div
(
cj(x

′, 0)
n−1
2 ∇w

(al)
j

)
− n−1

2 cj(x
′, 0)

n−1
2

−1∂3
xn
cj(x

′, 0)vlva = 0, in Ω

w
(al)
j = 0, on ∂Ω

where va, vl solve the first linearization with corresponding boundary values fa, fl and w
(al)
j :=

∂2

∂εa∂εl

∣∣
ε=0

ujf . Using (3.3), subtracting (3.4) for j = 1, 2 and using integration by parts we obtain

an integral identity∫
Ω

n− 1

2
c1(x

′, 0)
n−1
2

−1
(
∂3
xn
c1(x

′, 0)− λ∂3
xn
c2(x

′, 0)
)
vlva dx′ = 0.(3.5)

Solutions to the first linearization (3.2) are also solutions to a Schrödinger equation. Then we
use the property that products of these solutions are dense in L1 (when n ≥ 3 [SU87], when
n = 2 [Buk08], see also [Bl̊a11] and [LLLS21b, Proposition 2.1]) and thus obtain

∂3
xn
c1(x

′, 0) = λ∂3
xn
c2(x

′, 0), x′ ∈ Ω.

This would then imply that w
(al)
1 = w

(al)
2 . The induction would then proceed in a similar

fashion.
When dealing with partial data, the proof goes in almost the same way. The main difference

comes when we try to obtain the integral identity (3.5). There one needs to take care of
boundary integrals on ∂Ω \ Γ when using integration by parts. This is done by constructing a
positive solution to the first linearization (3.2) by using the maximum principle.

Some comments on the assumptions made in Theorem 3.1. The assumption ∂xncj(x
′, 0) = 0

is needed for the well-posedness of the boundary value problem for (3.1), that is, it ensures that
0 is a solution. The second derivative ∂2

xn
cj(x

′, 0) is assumed to be 0 in order for the method to
work, and it is not known if it could be removed. The assumption in part (b) comes from the
fact that we use partial data results for inverse problems for the Schrödinger equation. When
n = 3 we use [IUY10] and there they do not pose any constraints on Γ ⊂ ∂Ω. When n > 3
we use the results of [Isa07] and there are some conditions needed for Ω, ∂Ω and Γ. These
conditions are described in the statement of Theorem 3.1.

Then we would like to make some remarks about the conclusion of Theorem 3.1. Firstly, if
one would assume that both c1 and c2 were real analytic with respect to xn, then we would
have

c1(x) = λc2(x), x ∈ Ω× R.
Secondly, there is a small gauge invariance with the conformal factor. If we replace c by µc, µ a
constant such that µ ̸= 0, then the DN maps Λc and Λµc will be the same and also the minimal
surface equation for c and µc will be the same (this can be seen from (3.1)). This is the reason
for λ ̸= 0 to appear in the conclusion.

3.2. On the recovery of a metric in a fixed conformal class in the presence of an
admissible metric. In the third article (C) we try to combine the setting of articles (A) and
[CLLO24]. Thus we will look at the case where we equip Rn with a metric

(3.6) g(x′, xn) = c(x′, xn)

(
ĝ(x′) 0
0 1

)
.
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Here (x′, xn) ∈ Rn−1 × R, ĝ is a Riemannian metric on Rn−1 and c ∈ C∞(Rn), c(x) > 0 for all
x ∈ Rn. With this metric the minimal surface equation is

divg

 ∇gu(
1 + |∇gu|2g

) 1
2

(3.7)

+
∆gu(1− c−1) + 1

2c(∇gu)
j∂xjc(1 + |∇gu|2g − c−2) + n−1

2c3
∂xnc(1 + |∇ĝu|2ĝ)(

1 + |∇gu|2g
) 3

2

= 0.

Note that when ĝ = Id we would have the metric in article (A) and when c ≡ 1 we would be in
the setting of [CLLO24]. In the third article we consider the inverse problem of identifying the
Riemannian metric in a fixed conformal class, that is if we know the DN maps for two metrics
in the same conformal class, are these two metrics then the same. The main result of (C) gives
a partial answer to this question in the setting described above. This problem is studied also
when dealing with the inverse problem for the Laplace equation on a manifold (see equation
(1.3)). More on this problem can be found for example in [DKSU09], [CFO23].

Before we state the result, we need to introduce some concepts. Let Ω ⊂ Rn−1 be a bounded
open set and Γ ⊂ ∂Ω. First of all the DN map in this situation will be

(3.8) ΛΓ
g : f 7→ ∂νuf |Γ

for small f with spt(f) ⊂ Γ and when Γ = ∂Ω we denote Λg := ΛΓ
g . Here ∂νuf = ĝij∂xiufνj .

Then we will introduce the set of admissible metrics:

Definition 3.2. A Riemannian metric g is called admissible if on Rn it is of the form (3.6)
and (Ω, ĝ) is a simple manifold.

Definition 3.3. A compact manifold (M̂, ĝ) with boundary is called simple if for any p ∈ M̂

the exponential map expp with its maximal domain of definition in TpM̂ is a diffeomorphism

onto M̂ , and if ∂M̂ is strictly convex in the sense that its second fundamental form is positive
definite.

The reason to introduce this class of Riemannian metrics is that we will use results for the
inverse problem for an advection diffusion equation that is in the setting of admissible metrics
[KU18].

Now we are ready to state the main results of (C).

Theorem 3.4 ((C), Theorem 1.3). Let (Rn, g), n ≥ 3, be a Riemannian manifold where g is
as in (3.6) with ∂xnc(x

′, 0) = ∂2
xn
c(x′, 0) = 0 and let Ω ⊂ Rn−1 be a bounded domain with C∞

boundary. When n = 3 assume that Ω is simply connected and when n > 3 assume that ĝ is
admissible. Let c̃ ∈ C∞(Rn) be such that ∂xn c̃(x

′, 0) = ∂2
xn
c̃(x′, 0) = 0 and let ∂k

xn
c̃(x′, 0)|∂Ω = 0

for k ≥ 3. Assume that Λg(f) = Λc̃g(f) for all f ∈ Uδ, where δ > 0 is sufficiently small. Then

c̃(x′, 0) = λ, ∂k
xn
c̃(x′, 0) = 0

for some λ > 0 and for all k > 2.
Thus, if c̃ is real analytic with respect to xn, then c̃(x) = λ for all x ∈ Ω× R.

We also consider a partial data result when n = 3:

Theorem 3.5 ((C), Theorem 1.4). Let (R3, g), c̃ and Ω be as in Theorem 3.4 and let Γ ⊂ ∂Ω,
Γ ̸= ∅, be open. Assume that Λg(f) = Λc̃g(f) for all f ∈ Uδ, where δ > 0 is sufficiently small.
Then

c̃(x′, 0) = λ, ∂k
x3
c̃(x′, 0) = 0

for some λ > 0 and for all k > 2.
Thus, if c̃ is real analytic with respect to x3, then c̃(x) = λ for all x ∈ Ω× R.
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These results extend the result from (A). The proof follows a similar pattern as for Theorem
3.1. The differences come in with the first linearization of the DN map and the linearized
equation for (3.7). For the metric g the linearized equation is

(3.9)

{
−∆ĝv

l +Xvl = 0 in Ω
vl = fl, on ∂Ω,

where Xvl = 1−n
2c(x′,0)

∑n−1
i,j=1 ĝ

ij∂xic(x
′, 0)∂xjv

l. For the metric c̃g it is

(3.10)

{
−∆ĝṽ

l + X̃ṽl = 0 in Ω

ṽl = fl, on ∂Ω,

where X̃h = 1−n
2 ĝij

(
∂xic(x

′,0)
c(x′,0) +

∂xi c̃(x
′,0)

c̃(x′,0)

)
∂xjh. Both equations (3.9) and (3.10) are called

advection diffusion equations.
Since Λg = Λc̃g, we can use results for inverse problems for advection diffusion equations

([GT11] for n = 3, [KU18] for n > 3) to get that X̃ = X. This implies that c̃(x′, 0) = λ ∈ (0,∞)
and vl = ṽl.

Next we use this information together with the second linearization of the DN map and the
second linearization of (3.7). The second linearizations are

(3.11)

{
−∆ĝw

kl + 1−n
2c(x′,0)

∑n−1
i,j=1 ĝ

ij∂xic(x
′, 0)∂xjw

kl + n−1
2c(x′,0)∂

3
xn
c(x′, 0)vkvl = 0 in Ω

wkl = 0, on ∂Ω

for the metric g and

(3.12)


−∆ĝw̃

kl + 1−n
2c(x′,0)

∑n−1
i,j=1 ĝ

ij∂xic(x
′, 0)∂xj w̃

kl + n−1
2c(x′,0)∂

3
xn
c(x′, 0)vkvl

+ n−1
2c̃(x′,0)∂

3
xn
c̃(x′, 0)vkvl = 0 in Ω

w̃kl = 0, on ∂Ω

for the metric c̃g. Now fix x′0 ∈ Ω. We construct a solution v(0) of the adjoint of the first lin-

earization (3.9) so that v(0)(x′0) ̸= 0. Then subtracting equations (3.11), (3.12) and integrating

this against the solution v(0) gives∫
Ω

n− 1

2c̃(x′, 0)
∂3
xn
c̃(x′, 0)vkvlv(0) dVĝ = 0.

Since products of solutions to advection diffusion equation are dense in L1 (see Lemma 4.1 in
(C)), we get ∂3

xn
c̃(x′, 0) = 0 for x′ ∈ Ω. As before, we would proceed by induction.

The assumptions made in these two theorems are similar to those done in Theorem 3.1. As in
Theorem 3.1 we assume ∂xnc(x

′, 0) = ∂xn c̃(x
′, 0) = 0 for the minimal surface equation to be well-

posed for small data with both metrics g, c̃g and the assumption ∂2
xn
c(x′, 0) = ∂2

xn
c̃(x′, 0) = 0

is made in order to make the method work. The assumption ∂k
xn
c̃(x′, 0)|∂Ω = 0 for k ≥ 3 might

possibly be removed by boundary determination. When n > 3 we assume that the metric ĝ is
admissible. As mentioned before, this is done in order to use results from [KU18] where the
metric is of the same form as ĝ. When n = 3 we assume that Ω is simply connected. The
reason for this is that we use results for inverse problems for the magnetic Schrödinger equation
([GT11] and [Tzo17] for partial data). In order to get information about the vector fields X

and X̃ we need an additional argument that uses the Poincaré Lemma and thus we need the
simply connectedness of Ω (see Lemma 4.2. of (C) for this argument).

The gauge invariance that appeared in Theorem 3.1 is present in (3.7) and in the DN map
(3.8) and it plays a role here also. It shows in the conclusion of Theorems 3.4 and 3.5, that is
we cannot hope to say anything more than c̃(x′, 0) = λ because of the gauge invariance.

The partial data result, Theorem 3.5, is proved in the same way as the full data case. One of
the main differences is to use results from [Tzo17] instead of [GT11]. Also when constructing

11



this special solution v(0) one needs to construct it so that it also takes care of the boundary
integral terms on the inaccessible part of the boundary, that is integrals on ∂Ω \ Γ.

4. Recovery of an unbounded potential

In article (B) we study an inverse problem for an elliptic equation with a power type nonlin-
earity. The PDE in question is

∆u+ qum = 0 in Ω, where m ≥ 2,m ∈ N.
It was shown in [LLLS21a], [KU20] that with measurements made on an open subset Γ ⊂ ∂Ω,
which can be the whole boundary, one can recover a smooth potential q or a Hölder continuous
potential q, respectively. It is also enough to make measurements on a single point on the
boundary to recover a Hölder continuous potential [ST23]. In (B) we show that one can recover
an unbounded potential in the same situations as mentioned before. The potential will be in
L

n
2
+ε(Ω) for the partial and full data and in Ln+ε(Ω) for the single point measurement. Here

ε > 0 for both cases. In order to state these results, we must define the correct boundary data

now that the potential is not bounded. For this let Uδ := {h ∈ W
2− 1

p
,p
(∂Ω): ||h||

W
2− 1

p ,p
(∂Ω)

<

δ}, where p := n
2 + ε. Thus we have the following results:

Theorem 4.1 ((B), Theorem 1.1.). Let Ω ⊂ Rn, n ≥ 2, be a bounded open set with C∞

boundary, ε > 0 and q1, q2 ∈ L
n
2
+ε(Ω). Let Λqj be the DN maps associated to the boundary

value problems {
∆u+ qju

m = 0, in Ω
u = f, on ∂Ω,

for j = 1, 2, and assume that Λq1f = Λq2f for all f ∈ Uδ with δ > 0 sufficiently small. Then
q1 = q2 in Ω.

Theorem 4.2 ((B), Theorem 1.2.). Let Ω ⊂ Rn, n ≥ 2, be a connected open and bounded
set with C∞ boundary and let Γ ̸= ∅ be an open subset of the boundary ∂Ω. Let ε > 0,
q1, q2 ∈ L

n
2
+ε(Ω) and ΛΓ

qj be the partial DN maps associated to the boundary value problems ∆u+ qju
m = 0, in Ω

u = 0, on ∂Ω \ Γ
u = f, on Γ

for j = 1, 2. Assume that
ΛΓ
q1f = ΛΓ

q2f

for all f ∈ Uδ with spt(f) ⊂ Γ, where δ > 0 sufficiently small. Then q1 = q2 in Ω.

Theorem 4.3 ((B), Theorem 1.3.). Let Ω ⊂ Rn, n ≥ 2, be a connected open and bounded set
with C∞ boundary and let Γ ̸= ∅ be an open subset of the boundary ∂Ω. Suppose that µ ̸≡ 0 is
a fixed measure on ∂Ω and let ε > 0. Assume that q1, q2 ∈ Ln+ε(Ω) satisfy

(4.1)

∫
∂Ω

Λq1(f) dµ =

∫
∂Ω

Λq2(f) dµ

for all f ∈ Uδ with spt(f) ⊂ Γ, where δ > 0 sufficiently small. Then q1 = q2 in Ω. Thus when
choosing µ = δx0 for some fixed x0 ∈ ∂Ω the condition

Λq1(f)(x0) = Λq2(f)(x0) for all f ∈ Uδ with spt(f) ⊂ Γ

gives q1 = q2 in Ω.

As mentioned already in Section 1 one can study this kind of low regularity for the linear
Schrödinger equation. Again the nonlinearity helps since we do not need to pose any restrictions
on the set Γ ⊂ ∂Ω as they do in [CT20], [Tzo18]. But we are not able to get the case that
is considered optimal for the linear Schrödinger equation in dimension n = 3, we only get
arbitrarily close to it. For n = 2 our results have lower regularity than those that exist for
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the linear counterpart, since the regularity is q ∈ L
4
3 for full data ([BTW20], [Ma20b]) and

q ∈ W 1,r, r > 2, for partial data ([IY12]).
The proof for all three theorems is essentially the same, and the main idea is already presented

in Section 2. The main difference to the earlier works comes up in the well-posedness since we
now work with Sobolev spaces. First of all, the unique small solution will be in W 2,p(Ω) and

the boundary values are in W
2− 1

p
,p
(∂Ω). The proof of the well-posedness is similar to the one

in (A) (see Proposition 2.1) but one needs to use various embeddings for Sobolev spaces.

In Theorem 4.3 we assume q1, q2 ∈ Ln+ε(Ω) instead of q1, q2 ∈ L
n
2
+ε(Ω) as in Theorems 4.1

and 4.2 and here is an explanation. Since we assume (4.1), we then get for the solutions of the
m-th order linearization that ∫

∂Ω
(∂νw1 − ∂νw2) dµ = 0.

We would then like to integrate by parts against this measure µ. From Lemma 5.1 in (B) we
have that

0 =

∫
∂Ω

(∂νw1 − ∂νw2) dµ =

∫
Ω
∆(w1 − w2)Ψ dx.

Here Ψ ∈ L(n+ε)′(Ω), where (n+ ε)′ is the dual exponent of n+ ε, solves{
∆Ψ = 0, in Ω
Ψ = µ, on ∂Ω.

To use Lemma 5.1 we need that (n+ ε)′ ≤ n
n−1 . For

n
2 + ε and its dual exponent

(
n
2 + ε

)′
this

is not true for every ε > 0.

5. Inverse problems for semilinear elliptic PDE with a general nonlinearity
a(x, u)

In article (D) we study an inverse problem for the semilinear elliptic partial differential
equation

(5.1) ∆u+ a(x, u) = 0 in Ω.

Our aim is to recover the nonlinearity a from boundary measurements corresponding to solutions
of (5.1).

As mentioned in Section 2, in previous works similar inverse problems have been studied
under various assumptions. In (D) we remove some of the assumptions made before. The
techniques can be divided into two categories: using the first linearization only and using the
higher order linearization method discussed in Section 2.

When using the first linearization, the most general result known to us is that of [Sun10]
which had the assumption ∂ua(x, u) ≤ 0. This assumption guarantees that for example the
maximum principle holds and thus one has well-posedness for the boundary value problem{

∆u+ a(x, u) = 0, in Ω
u = f, on ∂Ω.

Similar assumptions have been made when using the higher order linearization method. In
previous works (e.g. [FO20], [LLLS21b]) the assumptions have been that

a(x, 0) = 0(5.2)

0 is not a Dirichlet eigenvalue of the linearized equation ∆u+ ∂ua(x, 0)u = 0.(5.3)

The first one guarantees that u ≡ 0 is a solution and the second one gives that the boundary
value problem is well-posed for sufficiently small boundary values.

With the above mentioned assumptions one would have a well defined DN map for small
data. Without these assumptions the boundary value problem may not be well-posed but one
may still work with the Cauchy data set :

Ca := {(u|∂Ω, ∂νu|∂Ω) : u ∈ C2,α(Ω) solves ∆u+ a(x, u) = 0}.
13



Even without the above mentioned assumptions, we can still construct solutions to (5.1) close
to some known solution w to (5.1). This is shown in Lemma 2.4 in (D) using a Banach fixed
point argument and the implicit function theorem together with the fact that Fredholm theory
guarantees the existence of a unique solution to the linearized equation that is L2-orthogonal
to a finite dimensional set.

The fact that we can construct solutions near some fixed solution w of (5.1) leads us to look
at local Cauchy data sets such as

Cw,δ
a := {(u|∂Ω, ∂νu|∂Ω) : u ∈ C2,α(Ω) solves ∆u+ a(x, u) = 0 and ∥w − u∥C2,α(Ω) ≤ δ}

for some δ > 0.
Using the first order linearization as our main tool we prove the following:

Theorem 5.1 ((D), Theorem 1.2). Let a1, a2 ∈ C3(Rn, C1,α(Ω)), and let w1 ∈ C2,α(Ω) solve
∆w1 + a1(x,w1) = 0 in Ω. If

Cw1,δ
a1 ⊆ C0,C

a2

for some δ, C > 0, then there is ε > 0 such that

a1(x,w1(x) + λ) = Tφa2(x,w1(x) + λ)

whenever x ∈ Ω and |λ| ≤ ε. Here φ := w1 − w2 where w2 ∈ C2,α(Ω) is the unique solution of
∆w2 + a2(x,w2) = 0 in Ω with w1|∂Ω = w2|∂Ω and ∂νw1|∂Ω = ∂νw2|∂Ω.

Before sketching the proof, let us discuss a little bit about the result and its assumptions.
First of all the mapping Tφ was already introduced in Section 2 and is defined as

Tφa(x, u) := ∆φ(x) + a(x, u+ φ(x)).

To recall, there is a gauge invariance described by Tφ when trying to recover the nonlinearity
a. The gauge invariance disappears if the equations ∆u+ aj(x, u) = 0 have a common solution
w = w1 = w2. Comparing this result with previous ones, we actually manage to recover the
nonlinearity (up to gauge) in some neighborhood of w1 without a sign condition on ∂uaj(x, u)
and without assuming (5.2), (5.3). We still assume that the equation has at least one solution,

but we do not require this solution to be the zero solution. The assumption Cw1,δ
a1 ⊆ C0,C

a2 on the
Cauchy data sets is there to ensure that when we construct a solution to ∆u+a2(x, u) = 0 then
that solution will be close to w2 and that the constructed solutions uj,v to ∆u + aj(x, u) = 0,
j = 1, 2, are parametrized smoothly by the same v solving (∆ + ∂ua1(x, u))v = 0.

Here is a sketch of the proof. First we show by a Banach fixed point argument together with
the implicit function theorem (similar to the one in (A) and [OSSU20, Section 6] for example)
that there are solutions uv = w + v + O

(
||v||2

)
to ∆u + a(x, u) = 0 where w and v solve

∆w+ a(x,w) = 0 and ∆v+ ∂ua(x,w)v = 0, respectively. This is Lemma 2.4 in (D) and it gives
a bijective map Sa,w : v 7→ uv with DSa,w(0) = Id. More importantly the solution uv depends
smoothly on v.

Now we construct a solution u1,v for a1 and use the Cauchy data inclusion to obtain a solution
u2,v for a2 with the same Cauchy data as u1,v. Since we constructed u1,v with Lemma 2.4 in
(D), we know that it depends smoothly on v solving ∆v + ∂ua1(x,w1)v = 0. Apriori we do
not know if u2,v depends smoothly on v also. To show this, we prove quantitative estimates to
show that bounded solutions to (5.1) close to a given solution depend smoothly on their Cauchy
data. Using this, we can show that u2,v depends smoothly on v.

Let us then look at φv = u2,v − u1,v. Now

∆φv = a1(x, u1,v)− a2(x, u1,v − φv)

or in other words

a1(x, u1,v(x)) = Tφva2(x, u1,v(x)).

We would like to show that actually φv = φ0 = w2 − w1. For this, we look at the first
linearization of (5.1). Because if we can show that ∂ua1(x, u1,v) = ∂ua2(x, u2,v) for any v small
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enough, then the derivative of φv with respect to v will solve a linear elliptic equation with zero
Cauchy data. Thus we would have the claim.

Now let v, h be solutions to ∆v + ∂ua1(x,w1)v = 0 with v sufficiently small, define vt =
v + th and construct solutions uj,vt as above. We then differentiate in t the equations ∆uj,vt +
a(x, uj,vt) = 0, subtract them and integrate against any solution v2 of ∆v + ∂ua2(x,w2)v = 0
to obtain an integral identity:∫

Ω
(∂ua1(x, u1,v)− ∂ua2(x, u2,v))∂tu1,vt |t=0v2 dx = 0.

Here ∂tu1,vt |t=0 = DSa,w(v)h. Now Lemma 2.5 in (D) shows that for small v the mapDSa,w(v) is
an isomorphism between the solutions of ∆h+∂ua1(x,w1)h = 0 and ∆h+∂ua1(x, Sa,w(v))h = 0.
Since Sa,w(v) = u1,v, any solution v1 to ∆h + ∂ua1(x, u1,v)h = 0 can be written as v1 =
DSa,w(v)h for a suitable h. Thus we get an integral identity∫

Ω
(∂ua1(x, u1,v)− ∂ua2(x, u2,v))v1v2 dx = 0.

Now it follows from the density of products of solutions as in the standard Calderón problem
(see [SU87] for n ≥ 3 and [BU02], [BTW20] for n = 2) that ∂ua1(x, u1,v) = ∂ua2(x, u2,v).

What is left is to verify the existence of some ε > 0 so that

a1(x,w1(x) + λ) = Tφa2(x,w1(x) + λ)

whenever x ∈ Ω and |λ| ≤ ε. We begin by fixing x0 ∈ Ω. Since u1,v = w1 + v+O(∥v∥2) and by
Runge approximation we can generate solutions v with v(x0) ̸= 0, we get the desired result by
varying v.

For the higher order linearization method we show that it works without the assumptions
(5.2) and (5.3) and one can prove results such as

Theorem 5.2 ((D), Theorem 1.3). Let a1, a2 ∈ Ck+1(Rn, C1,α(Ω)) with k ≥ 2, let w1 ∈ C2,α(Ω)
solve ∆w1 + a1(x,w1) = 0 in Ω, and suppose that

Cw1,δ
a1 ⊆ C0,C

a2

for some δ, C > 0. Let w2 ∈ C2,α(Ω) be the unique solution of ∆w2 + a2(x,w2) = 0 in Ω with
w1|∂Ω = w2|∂Ω and ∂νw1|∂Ω = ∂νw2|∂Ω. Assume further that

(5.4) ∂l
ua1(x,w1) = ∂l

ua2(x,w2), 1 ≤ l ≤ k − 1.

Then ∫
Ω
(∂k

ua1(x,w1)− ∂k
ua2(x,w2))v1 . . . vk+1 dx = 0

for any vj solving the linear equation ∆vj + ∂ua1(x,w1)vj = 0 in Ω.

The proof uses similar arguments as described in Sections 2, 3 and 4. Mainly we differentiate k
times the equations ∆uj,v+a(x, uj,v) = 0 with respect to v, subtract the k-th order linearizations,
use (5.4) and integrate against a special solution to the first linearization. This results in the
integral identity in Theorem 5.2.
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a b s t r a c t

We use the method of higher order linearization to study an inverse boundary
value problem for the minimal surface equation on a Riemannian manifold (Rn, g),
where the metric g is conformally Euclidean. In particular we show that with
the knowledge of Dirichlet-to-Neumann map associated to the minimal surface
equation, one can determine the Taylor series of the conformal factor c(x) at
xn = 0 up to a multiplicative constant. We show this both in the full data case
and in some partial data cases.
© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under

the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

This article focuses on an inverse problem for the minimal surface equation (MSE), which is a quasilinear
elliptic PDE. In particular we consider MSE on a manifold (Rn, g), n ≥ 3, where gij(x) = c(x)δij ,
1 ≤ i, j ≤ n, with c ∈ C∞(Rn), c(x) > 0 for all x ∈ R

n, that is the metric is conformally Euclidean. The
aim is to use the method of higher order linearization to recover information about the conformal factor c

from boundary measurements. This method, which uses the nonlinearity of the partial differential equation
as a tool, was first introduced in [18] in the case of a nonlinear wave equation and was further developed
in [7,22] for nonlinear elliptic equations.

The novelty of this work is that we use higher order linearization in the case of MSE. For a sufficiently
smooth function u : Ω ⊂ R

n−1 → R, Ω a bounded domain with C∞ boundary, consider Graphu :=
{(x′, u(x′)) : x′ ∈ Ω} ⊂ R

n. If c ≡ 1 we would call Graphu a minimal surface if and only if the function u

solves the Euclidean MSE

div

⎛
⎝ ∇u√

1 + |∇u|2

⎞
⎠ = 0, in Ω .
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Define then a function F :Rn2 → R,

F (x′, u, p, P ) := −
n−1∑
i=1

Pii − n − 1
2c(x′, u)

(
n−1∑
i=1

pi∂xi
c(x′, u) − ∂xnc(x′, u)

)
(1.1)

+
1

1 + |p|2
n−1∑
i,j=1

Pijpipj ,

where p = (p1, . . . , pn−1) ∈ R
n−1, P = (Pij) is an (n − 1) × (n − 1) matrix and x′ ∈ R

n−1. With the
conformally Euclidean metric, MSE takes the form

F (x′, u, ∇u, ∇2u) = −Δu − n − 1
2c

(∇x′c · ∇u − ∂xnc) +
∇uT ∇2u∇u

1 + |∇u|2 (1.2)

= − divgn−1

(
∇u

(1 + |∇u|2)1/2

)
+

(n − 1)∂xnc

2c(1 + |∇u|2)1/2

= 0.

for x′ ∈ Ω . Here divgn−1(a) =
∑n−1

i=1

(
∂xi

ai +
∑n−1

j=1 ajΓ
i
ij

)
is the Riemannian divergence with respect to

the first n − 1 variables and Γ i
ij is the Christoffel symbol corresponding to the metric g. The derivation of

this equation is done in Section 3.
In this work we consider a boundary value problem{

F (x′, u, ∇u, ∇2u) = 0 in Ω

u = f, on ∂Ω ,

and prove that it is well-posed (Section 2) for a certain class of small boundary values f . To be more precise,
we show that there is δ > 0 such that whenever f ∈ Cs(∂Ω), s > 3, s /∈ N, with ‖f‖Cs(∂Ω) ≤ δ, there exists
a unique small solution u ∈ Cs(Ω̄) with sufficiently small norm. Let Uδ := {h ∈ Cs(∂Ω) : ‖h‖Cs(∂Ω) < δ}.
Thus the Dirichlet-to-Neumann (DN) map can now be defined for these small solutions as

Λc : Uδ → Cs−1(∂Ω), f 
→ ∂νuf

∣∣
∂Ω

. (1.3)

Here Cs = Ck,α, k ∈ Z, 0 < α < 1, is the standard Hölder space (see for example [6, Section 5.1]) and ∂νuf

is the Euclidean boundary normal derivative. One can think of the normal derivative on the boundary as
tension on the boundary caused by the minimal surface. From the knowledge of the DN map, can we recover
information about the metric g?

It is worth noting that there is a small gauge invariance for Eq. (1.2) and thus for the DN map. That is,
if you instead of c put λc, λ �= 0, into (1.2), the equation stays the same. Thus also the DN maps Λc and
Λλc are the same.

We also consider partial data cases, that is, if we have knowledge of the DN map in an open subset Γ of
the boundary ∂Ω . In this case the partial DN map is defined for f ∈ Uδ, spt(f) ⊂ Γ , as

ΛΓ
c : Uδ → Cs−1(∂Ω), f 
→ ∂νuf

∣∣
Γ

. (1.4)

Can we recover information about the metric g if we have knowledge of this partial DN map?
These are our inverse problems for the MSE and our main result gives the following answers. Before

stating it, we denote by F j the function F with c replaced by cj .

Theorem 1.1. Let Ω ⊂ R
n−1, n ≥ 3, be a bounded domain with C∞ boundary, (Rn, g1), (Rn, g2) be two

Riemannian manifolds with (gj)ik(x) = cj(x)δik, where cj ∈ C∞(Rn), cj(x) > 0 for j = 1, 2 and for all
x ∈ R

n. Assume that ∂xncj(x′, 0) = ∂2
xn

cj(x′, 0) = 0 for x′ ∈ Ω . We have four cases:
2
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(1) Let n > 3 and Λcj
be the DN maps associated to{

F j(x′, u, ∇u, ∇2u) = 0, in Ω

u = f, on ∂Ω ,
(1.5)

j = 1, 2, and assume that
Λc1(f) = Λc2(f)

for all f ∈ Uδ := {h ∈ Cs(∂Ω) : ‖h‖Cs(∂Ω) < δ}, where δ > 0 is sufficiently small.
(2) Assume either that

(a) n = 3, Γ ⊂ ∂Ω be open and Γ �= ∅ or
(b) n > 3, Ω ⊂ {xn−1 > 0}, Γ ⊂ ∂Ω be open, Γ �= ∅ and that ∂Ω \ Γ ⊂ {xn−1 = 0} or
(c) n > 3, Ω is a strict subset of some ball B ⊂ R

n−1, Γ ⊂ ∂Ω be open, Γ �= ∅ and that ∂Ω \Γ ⊂ ∂B.

In addition assume that
ΛΓ

c1(f) = ΛΓ
c2(f)

for all f ∈ Uδ, spt(f) ⊂ Γ , where δ > 0 is sufficiently small and ΛΓ
cj

are the partial DN maps associated
to (1.5) for j = 1, 2.

Then in the cases (1) and (2) we have for λ �= 0

∂m
xn

c1(x′, 0) = λ∂m
xn

c2(x′, 0), in Ω , m ≥ 0.

The assumption ∂xncj(x′, 0) = 0 is needed in order for u ≡ 0 to be a solution to (1.5), and this is used to
prove the well-posedness. The condition ∂2

xn
cj(x′, 0) = 0 is assumed in order for the method to work and it

is not known if it could be removed.
As an immediate corollary of Theorem 1.1 we get the following.

Corollary 1.2. Assume the conditions in Theorem 1.1 and assume additionally that cj are real analytic with
respect to xn. Then for λ �= 0 we have

c1(x) = λc2(x), x ∈ Ω × R.

In Section 5 we give a full proof of Theorem 1.1 and as mentioned, it will use higher order linearization
together with complex geometric optics (CGO) solutions. In the proof we first linearize (1.5) at u ≡ 0 and
the DN map at f = 0. We see that the linearization of (1.5) correspond to a conductivity equation where the
conductivity is cj(x′, 0). The first linearization of the DN map maps a boundary value f to ∂νv|∂Ω where v

is a solution to the conductivity equation. We will show that cj(x′, 0) can be recovered up to a multiplicative
constant with the knowledge of this (partial) DN map with the help of boundary determination for a first
order perturbation of the Laplacian from [2] ([10] for n = 3 and [12,29] for n > 3). In the full data case the
higher order linearizations lead to an integral equality

∫
Ω

(
∂m+4

xn
c1(x′, 0) − λ∂m+4

xn
c2(x′, 0)

) m+3∏
N=1

vlN dx′ = 0.

where vlN are solutions to the first linearization. For the partial data cases, we need a special solution v(0)

which is positive in Ω and vanishes on ∂Ω \ Γ . With the help of this function we get the integral identity
∫
Ω

(
∂m+4

xn
c1(x′, 0) − λ∂m+4

xn
c2(x′, 0)

)
v(0)

m+3∏
N=1

vlN dx′ = 0.

3
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Again vlN are solutions to the first linearization. In both cases, choosing two of vlN to be real or imaginary
parts of CGO solutions and the rest equal to 1 we get that ∂m+4

xn
c1(x′, 0) = λ∂m+4

xn
c2(x′, 0) (for n = 3 [3],

for n > 3 [29]).
This method has received a lot of attention in various situations lately. Linearization has already been

used in a parabolic case in [11] where the author shows that the first linearization of the nonlinear DN map
is the DN map of a linear equation. Thus one can use the theory of inverse problems for linear equations.
Also nonlinear elliptic cases have been studied, for example in [13,28]. As mentioned above, the method
of higher order linearization was first used in [18] for a nonlinear wave equation. After that there were
two simultaneously published articles [7,22] in which higher order linearization was introduced to nonlinear
elliptic equations of the type Δu + a(x, u) = 0. The important thing in this method was that it used the
nonlinearity as a tool. In [16,23] the method was further developed for the case Δu + a(x, u) = 0 in inverse
problems with partial data. See also [24,27] for more results on the special case of a power type nonlinearity.

After these, there have been several articles using this method for different nonlinear elliptic equations.
Different cases of nonlinear conductivity equations have had a treatment in [4,14]. This method has also been
used in the case of a nonlinear magnetic Schrödinger equation [21] and in inverse transport and diffusion
problems [20]. See also [17] for a semilinear elliptic equation with gradient nonlinearities and [19] for the
case of fractional semilinear elliptic equations.

There are also works in inverse problems that have considered the minimal surface equation. The
Euclidean case has had a treatment in [25] where the authors consider a quasilinear conductivity depending
on a function u and its gradient.

Also while writing this article we have learned that Cătălin I. Cârstea, Matti Lassas, Tony Liimatainen
and Lauri Oksanen are working on an inverse problem involving minimal surface equation on a Riemannian
manifold in their upcoming preprint [5]. They simultaneously and independently prove a result similar to
Theorem 1.1. In their work it is shown that from the knowledge of the DN map of the minimal surface
equation it is possible to determine a 2-dimensional Riemannian manifold (Σ , g). We agreed with them to
publish our preprints at the same time on the same preprint server.

This article is organized as follows. In Section 2 we prove well-posedness for a general nonlinear boundary
value problem and we describe the first and second order linearizations for the general case. Section 3 is
dedicated to the derivation of the minimal surface equation on a manifold with conformally Euclidean metric.
Section 4 consists of describing the setting for Theorem 1.1 and then calculating the first and second order
linearizations in this setting. Finally, we will use higher order linearization to prove Theorem 1.1 in Section 5.

2. Well-posedness and linearizations

In this section, we consider general equations F (x, u, ∇u, ∇2u) = 0 and in later sections apply these
methods. Let Ω ⊂ R

n, n ≥ 2 be a bounded domain with C∞ boundary and let F : Ω̄ × R × R
n × R

n2 → R,
be a C∞ function. Consider next the boundary value problem{

F (x, u, ∇u, ∇2u) = 0, in Ω

u = f, on ∂Ω ,
(2.1)

where f ∈ Cs(∂Ω) and ∇u, ∇2u denote the gradient and Hessian of u, respectively. In addition let
F (x, 0, 0, 0) = 0 which guarantees that u ≡ 0 is a solution to (2.1) with f = 0.

Next we prove well-posedness for (2.1) using the implicit function theorem on Banach spaces [26, Theorem
10.6 and Remark 10.5]. In what follows, we denote for m×n matrices A = (aij), B = (bij) the matrix product

A : B =
m∑

i=1

n∑
j=1

aijbij

4
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and ∇P F is the matrix with elements ∂Pij
F . Also a linear differential operator Lu = A(x) : ∇2u + b(x) ·

∇u + c(x)u is strictly elliptic [8] in Ω if for some constants λ,Λ > 0 we have

λ|ξ|2 ≤ ξT Aξ ≤ Λ|ξ|2, x ∈ Ω̄ ,

for all ξ ∈ R
n \ {0}. Here A is a symmetric n × n matrix.

Proposition 2.1. Let F :Ω × R × R
n × R

n2 → R be a C∞ mapping with F (x, 0, 0, 0) = 0. Furthermore
assume that the map

v 
→ L(v) := ∂uF (x, 0, 0, 0)v + ∇F (x, 0, 0, 0) · ∇v + ∇P F (x, 0, 0, 0) : ∇2v

is injective on H1
0 (Ω) and that the operator L is strictly elliptic. Let s > 3, s /∈ N. Then there exists C, δ > 0

such that for any
f ∈ Uδ := {h ∈ Cs(∂Ω) : ‖h‖Cs(∂Ω) < δ}

the boundary value problem {
F (x, u, ∇u, ∇2u) = 0, in Ω

u = f, on ∂Ω ,

has a unique small solution u = uf which satisfies

‖u‖Cs(Ω̄) ≤ C‖f‖Cs(∂Ω).

Moreover the following mappings are C∞ maps

S : Uδ → Cs(Ω̄), f 
→ uf ,

Λ : Uδ → Cs−1(∂Ω), f 
→ ∂νuf |∂Ω .

Proof. Let X = Cs(∂Ω), Y = Cs(Ω̄), Z = Cs−2(Ω̄) × Cs(∂Ω) and

T : X × Y → Z, T (f, u) =
(
F (x, u, ∇u, ∇2u), u|∂Ω − f

)
Since u|∂Ω , f ∈ Cs(∂Ω), u ∈ Cs(Ω̄) and F ∈ C∞, the map T really has this mapping property.

Next we show that the map u 
→ F (x, u, ∇u, ∇2u) is a C∞ map Cs(Ω̄) → Cs−2(Ω̄). This is done by using
a Taylor expansion. Write λ = (z, p, P ) ∈ R × R

n × R
n2

and expand F (x, · ) at μ ∈ R × R
n × R

n2
:

F (x, λ + μ) =
∑

|α|≤k

Dα
μF (x, λ)

α!
μα +

∑
|β|=k+1

Rβ(λ + μ)μβ ,

where

Rβ(λ + μ) =
|β|
β!

∫ 1

0
(1 − t)|β|−1Dβ

μF (x, λ + tμ) dt.

Now let u ∈ Cs(Ω̄) be fixed, λ = (u, ∇u, ∇2u) and let μ = (h, ∇h, ∇2h), h ∈ Cs(Ω̄) be such that
‖μ‖C1,α(Ω̄) ≤ 1. It is enough to show that the map u 
→ Dα

μF (x, u, ∇u, ∇2u) is continuous for all α and

Rβ(λ + μ) = o(μk) in Cs(Ω̄).

Firstly, since the composition of a C∞ function F with a Cs−2 function is again a Cs−2 function
[9, Theorem A.8], we have the continuity. The space Cs(Ω̄) is an algebra under pointwise multiplication

5
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[9, Theorem A.7], and thus

‖Rβ(λ + μ)μβ‖Cs(Ω̄) ≤ C
(

‖Rβ(λ + μ)‖C(Ω̄)‖μβ‖Cs(Ω̄) + ‖Rβ(λ + μ)‖Cs(Ω̄)‖μβ‖C(Ω̄)

)
≤ C‖Rβ(λ + μ)‖Cs(Ω̄)‖μ‖|β|

Cs(Ω̄)

≤ C‖μ‖|β|
Cs(Ω̄)

|β|
β!

∫ 1

0
(1 − t)|β|−1‖Dβ

μF (x, λ + tμ)‖Cs(Ω̄) dt

≤ CF,u‖μ‖|β|
Cs(Ω̄)

|β|
β!

∫ 1

0
(1 − t)|β|−1 dt

where ‖Dβ
μF (x, λ + tμ)‖Cs(Ω̄) is uniformly bounded in t ∈ (0, 1) and the bounding constant may depend on

u and F . This is due to F being a C∞ function and that u ∈ Cs(Ω̄). Now the remainder satisfies∣∣∣∣∣∣ ∑
|β|=k+1

Rβ(λ + μ)μβ
∣∣∣∣∣∣Cs(Ω̄) ≤ C‖(h, ∇h, ∇2h)‖k+1

Cs(Ω̄)

and hence the map u 
→ F (x, u, ∇u, ∇2u) is a C∞ map Cs(Ω̄) → R.
By the assumption F (x, 0, 0, 0) = 0 we have T (0, 0) = 0. Also DuT (0, 0) is linear and

DuT (0, 0)v = (∂uF (x, 0, 0, 0)v + ∇pF (x, 0, 0, 0) · ∇v + ∇P F (x, 0, 0, 0) : ∇2v, v|∂Ω ).

The mapping v 
→ L(v) is injective and v ≡ 0 is a solution to{
∂uF (x, 0, 0, 0)v + ∇pF (x, 0, 0, 0) · ∇v + ∇P F (x, 0, 0, 0) : ∇2v = H, in Ω

v = g, on ∂Ω ,
(2.2)

when H = g = 0. Using Fredholm alternative [8, Theorem 6.15] the boundary value problem (2.2) has a
unique solution for all H and g. Thus DuT (0, 0) is surjective.

Then by the implicit function theorem there exist δ > 0 and Uδ := B(0, δ) ⊂ X = Cs(∂Ω) and a C∞ map
S : Uδ → Y = Cs(Ω̄) such that T (f, S(f)) = 0. Also, for small enough f ∈ Uδ (not necessarily the same δ)
and uf ∈ Cs(Ω̄), S(f) = uf is the only solution of T (f, uf ) = 0. Moreover, since S is Lipschitz continuous
and S(0) = 0, for u = S(f) we have

‖u‖Cs(Ω̄) ≤ C‖f‖Cs(∂Ω).

Also the mapping Λ is a well defined C∞ map between Uδ and Cs−1(∂Ω) since taking a normal derivative
is a linear map from Cs(Ω) to Cs−1(∂Ω). �

In order to use the method of higher order linearization, we calculate formally the first and second order
linearizations of (2.1) and the corresponding DN map. This formal looking calculation can be justified as
in [22].

Let us begin by assuming that for{
F j(x, u, ∇u, ∇2u) = 0, in Ω

u = f, on ∂Ω ,
(2.3)

j = 1, 2, we have ΛF 1(f) = ΛF 2(f) for all f ∈ Cs(∂Ω) with ‖f‖Cs(∂Ω) ≤ δ, for δ > 0 sufficiently small.
In order to find the linearizations, let ε1, . . . , εk be sufficiently small numbers and f1, . . . , fk ∈ Cs(∂Ω). Let
uj(x, ε1, . . . , εk) be the unique small solution to{

F j(x, uj , ∇uj , ∇2uj) = 0, in Ω

uj =
∑k

m=1 εmfm, on ∂Ω ,
(2.4)

6
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for j = 1, 2. Differentiate this with respect to εl, l ∈ {1, . . . , k}, and evaluate at ε1 = · · · = εk = 0 to get{
∂uF j(x, 0, 0, 0)vl

j + ∇pF j(x, 0, 0, 0) · ∇vl
j + ∇P F j(x, 0, 0, 0) : ∇2vl

j = 0, in Ω

vl
j = fl, on ∂Ω ,

(2.5)

where vl
j := ∂εl

uj(x, ε1, . . . , εk)
∣∣
ε1=···=εk=0. The boundary value problem (2.5) has a unique solution if we

assume that the map

v 
→ L(v) = ∂uF j(x, 0, 0, 0)v + ∇pF j(x, 0, 0, 0) · ∇v + ∇P F j(x, 0, 0, 0) : ∇2v

is injective on H1
0 (Ω) and assume strict ellipticity of the operator L. At this point, we would like to see

what exactly is the first linearization and see if some information can be recovered about the coefficients
∂uF j(x, 0, 0, 0), ∇pF j(x, 0, 0, 0), ∇P F j(x, 0, 0, 0) from the knowledge of the DN maps corresponding to (2.3)
for j = 1, 2. What actually can be recovered depends on the equation at hand.

Let us next differentiate (2.4) first with respect to εl and then with respect to εa, a �= l:

Ij := ∂2
εaεl

F j(x, uj , ∇uj , ∇2uj)
= ∂εa

(
∂uF j(x, uj , ∇uj , ∇2uj)∂εl

uj

)
+ ∂εa

(
n∑

i=1

∂pi
F j(x, uj , ∇uj , ∇2uj)∂xi

∂εl
uj

)

+ ∂εa

⎛
⎝ n∑

j,k=1

∂Pjk
F j(x, uj , ∇uj , ∇2uj)∂2

xjxk
∂εl

uj

⎞
⎠

:= Ij,1 + Ij,2 + Ij,3.

Then we expand these one by one:

Ij,1 = ∂uF j∂2
εaεl

uj + ∂2
uF j∂εauj∂εl

uj +
n∑

i=1

∂pi
∂uF j∂xi

∂εauj∂εl
uj

+
n∑

j,k=1

∂Pjk
∂uF j∂2

xjxk
∂εauj∂εl

uj ,

Ij,2 =
n∑

i=1

(
∂pi

F j∂xi
∂2

εaεl
uj + ∂u∂pi

F j∂εauj∂xi
∂εl

uj

+
n∑

r=1

∂pr ∂pi
F j∂xr ∂εauj∂xi

∂εl
uj +

n∑
j,k=1

∂Pjk
∂pi

F j∂2
xjxk

∂εauj∂xi
∂εl

uj

)
,

Ij,3 =
n∑

j,k=1

(
∂Pjk

F j∂2
xjxk

∂2
εaεl

uj + ∂u∂Pjk
F∂εauj∂2

xjxk
∂εl

uj

+
n∑

i=1

∂pi
∂Pjk

F j∂xi
∂εauj∂2

xjxk
∂εl

uj +
n∑

r,t=1

∂Prt∂Pjk
F j∂2

xrxt
∂εauj∂2

xjxk
∂εl

uj

)
.

Evaluate Ij at ε1 = · · · = εk = 0 and denote w
(al)
j = (∂2

εaεl
uj)(x, ε1, . . . , εk)|ε1=···=εk=0 to have

Ij = ∂uF j(x, 0, 0, 0)w(al)
j + ∂2

uF j(x, 0, 0, 0)vlva (2.6)
+

((∇p(∂uF j)
)
(x, 0, 0, 0) · ∇va +

(∇P (∂uF j)
)
(x, 0, 0, 0) : ∇2va

)
vl

+ ∇pF j(x, 0, 0, 0) · ∇w
(al)
j +

(∇p(∂uF j)
)
(x, 0, 0, 0) · ∇vlva

7
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+
n∑

i=1

((∇p(∂pi
F j)

)
(x, 0, 0, 0) · ∇va + (∇P (∂pi

F j)(x, 0, 0, 0) : ∇2va)
)

∂xi
vl

+ ∇P F j(x, 0, 0, 0) : ∇2w
(al)
j +

(∇P (∂uF j)
)
(x, 0, 0, 0) : ∇2vlva

+
n∑

j,k=1

((∇p(∂Pjk
F j)

) · ∇va +
(∇P (∂Pjk

F j)
)
(x, 0, 0, 0) : ∇2va

)
∂2

xixj
vl

Thus w
(al)
j satisfies the boundary value problem

{
Ij = 0, in Ω

w
(al)
j = 0, on ∂Ω .

(2.7)

Next we would like to integrate I1 − I2 against a solution to the adjoint of

∂uF j(x, 0, 0, 0)vl
j + ∇pF j(x, 0, 0, 0) · ∇vl

j + ∇P F j(x, 0, 0, 0) : ∇2vl
j = 0

and use the assumption that the DN maps associated to (2.3) coincide for j = 1, 2 together with a
completeness result to recover information about the coefficients of I1 and I2. Again the information that can
be recovered depends on the equation and below this method is applied in the case of the minimal surface
equation.

What we would do next is to use an induction argument to show that from higher order linearizations it
is possible to recover more information. This too will be specified below.

3. Mimimal surface equation on a Riemannian manifold

In this section we derive Eq. (1.2). Let (M, g), M = R
n, n ≥ 3, be a Riemannian manifold with the metric

gij(x′, xn) = c(x′, xn)δij , (3.1)

where
(x′, xn) ∈ R

n−1 × R, c ∈ C∞(Rn), c(x) > 0 for all x ∈ R
n.

These assumptions are valid for the rest of the article, unless otherwise stated.
Let u :Ω ⊂ R

n−1 → R, u ∈ C2(Ω̄), and consider the graph of the function u

Graphu = {(x′, u(x′)) : x′ ∈ Ω} ⊂ M.

This graph is a minimal surface if and only if its mean curvature H is equal to zero at all points on the
graph. By defining

f :Ω × R → R, f(x′, xn) = xn − u(x′),

the graph of u is the surface
Σ := {(x′, xn) ∈ Ω × R : f(x′, xn) = 0}.

The mean curvature of Σ at x ∈ Σ is the sum of principal curvatures. We omit the normalizing factor
1

n−1 when calculating the mean curvature. In order to calculate the principal curvatures, we introduce the
Riemannian gradient and Hessian of a function f : M → R:

∇gf = gij∂xi
f∂xj

, ∇2
gf =

(
∂2

xixj
f − Γm

ij∂xmf
)n

i,j=1
,

8
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where gij is the inverse of gij and Γm
ij = 1

2 gml(∂xi
gjl + ∂xj

gil − ∂xl
gij) is the Christoffel symbol related to

the metric g. Define also the Laplace–Beltrami operator, which is a trace of the Hessian (this is one way of
defining it), and the norm of the gradient:

Δgf = Tr(∇2
gf) = gij

(
∂2

xixj
f − Γm

ij∂xmf
)

, |∇gf |2g = gij∂xi
f∂xj

f.

Now the principal curvatures of Σ at x ∈ Σ are the eigenvalues of ∇2
gf(x) restricted to the tangent space

TxΣ at x. Since ∇gf(x)
|∇gf(x)|g

is a normal to Σ at the point x, we have TxΣ = {∇gf(x)}⊥, or in other words,
the tangent space TxΣ is the orthogonal complement of the vector ∇gf(x).

Let {E1, . . . , En−1} be an g-orthonormal basis of TxΣ . Then
{

E1, . . . , En−1,
∇gf(x)

|∇gf(x)|g

}
is an orthonormal

basis of Rn. Now the mean curvature of Σ at x ∈ Σ is the trace of ∇2
gf(x)|{∇gf(x)}⊥ :

H(x) =
n−1∑
i=1

〈∇2
gf(x)Ei, Ei〉

=
n−1∑
i=1

〈∇2
gf(x)Ei, Ei〉 +

(∇2
gf(x)

) (
∇gf(x)

|∇gf(x)|g
,

∇gf(x)
|∇gf(x)|g

)

− (∇2
gf(x)

) (
∇gf(x)

|∇gf(x)|g
,

∇gf(x)
|∇gf(x)|g

)

= Tr(∇2
gf(x)) − |∇gf(x)|−2

g

(∇2
gf(x)

)
(∇gf(x), ∇gf(x))

= Δgf(x) − |∇gf(x)|−2
g

(∇2
gf(x)

)
(∇gf(x), ∇gf(x)) .

Thus Graphu is a minimal surface if and only if

|∇gf(x)|2gΔgf(x) − (∇2
gf(x)

)
(∇gf(x), ∇gf(x)) = 0 for all x ∈ Graphu. (3.2)

Next we will calculate the minimal surface equation more explicitly using the conformally Euclidean
metric (3.1). Now gij = c−1δij is the inverse matrix of (3.1) and thus

∇gf = c−1
n∑

j=1

∂xj
f∂xj

, |∇gf |2g = c−1
n∑

i=1

∂xi
f∂xi

f.

Also the Christoffel symbol can be simplified by letting λ = 1
2 log c and hence ∂xi

λ = 1
2 c−1∂xi

c. Then

Γm
ij =

1
2

gml
(

∂xi
gjl + ∂xj

gil − ∂xl
gij

)
=

1
2

c−1
(

∂xi
cδjm + ∂xj

cδim − ∂xmcδij

)
= ∂xi

λδjm + ∂xj
λδim − ∂xmλδij .

Let us next calculate the two parts of (3.2) separately, starting from

c2|∇gf |2gΔgf =

(
n∑

i=1

∂xi
f∂xi

f

) ⎛
⎝ n∑

i=1

∂2
xixi

f −
n∑

m=1

⎛
⎝ n∑

i,j=1

δijΓ
m

ij

⎞
⎠ ∂xmf

⎞
⎠

=

(
n∑

i=1

∂xi
f∂xi

f

) (
n∑

i=1

∂2
xixi

f − (2 − n)
n∑

m=1

∂xmλ∂xmf

)
,

9
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and the other part becomes

c2∇2
gf(∇gf, ∇gf)

=
(

∂2
xixj

f − Γm
ij∂xmf

)
cgia∂xafcgjb∂xb

f

=
n∑

i,j=1

(
∂2

xixj
f −

n∑
m=1

(
∂xi

λδjm + ∂xj
λδim − ∂xmλδij

)
∂xmf

)
∂xi

f∂xj
f

=
n∑

i,j=1

(
∂2

xixj
f − ∂xi

λ∂xj
f − ∂xj

λ∂xi
f +

(
n∑

m=1

∂xmλ∂xmf

)
δij

)
∂xi

f∂xj
f

=
n∑

i,j=1

(
∂2

xixj
f − 2∂xi

λ∂xj
f

)
∂xi

f∂xj
f +

(
n∑

i=1

∂xi
f∂xi

f

) (
n∑

m=1

∂xmλ∂xmf

)
.

Now

c2|∇gf |2gΔgf − c2∇2
gf (∇gf, ∇gf)

=

(
n∑

i=1

(
∂xi

f
)2

) (
n∑

i=1

∂2
xixi

f + (n − 3)
n∑

m=1

∂xmλ∂xmf

)

−
n∑

i,j=1

(
∂2

xixj
f − 2∂xi

λ∂xj
f

)
∂xi

f∂xj
f.

Plugging the above to (3.2), we get that Σ is a minimal surface if and only if(
n∑

i=1

(
∂xi

f
)2

) (
n∑

i=1

∂2
xixi

f + (n − 3)
n∑

m=1

∂xmλ∂xmf

)
(3.3)

−
n∑

i,j=1

(
∂2

xixj
f − 2∂xi

λ∂xj
f

)
∂xi

f∂xj
f = 0

for x ∈ Σ .
Insert next f(x′, xn) = xn − u(x′) to the above in order to get an equation in terms of the function u.

Then the first line of (3.3) becomes (note that ∂xnu = 0)(
n∑

i=1

δin − 2δin∂xi
u +

(
∂xi

u
)2

) (
−

n∑
i=1

∂2
xixi

u + (n − 3)
n∑

m=1

∂xmλ(δmn − ∂xmu)

)

=
(

1 + |∇u|2
)

(−Δu + (n − 3)(∂xnλ − ∇x′λ · ∇u)) .

The second line is equal to

−
n∑

i,j=1

(−∂2
xixj

u − 2∂xi
λ(δjn − ∂xj

u))(δinδjn − δin∂xj
u − δjn∂xi

u + ∂xi
u∂xj

u)

=
n∑

i,j=1

∂2
xixj

u∂xi
u∂xj

u + 2∂xnλ − 2
n−1∑
i=1

∂xi
λ∂xi

u + 2
n−1∑
j=1

∂xnλ(∂xj
u)2

− 2
n−1∑
i,j=1

∂xi
λ∂xi

u(∂xj
u)2

= ∇uT ∇2u∇u + 2∂xnλ − 2∇x′λ · ∇u + 2∂xnλ|∇u|2 − 2∇x′λ · ∇u|∇u|2
= ∇uT ∇2u∇u + 2 (∂xnλ − ∇x′λ · ∇u) (1 + |∇u|2).

10
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Combining these two, we get that Graphu is a minimal surface if and only if the function u satisfies the
following minimal surface equation

− Δu +
∇uT ∇2u∇u

1 + |∇u|2 − n − 1
2c(x′, u(x′))

(∇x′c(x′, u(x′)) · ∇u − ∂xnc(x′, u(x′))) = 0 (3.4)

for all x′ ∈ Ω . Multiplying both sides with (1 + |∇u|2)−1/2 gives

− div

(
∇u

(1 + |∇u|2)1/2

)
−

n−1∑
i,j=1

∂xj
u

(1 + |∇u|2)1/2

∂xj
cδii

2c
+

(n − 1)∂xnc

2c(1 + |∇u|2)1/2

= − div

(
∇u

(1 + |∇u|2)1/2

)
−

n−1∑
i,j=1

∂xj
u

(1 + |∇u|2)1/2
Γ i

ij +
(n − 1)∂xnc

2c(1 + |∇u|2)1/2

= − divgn−1

(
∇u

(1 + |∇u|2)1/2

)
+

(n − 1)∂xnc

2c(1 + |∇u|2)1/2

= 0.

In the Euclidean setting, c ≡ 1, this is the more familiar Euclidean minimal surface equation.

4. Preliminaries for the higher order linearization

In this section we use the method of higher order linearization on the minimal surface equation derived
in the previous section. From now on, assume that Ω ⊂ R

n−1 is a bounded domain. Let us start by looking
at the assumptions of Proposition 2.1, where it is assumed that u ≡ 0 is a solution to (3.4). This leads to
the condition that

∂xnc(x′, 0) = 0, x′ ∈ Ω , (4.1)

which can be seen as follows. For a constant function u : Ω → R, u(x′) = d to be a solution to (3.4) is
equivalent with

− n − 1
2c(x′, d)

∂xnc(x′, d) = 0 for all x′ ∈ Ω ,

which is equivalent with ∂xnc(x′, d) = 0 for all x′ ∈ Ω . The assumption (4.1) comes by setting d = 0.
Next we will focus on the boundary value problem (2.1) in the setting described above and calculate

the first and second order linearizations of (2.1) and the corresponding linearizations of the DN map. This
could be done directly from (3.4) but we will follow the general method in Section 2 and begin by defining
a function F :Rn2 → R,

F (x′, u, p, P ) := −
n−1∑
i=1

Pii − n − 1
2c(x′, u)

(
n−1∑
i=1

pi∂xi
c(x′, u) − ∂xnc(x′, u)

)

+
1

1 + |p|2
n−1∑
i,j=1

Pijpipj .

Here p = (p1, . . . , pn−1) ∈ R
n−1, P = (Pij) is an (n − 1) × (n − 1) matrix and x′ ∈ R

n−1. Then (3.4) is
equivalent with F (x′, u, ∇u, ∇2u) = 0 for all x′ ∈ Ω .

Let us start with the first linearization. For this, let x′ ∈ Ω . As shown in Section 2, we need to differentiate
F with respect to u, p and P . The first derivatives with respect to variable P are

∂Pkl
F (x′, u, p, P ) = −δkl +

pkpl

1 + |p|2 .

11
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When evaluated at ε1 = · · · = εk = 0, we get

∂Pkl
F (x′, 0, 0, 0) = −δkl.

Next calculation is ∇pF :

∂pk
F (x′, u, p, P ) = −n − 1

2c
∂xk

c − 2pk

(1 + |p|2)2

n−1∑
i,j=1

Pijpipj

+
1

1 + |p|2
n−1∑
i,j=1

Pij(δikpj + δjkpi)

= −n − 1
2c

∂xk
c − 2pk

(1 + |p|2)2

n−1∑
i,j=1

Pijpipj

+
1

1 + |p|2

⎛
⎝n−1∑

j=1

Pkjpj +
n−1∑
i=1

Pikpi

⎞
⎠ .

Setting ε1 = · · · = εk = 0, this becomes

∂pk
F (x′, 0, 0, 0) = − n − 1

2c(x′, 0)
∂xk

c(x′, 0).

Since the solution operator S from Proposition 2.1 is smooth, the solution u(x′, ε) depends smoothly on ε

and thus u(x′, ε)
∣∣
ε1=···=εk=0 = 0. Hence the coordinate xn is 0 since we are on the graph of u.

What is left to calculate is the derivative ∂uF :

∂uF (x′, u, p, P ) = −n − 1
2c2 (∂xnc)2 +

n − 1
2c

∂2
xn

c

+
n − 1
2c2 ∂xnc

n−1∑
i=1

∂xi
cpi − n − 1

2c

n−1∑
i=1

∂xi
∂xncpi.

Hence, when evaluated at ε1 = · · · = εk = 0

∂uF (x′, 0, 0, 0) =
n − 1

2c(x′, 0)
∂2

xn
c(x′, 0),

since ∂xnc(x′, 0) = 0.
In Theorem 1.1 the condition ∂2

xn
c(x′, 0) = 0 is assumed and thus

∂uF (x′, 0, 0, 0) = 0. (4.2)

Now the first linearization (2.5) is the following boundary value problem⎧⎪⎨
⎪⎩
Δvl +

n − 1
2c(x′, 0)

∇x′c(x′, 0) · ∇vl = 0, in Ω

vl = fl, on ∂Ω .

(4.3)

By multiplying the first equation in (4.3) with c(x′, 0)
n−1

2 we see that (4.3) is equivalent with⎧⎨
⎩div

(
c(x′, 0)

n−1
2 ∇vl

)
= 0, in Ω

vl = fl, on ∂Ω .

12
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Hence the first linearization of the DN-map (1.3) at f = 0 is

(DΛc)0 : Cs(∂Ω) → Cs−1(∂Ω), f 
→ ∂νvf

∣∣
∂Ω

. (4.4)

In dimension 3−1 = 2 one can recover c(x′, 0) up to a multiplicative constant using a boundary determination
result [2] together with the knowledge of the partial DN-map [10]. When n > 3, c(x′, 0) can be recovered,
again up to a multiplicative constant, combining the same boundary determination result and the DN
map [29] or the partial DN map (when Ω is as described in Theorem 1.1 part (2) [12]). Details will be
shown in the proof of Theorem 1.1.

For the second linearization, as can be seen from (2.7), second derivatives of the map F need to be
calculated. Firstly

∂Prs∂Pkl
F (x′, u, p, P ) = 0,

∂Pkl
∂uF (x′, u, p, P ) = ∂u∂Pkl

F (x′, u, p, P ) = 0

and hence, when evaluated at ε1 = · · · = εk = 0, these vanish. Let us next calculate other mixed derivatives.
Now

∂ps∂Pkl
F (x′, u, p, P ) =

−2ps

(1 + |p|2)2
pkpl +

1
1 + |p|2 (δkspl + δlspk)

and when evaluated at ε1 = · · · = εk = 0

∂ps∂Pkl
F (x′, 0, 0, 0) = ∂Pkl

∂psF (x′, 0, 0, 0) = 0.

Also
∂pk

∂uF (x′, u, p, P ) =
n − 1
2c2 ∂xnc∂xk

c − n − 1
2c

∂xk
∂xnc.

Setting ε1 = · · · = εk = 0 we have

∂pk
∂uF (x′, 0, 0, 0) = ∂u∂pk

F (x′, 0, 0, 0) = 0,

since ∂xk
∂xnc(x′, 0) = 0 for k = 1, . . . , n − 1.

What is left are the second derivatives with respect to the variables p and u. Let us start from the variable
p:

∂ps∂pk
F (x′, u, p, P ) =

−2δsk

(1 + |p|2)2

n−1∑
i,j=1

Pijpipj

− 2pk

⎛
⎝ −4ps

(1 + |p|2)3

n−1∑
i,j=1

Pijpipj +
1

(1 + |p|2)2

n−1∑
i,j=1

Pij(δispj + δjspi)

⎞
⎠

− 2ps

(1 + |p|2)2

⎛
⎝n−1∑

j=1

Pkjpj +
n−1∑
i=1

Pikpi

⎞
⎠ +

1
1 + |p|2 (Pks + Psk).

Hence when evaluating at ε1 = · · · = εk = 0

∂pr ∂pk
F (x′, 0, 0, 0) = 0.

For the variable u the second derivative reads

∂u∂uF (x′, u, p, P ) =
n − 1

c3 (∂xnc)3 − 3(n − 1)
2c2 ∂xnc∂2

xn
c

+
n − 1

2c
∂3

xn
c − n − 1

c2 (∂xnc)2
n−1∑
i=1

∂xi
cpi

13
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+
n − 1

2c

(
∂2

xn
c

n−1∑
i=1

∂xi
cpi + ∂xnc

n−1∑
i=1

∂xi
∂xncpi

)

+
n − 1
2c2 ∂xnc

n−1∑
i=1

∂xi
∂xncpi − n − 1

2c

n−1∑
i=1

∂xi
∂2

xn
cpi.

Thus, letting at ε1 = · · · = εk = 0

∂2
uF (x′, 0, 0, 0) =

n − 1
2c(x′, 0)

∂3
xn

c(x′, 0).

Let us plug the calculated derivatives in (2.6) to find out what is the second linearization:

I = n−1
2c(x′,0) ∂2

xn
c(x′, 0)w(al) + n−1

2c(x′,0) ∂3
xn

c(x′, 0)vlva − n−1
2c(x′,0) ∇x′c(x′, 0) · ∇w(al) − Δw(al).

Here va, vl satisfy (4.3) with corresponding boundary values. Now the function w(al) = (∂2
εaεl

u)(x′, 0, . . . , 0)
solves ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
Δw(al) + n−1

2c(x′,0) ∇x′c(x′, 0) · ∇w(al)

+ 1−n
2c(x′,0) ∂2

xn
c(x′, 0)w(al) + 1−n

2c(x′,0) ∂3
xn

c(x′, 0)vlva = 0, in Ω

w(al) = 0, on ∂Ω .

(4.5)

In Theorem 1.1 there is an assumption that ∂2
xn

c(x′, 0) = 0 and thus the term n−1
2c(x′,0) ∂2

xn
c(x′, 0)w(al)

vanishes. Now the boundary value problem (4.5) is equivalent with⎧⎨
⎩

div
(

c(x′, 0)
n−1

2 ∇w(al)
)

− n−1
2 c(x′, 0)

n−1
2 −1∂3

xn
c(x′, 0)vlva = 0, in Ω

w(al) = 0, on ∂Ω .
(4.6)

5. Proof of Theorem 1.1

Now we use the method of higher order linearization to prove our main result. This will also make use of
the linearizations calculated in the previous section. Before the proof we state a proposition which says that
products of solutions to the Schrödinger equation form a complete set in L1(Ω) for n ≥ 2 (when n ≥ 3 [29],
when n = 2 [3], see also [1] and [23, Proposition 2.1] where this result is stated in the following form).

Proposition 5.1. Let Ω ⊂ R
n, n ≥ 2, be a bounded domain with C∞ boundary, q1, q2 ∈ C∞(Ω̄) and let

f ∈ L∞(Ω). Assume that ∫
Ω

fv1v2 dx = 0,

for all vj solving (−Δ + qj)vj = 0 in Ω . Then f ≡ 0 in Ω .

Proof of Theorem 1.1. The assumptions of Proposition 2.1 hold for our case and thus (1.5) is well-posed.
Assume now that we have two conformal factors c1, c2 on the manifold M . As in Section 2, let ε1, . . . , εN+1

be sufficiently small numbers, ε = (ε1, . . . , εN+1), f1, . . . , fN+1 ∈ Cs(∂Ω) and uj(x, ε) be the unique small
solution to {

F j(x, uj , ∇uj , ∇2uj) = 0, in Ω

uj =
∑N+1

m=1 εmfm, on ∂Ω ,

for j = 1, 2, where F j is (1.1) with c replaced by cj .
The proof now divides to the cases (1) and (2) and we will prove first (1). It is the most straightforward

of these cases and the other cases are proven similarly with only minor modifications.
14
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Case (1): Assume now that

Λc1(f) = Λc2(f) (5.1)

for all f ∈ Cs(∂Ω) sufficiently small. Now we have the corresponding F 1, F 2 and the first linearization of
Λcj

is (4.4), with c(x′, 0) replaced by cj(x′, 0), which corresponds to the conductivity equation

⎧⎨
⎩

div
(

cj(x′, 0)
n−1

2 ∇vl
j

)
= 0, in Ω

vl
j = fl, on ∂Ω ,

(5.2)

for j = 1, 2. Using boundary determination from [2] for the case of Laplacian with a convection term we get
for x′ ∈ ∂Ω

∇x′c1(x′, 0)
c1(x′, 0)

=
∇x′c2(x′, 0)

c2(x′, 0)
⇐⇒ ∇x′

(
ln(c1(x′, 0))

)
= ∇x′

(
ln(c2(x′, 0))

)
.

From this we get that ∇x′(ln(c1(x′, 0)) − ln(c2(x′, 0))) = ∇x′
(

ln c1(x′,0)
c2(x′,0)

)
= 0 which then implies that

c1(x′, 0) = λc2(x′, 0) for x′ ∈ ∂Ω and λ �= 0. (We cannot use boundary determination for the conductivity
equation (e.g. [15]) because the DN maps are different: here f 
→ ∂νvf

∣∣
∂Ω

instead of f 
→ c1(x′, 0)∂νvf

∣∣
∂Ω

.)
It is known that the knowledge of this linearized DN map combined with c1(x′, 0)|∂Ω = λc2(x′, 0)|∂Ω gives
us c1(x′, 0) = λc2(x′, 0) in Ω [29].

By the gauge invariance of (4.3) (replacing c2(x′, 0) = λ−1c1(x′, 0)) we have that vl
j solves the equation

⎧⎨
⎩

div
(

c1(x′, 0)
n−1

2 ∇vl
j

)
= 0, in Ω

vl
j = fl, on ∂Ω .

Since solutions to this are unique, we define vl := vl
1 = vl

2.
For recovering the higher order derivatives of cj(x′, 0) we can use the second linearizations (from (4.6))

⎧⎨
⎩

div
(

cj(x′, 0)
n−1

2 ∇w
(al)
j

)
− n−1

2 cj(x′, 0)
n−1

2 −1∂3
xn

cj(x′, 0)vlva = 0, in Ω

w
(al)
j = 0, on ∂Ω .

(5.3)

corresponding to j = 1, 2. Notice that if we replace c2(x′, 0) by λ−1c1(x′, 0) in (4.5), except in the third
order derivative, we get that wal

2 solves

⎧⎨
⎩

div
(

c1(x′, 0)
n−1

2 ∇w
(al)
2

)
− λ n−1

2 c1(x′, 0)
n−1

2 −1∂3
xn

c2(x′, 0)vlva = 0, in Ω

w
(al)
2 = 0, on ∂Ω .

(5.4)

Subtract now (5.3) for j = 1 from (5.4), integrate against v ≡ 1 (solution to the first linearization) over Ω

∫
Ω

div(c1(x′, 0)
n−1

2 ∇w
(al)
1 − c1(x′, 0)

n−1
2 ∇w

(al)
2 )

−
(

n − 1
2

c1(x′, 0)
n−1

2 −1∂3
xn

c1(x′, 0) − λ
n − 1

2
c1(x′, 0)

n−1
2 −1∂3

xn
c2(x′, 0)

)
vlva dx′

= 0

15
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and use integration by parts to have

0 =
∫

∂Ω

c1(x′, 0)
n−1

2
(

∇w
(al)
1 · ν − ∇w

(al)
2 · ν

)
dS

=
∫
Ω

div(c1(x′, 0)
n−1

2 ∇w
(al)
1 − c2(x′, 0)

n−1
2 ∇w

(al)
2 ) dx′

=
∫
Ω

n − 1
2

c1(x′, 0)
n−1

2 −1 (
∂3

xn
c1(x′, 0) − λ∂3

xn
c2(x′, 0)

)
vlva dx′.

This is true since by (5.1)
∂νu1

∣∣
∂Ω

= ∂νu2
∣∣
∂Ω

and applying ∂εa∂εl

∣∣
ε=0 to this implies

∂νw
(al)
1

∣∣
∂Ω = ∂νw

(al)
2

∣∣
∂Ω , for a, l ∈ {1, . . . , k}.

Thus ∫
Ω

c1(x′, 0)
n−1

2 −1 (
∂3

xn
c1(x′, 0) − λ∂3

xn
c2(x′, 0)

)
vlva dx′ = 0 (5.5)

for any va, vl solving the conductivity equation (5.2). A solution to (5.2) is equivalently a solution to⎧⎪⎨
⎪⎩

(
−Δx′ + Δx′ cj(x′,0)α/2

cj(x′,0)α/2

)
gl = 0, in Ω

gl = cj(x′, 0)α/2fl, on ∂Ω ,

where α = n−1
2 , gl = cj(x′, 0)α/2vl and Δx′ denotes the Laplacian with respect to the first two variables.

Hence by using the fact that a product of a pair of solutions (Proposition 5.1) is dense in L1(Ω), we get

∂3
xn

c1(x′, 0) = λ∂3
xn

c2(x′, 0), x′ ∈ Ω .

Also (5.3), (5.4) together with the previous equality and c1(x′, 0) = λc2(x′, 0), gives the following boundary
value problem ⎧⎨

⎩
div

(
c1(x′, 0)

n−1
2 ∇

(
w

(al)
1 − w

(al)
2

))
= 0, in Ω

w
(al)
1 − w

(al)
2 = 0, on ∂Ω .

This has a unique solution and thus w
(al)
1 = w

(al)
2 .

Next we use induction to show ∂k
xn

c1(x′, 0) = λ∂k
xn

c2(x′, 0) for all k ∈ N. By the above this already holds
for k = 0, 1, 2, 3. Our assumption now is

∂k
xn

c1(x′, 0) = λ∂k
xn

c2(x′, 0), x′ ∈ Ω , for all k = 0, 1, 2, . . . , N ∈ N, N > 3.

Let us do a subinduction to prove

∂k
l1...lk

u1(x′, 0) = ∂k
l1...lk

u2(x′, 0), x′ ∈ Ω ,

for all k = 1, . . . , N , where ∂k
l1...lk

uj(x′, 0) = ∂kuj(x′,0)
∂εl1

...∂εlk

. Above we have shown this for k = 1, 2. Assume that

it holds for k ≤ K < N . Then the linearization of order K + 1 is, when evaluated at ε1 = · · · = εK+1 = 0,

div
(

cj(x′, 0)
n−1

2 ∇
(

∂K+1
l1...lK+1

uj(x′, 0)
))

+ RK(uj , cj(x′, 0), 0) (5.6)

+ Ccj(x′, 0)
n−1

2 −1∂K+2
xn

cj(x′, 0)

(
K+1∏
k=1

v(lk)

)
= 0,

16
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x′ ∈ Ω , where C �= 0. Actually C = n−1
2 , since it comes from the u derivatives of F and is the constant n−1

2
appearing in front of the second term of F . Also, here R is a polynomial of ∂k

xn
cj(x′, 0), ∂k

l1...lk
u1(x′, 0)

and the components of ∇x′
(
∂k

xn
cj(x′, 0)

)
. Now an integration by parts argument similar to the case of

the second linearization and together with Proposition 5.1 (choosing v3 = · · · = vK+1 = 1) gives
∂K+2

xn
c1(x′, 0) = λ∂K+2

xn
c2(x′, 0).

Subtracting Eqs. (5.6) (similarly as for Eqs. (5.3) and (5.4)) for j = 1, 2 we get
⎧⎨
⎩

div
(

c1(x′, 0)
n−1

2 ∇
(

∂K+1
l1...lK+1

u1(x′, 0) − ∂K+1
l1...lK+1

u2(x′, 0)
))

= 0, in Ω

∂K+1
l1...lK+1

u1(x′, 0) − ∂K+1
l1...lK+1

u2(x′, 0) = 0, on ∂Ω .

This is true, since by induction assumptions for all x′ ∈ Ω we have ∇x′
(
∂k

xn
c1(x′, 0) − ∂k

xn
c2(x′, 0)

)
= 0

and the other terms agree for j = 1, 2, k ≤ K. Again, by the uniqueness of solutions, ∂K+1
l1...lK+1

u1(x′, 0) =
∂K+1

l1...lK+1
u2(x′, 0), x′ ∈ Ω , which ends the subinduction.

Returning to the original induction, the linearization of order N + 1 at ε1 = · · · = εN+1 = 0 is

div
(

cj(x′, 0)
n−1

2 ∇
(

∂N+1
l1...lN+1

uj(x′, 0)
))

+ RN+1(uj , cj(x′, 0), 0) + Ccj(x′, 0)
n−1

2 −1∂N+2
xn

cj(x′, 0)

(
N+1∏
k=1

v(lk)

)
= 0,

x′ ∈ Ω . By the subinduction, the terms RN (uj , cj(x′, 0), 0) agree for j = 1, 2. Thus by subtracting, using
integration by parts and that ∂ν∂N+1

l1...lN+1
u1(x′, 0)|∂Ω = ∂ν∂N+1

l1...lN+1
u2(x′, 0)|∂Ω we get

∫
Ω

cj(x′, 0)
n−1

2 −1 (
∂N+2

xn
c1(x′, 0) − λ∂N+2

xn
c2(x′, 0)

) N+1∏
k=1

vlk dx′ = 0.

Choosing all but two of the functions vlk to be equal to 1, we have by the completeness of such solutions
(Proposition 5.1) that

∂N+2
xn

c1(x′, 0) = λ∂N+2
xn

c2(x′, 0), x′ ∈ Ω ,

which ends the proof for case (1).
Case (2): Now we assume that the partial DN maps coincide for f ∈ Uδ, spt(f) ⊂ Γ . Then, as in

the previous case, from the first linearization we get c1(x′, 0) = λc2(x′, 0) in Ω (using first the boundary
determination from [2], then [10] for n = 3 and [12] for n > 3). Now define vl := vl

1 = vl
2 again by uniqueness

of solutions.
Moving to the second order linearizations and recovering higher order derivatives produces some extra

work since we only have partial data. From the assumption that the DN maps coincide we get

∂νwal
1

∣∣
Γ = ∂νwal

2
∣∣
Γ . (5.7)

If we would now integrate the difference of (5.3), for j = 1, and (5.4) against v ≡ 1 and integrate by parts,
some terms would not cancel out. Let us instead introduce the function v(0) which is a solution to⎧⎪⎪⎨

⎪⎪⎩
div

(
c1(x′, 0)

n−1
2 ∇v(0)

)
= 0, in Ω

v(0) = 0, on ∂Ω \ Γ

v(0) = g, on Γ ,

(5.8)
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where g ∈ C∞
c (Γ ) such that g ≥ 0 and g �≡ 0. Then by the maximum principle v(0) > 0 in Ω . Now we

integrate against this and use integration by parts to have∫
Ω

n − 1
2

c1(x′, 0)
n−1

2 −1 (
∂3

xn
c1(x′, 0) − λ∂3

xn
c2(x′, 0)

)
v(0)vlva dx′

=
∫
Ω

div
(

c1(x′, 0)
n−1

2 ∇
(

w
(al)
1 − w

(al)
2

))
v(0) dx′

=
∫
Ω

(wal
1 − wal

2 ) div
(

c1(x′, 0)
n−1

2 ∇v(0)
)

dx′

+
∫
Γ

c1(x′, 0)
n−1

2
(

∂ν(wal
1 − wal

2 )v(0) − (wal
1 − wal

2 )∂νv(0)
)

dS

+
∫

∂Ω\Γ
c1(x′, 0)

n−1
2

(
∂ν(wal

1 − wal
2 )v(0) − (wal

1 − wal
2 )∂νv(0)

)
dS

= 0.

In the last inequality we used Eq. (5.7), the fact that v(0) solves (5.8) and that wal
j = 0 on ∂Ω for j = 1, 2.

Then using Proposition 5.1 and the positivity of v(0) we can conclude

∂3
xn

c1(x′, 0) = λ∂3
xn

c2(x′, 0), x′ ∈ Ω .

As in the previous case we use induction to show ∂k
xn

c1(x′, 0) = λ∂k
xn

c2(x′, 0) for all k ∈ N. By the above
this already holds for k = 0, 1, 2, 3. Our assumption now is

∂k
xn

c1(x′, 0) = λ∂k
xn

c2(x′, 0), x′ ∈ Ω , for all k = 0, 1, 2, . . . , N ∈ N, N > 3.

By a subinduction we can show that

∂k
l1...lk

u1(x′, 0) = ∂k
l1...lk

u2(x′, 0), x′ ∈ Ω ,

for all k = 1, . . . , N , where ∂k
l1...lk

uj(x′, 0) = ∂kuj(x′,0)
∂εl1

...∂εlk

. This goes in the same way as in the previous case
except the integration by parts argument needs to be done as shown in this case.

Returning to the original induction, the rest of the proof is again the same as in case (2). We only need to
modify the integration by parts argument using again the function v(0) and Proposition 5.1 which finishes
the proof. �
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In this article we focus on inverse problems for a semilinear elliptic equation. We 
show that a potential q in Ln/2+ε, ε > 0, can be determined from the full and 
partial Dirichlet-to-Neumann map. This extends the results from [20] where this is 
shown for Hölder continuous potentials. Also we show that when the Dirichlet-to-
Neumann map is restricted to one point on the boundary, it is possible to determine 
a potential q in Ln+ε. The authors of [25] proved this to be true for Hölder continuous 
potentials.
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1. Introduction

In this paper we consider an inverse problem of determining a potential in L
n
2+ε, for positive ε, from the 

Dirichlet-to-Neumann (DN) map related to the boundary value problem for a semilinear elliptic equation

{
Δu+ qum = 0, in Ω
u = f, on ∂Ω,

(1.1)
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where m ≥ 2, m ∈ N, and Ω ⊂ Rn open and bounded. This boundary value problem is well posed for 
q ∈ L

n
2+ε(Ω) and a certain class of boundary values. In fact we show that there is δ > 0 such that for all 

(see [21] for Sobolev spaces)

f ∈ Uδ := {h ∈ W 2− 1
p ,p(∂Ω): ||h||

W
2− 1

p
,p(∂Ω)

< δ}

there exists a unique small solution u ∈ W 2,p(Ω) with sufficiently small norm. Here and in the rest of this 
article, we denote p := n

2 + ε. Thus the DN map can be defined as

Λq : Uδ → W 1− 1
p ,p(∂Ω), f �→ ∂νuf |∂Ω.

Our first main result shows that we can determine the potential from the knowledge of the DN map.

Theorem 1.1. Let Ω ⊂ Rn, n ≥ 2, be a bounded open set with C∞ boundary, ε > 0 and q1, q2 ∈ L
n
2+ε(Ω). 

Let Λqj
be the DN maps associated to the boundary value problems

{
Δu+ qjum = 0, in Ω
u = f, on ∂Ω,

(1.2)

for j = 1, 2, and assume that Λq1f = Λq2f for all f ∈ Uδ with δ > 0 sufficiently small. Then q1 = q2 in Ω.

This result is a special case of Theorem 1.2 but we give a proof because it is helpful for the other two 
main theorems of this paper. Also the proof of Theorem 1.1 gives a reconstruction formula for the potential 
q via the Fourier transform (see Corollary 3.1).
The proof Theorem 1.1 is quite similar as in [19] and it uses the method of higher order linearization 

first introduced in [18] and further developed in the works [9], [19]. The key ingredient in this proof is the 
following integral identity which characterizes the m-th order linearization of the DN map (DmΛq)0 at 0
[19, Proposition 2.2]:

∫
∂Ω

(DmΛq1 − DmΛq2)0(f1, . . . , fm)fm+1 dS = −(m!)
∫
Ω

(q1 − q2)vf1 · · · vfm+1 dx. (1.3)

Here vfk
are solutions to Δvfk

= 0 with boundary values vfk
|∂Ω = fk. Using this integral identity together 

with a result on density of products of solutions eventually gives q1 = q2 in Ω.
Theorem 1.1 has been proved for Hölder continuous potentials in [9] and [19] but in this article we give 

a first result for a less regular potential (at least to the best of our knowledge). The difference is in proving 
that (1.2) is well-posed when the potential is in Lp(Ω) and defining the DN map as a map from Uδ to 
W 1− 1

p ,p(∂Ω).
In the linear case (Δ + q)u = 0, when n ≥ 3, a similar result for q ∈ L

n
2 (Ω) has been obtained in the 

works [23], [6] and in a more general Riemannian manifold setting in [8], where they used Lp Carleman 
estimates in their proof. The case q ∈ L

n
2 (Ω) is considered optimal in the sense of standard well-posedness 

theory and for the strong unique continuation principle [15]. There are also results when one assumes that 
q ∈ W −1,n(Ω), see for example [11]. When n = 2 the lowest regularity for the potential to have uniqueness in 
the inverse problem, at least to the best of our knowledge, is L 4

3 (Ω) [3]. The same result is true on compact 
Riemannian surfaces with smooth boundary [22]. In dimension two the unique continuation principle holds 
for potentials in Lp(Ω) where p > 1 (see for example [1], [2]).
In addition to the full data case, we consider some partial data results for the Schrödinger equation 

with unbounded potentials. In particular, let Γ be an open subset of the boundary ∂Ω. Define the partial 
Dirichlet-to-Neumann map for f ∈ Uδ, spt(f) ⊂ Γ, as
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ΛΓq f = ∂νu|Γ.

Then from the knowledge of this partial DN map it is possible to determine the potential.

Theorem 1.2. Let Ω ⊂ Rn, n ≥ 2, be a connected open and bounded set with C∞ boundary and let Γ �= ∅ be 
an open subset of the boundary ∂Ω. Let ε > 0, q1, q2 ∈ L

n
2+ε(Ω) and ΛΓqj

be the partial DN maps associated 
to the boundary value problems

⎧⎪⎨
⎪⎩
Δu+ qjum = 0, in Ω
u = 0, on ∂Ω \ Γ
u = f, on Γ

for j = 1, 2. Assume that

ΛΓq1f = ΛΓq2f

for all f ∈ Uδ with spt(f) ⊂ Γ, where δ > 0 sufficiently small. Then q1 = q2 in Ω.

When the potentials are assumed to be Hölder continuous, then this theorem has been proved in [17] and 
[20] using the method of higher order linearization, which we will also use. Here again the key ingredients 
are the integral identity (1.3) and a density result for solutions of the Laplacian [25] (see also [5, Section 
4]).
For the linear Schrödinger equation, partial data results with unbounded potentials have been proved 

only for special cases of partial data. When n ≥ 3, it is proved in [7] that from the knowledge of the partial 
DN map in a specific situation it is possible to determine a potential in L

n
2 (Ω). The authors use a method 

involving the construction of a Dirichlet Green’s function for the conjugated Laplacian. In a similar situation 
on a manifold setting, [26] shows that a potential in L

n
2 can be determined from a particular case of partial 

data. When n = 2 the best known result for the case of an arbitrary open subset of the boundary is for 
potentials in the Sobolev space W 1,p(Ω), for p > 2 [14].
For partial data results, there is still the case when we are restricted to only one point on the boundary. 

In the situation of Δu + qum with the potential q in Cα(Ω̄) this has been proved in [25] using the method of 
higher order linearization. Here we show that the same result holds even if we only assume that q ∈ Ln+ε(Ω)
for a positive ε.

Theorem 1.3. Let Ω ⊂ Rn, n ≥ 2, be a connected open and bounded set with C∞ boundary and let Γ �= ∅
be an open subset of the boundary ∂Ω. Suppose that μ �≡ 0 is a fixed measure on ∂Ω and let ε > 0. Assume 
that q1, q2 ∈ Ln+ε(Ω) satisfy

∫
∂Ω

Λq1(f) dμ =
∫

∂Ω

Λq2(f) dμ (1.4)

for all f ∈ Uδ with spt(f) ⊂ Γ, where δ > 0 sufficiently small. Then q1 = q2 in Ω. Thus when choosing 
μ = δx0 for some fixed x0 ∈ ∂Ω the condition

Λq1(f)(x0) = Λq2(f)(x0) for all f ∈ Uδ with spt(f) ⊂ Γ

gives q1 = q2 in Ω.

The proof of this theorem is very similar to the one in [25] and it uses heavily the identity (1.3) and a 
density result for solutions of the Laplacian [25].
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It is an interesting question if in Theorems 1.1 and 1.2 it is enough to assume the potential q to be in 
L

n
2 (Ω) and if in Theorem 1.3 the potential q could be in Ls(Ω) for s = n or even s < n. The argument given 

for Theorems 1.1 and 1.2 fails when q ∈ L
n
2 (Ω) since the well-posedness (Theorem 2.1) relies on Sobolev 

embedding theorems that fail for the exponent n
2 . For Theorem 1.3 the restriction to s > n comes from 

Lemma 5.1 and that we again use Sobolev embedding theorems that do not work for the exponent n or 
exponents less than n.
The rest of this paper is organized as follows. In section 2 we prove the well-posedness of the boundary 

value problem (1.1). In sections 3 to 5 the proofs for Theorems 1.1, 1.2 and 1.3 are given.

Acknowledgments. The author was supported by the Finnish Centre of Excellence in Inverse Modelling and 
Imaging (Academy of Finland grant 284715). The author would like to thank the anonymous referee for 
helpful comments and Mikko Salo for helpful discussions on everything related to inverse problems.

2. Well-posedness

A short reminder for the reader that we denote here and in the rest of this article p := n
2 + ε.

Theorem 2.1. (Well-posedness) Let Ω ⊂ Rn, n ≥ 2, be a bounded open set with C∞ boundary, ε > 0 and let 
q ∈ Lp(Ω). Then there exist δ, C > 0 such that for any

f ∈ Uδ := {h ∈ W 2− 1
p ,p(∂Ω): ||h||

W
2− 1

p
,p(∂Ω)

< δ},

there is a unique small solution uf in the class {v ∈ W 2,p(Ω): ||w||W 2,p(Ω) ≤ Cδ} of the boundary value 
problem

{
Δu+ qum = 0, in Ω
u = f, on ∂Ω,

(2.1)

where m ∈ N and m ≥ 2. Moreover

||u||W 2,p(Ω) ≤ C||f ||
W

2− 1
p

,p(∂Ω)
,

and there are C∞ maps

S : Uδ → W 2,p(Ω), f �→ uf ,

Λq : Uδ → W 1− 1
p ,p(∂Ω), f �→ ∂νuf |∂Ω.

The proof uses the implicit function theorem between Banach spaces [24, Theorem 10.6 and Remark 
10.5] and is very similar to the one in [19, Proposition 2.1]. The difference here is that we replace Hölder 
spaces with Sobolev spaces and one needs to be careful with various embeddings for these spaces.

Proof. Let

X = W 2− 1
p ,p(∂Ω), Y = W 2,p(Ω), Z = Lp(Ω)× W 2− 1

p ,p(∂Ω)

and F : X × Y → Z,

F (f, u) = (Q(u), u|∂Ω − f),
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where Q(u) = Δu + qum. Let us now show that F has the claimed mapping property. Since u ∈ W 2,p(Ω), 
this implies that u|∂Ω ∈ W 2− 1

p ,p(∂Ω) (see [21]) and Δu ∈ Lp(Ω). Hence we need to show that the term 
qum ∈ Lp(Ω). Since 2 

(
n
2 + ε

)
> n, then by the Sobolev embedding theorem [21] u ∈ C0,α(Ω̄), for 0 < α < 1, 

which is a subset of Ls(Ω) for every 1 ≤ s ≤ ∞. Now this implies

||qum||Lp(Ω) ≤ ||q||Lp(Ω)||um||L∞(Ω) ≤ ||q||Lp(Ω)
(||u||L∞(Ω)

)m
< ∞

and thus qum ∈ Lp(Ω). Hence F has the claimed mapping property.
Next we want to show that F is a C∞ mapping. Since u �→ Δu is a linear map W 2,p(Ω) → Lp(Ω), it 

is enough to show that u �→ qum is a C∞ map W 2,p(Ω) → Lp(Ω). This follows since um is a polynomial. 
More precisely, let u, v ∈ W 2,p(Ω) and use the Taylor formula:

q(u+ v)m =
m∑

j=0

∂j
u(qum)

j!
vj +

1∫
0

∂m+1
u (q(u+ tv)m)

m!
vm+1(1− t) dt

=
m∑

j=0

∂j
u(qum)

j!
vj .

Now for ||v||W 2,p(Ω) ≤ 1 the above gives

∣∣∣∣∣
∣∣∣∣∣q(u+ v)m −

m∑
j=0

∂j
u(qum)

j!
vj

∣∣∣∣∣
∣∣∣∣∣
Lp(Ω)

= 0 ≤ ||v||k+1W 2,p(Ω)

and thus the map u �→ q(x)um is Ck (in the sense of [24, Definition 10.2]) for all k ∈ N. Hence it is a C∞

map and F is also C∞.
Our aim is to use the implicit function theorem for Banach spaces to get a unique solution for the 

boundary value problem (2.1). Firstly, the linearization of F at (0, 0) in the second variable is

DuF |(0,0)(v) = (Δv, v|∂Ω),

which is linear and also F (0, 0) = 0. Secondly, DuF |(0,0) : Y → Z is a homeomorphism. To see this, let 
(φ, g) ∈ Z and consider the boundary value problem

{
Δv = φ, in Ω
v = g, on ∂Ω.

This problem has a unique solution for each pair (φ, g) (see for example [10, Theorem 9.15]), and thus 
DuF |(0,0) is bijective. We also have the estimate

||DuF |(0,0)(v)||2Z = ||Δv||2Lp(Ω) + ||v|∂Ω||2
W

2− 1
p

,p(∂Ω)
≤ M ||v||2W 2,p(Ω),

because the trace operator from W 2,p(Ω) to W 2− 1
p ,p(∂Ω) is bounded (see [21]). Hence DuF |(0,0) is also 

bounded and then the open mapping theorem (see e.g. [24, Theorem 8.33]) tells us that it is also a homeo-
morphism.
Now by the implicit function theorem [24, Theorem 10.6] there exists δ > 0, a neighborhood Uδ =

B(0, δ) ⊂ X and a C∞ map S : Uδ → Y such that F (f, S(f)) = 0 for ||f ||
W

2− 1
p

,p(∂Ω)
≤ δ. Now S is also 

Lipschitz continuous, S(0) = 0, S(f) = u and thus we have
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||u||W 2,p(Ω) ≤ C||f ||
W

2− 1
p

,p(∂Ω)

for C > 0. By redefining δ if necessary we have the estimates ||f ||
W

2− 1
p

,p(∂Ω)
≤ δ, ||u||W 2,p(Ω) ≤ Cδ and 

the implicit function theorem gives that u is the unique small solution of F (f, u) = 0. Also the solution 
operator S : Uδ → W 2,p(Ω) is a C∞ map. Because u ∈ W 2,p(Ω), then ∇u ∈ W 1,p(Ω). The trace operator 
is a bounded linear map from W 1,p(Ω) to W 1− 1

p ,p(∂Ω) (see [21]) and thus ∂νu ∈ W 1− 1
p ,p(∂Ω) is defined 

almost everywhere on ∂Ω. Hence Λq is a well defined C∞ map between Uδ and W 1− 1
p ,p(∂Ω). �

Remark 2.2. In the previous proof, we showed that the mapping DuF |(0,0) is bijective and bounded 
and deduced that it is a homeomorphism. An alternative way to see this is to look at the inverse map 
(DuF |(0,0))−1 : Z → Y and show that it is bijective and bounded. In order to do this, one needs to prove 
the following estimate:

||v||W 2,p(Ω) ≤ C

(
||φ||Lp(Ω) + ||g||

W
2− 1

p
,p(∂Ω)

)
,

where C > 0 does not depend on v, φ and g. This can be done for example by combining the estimate

||v||W 2,p(Ω) ≤ C

(
||φ||Lp(Ω) + ||g||

W
2− 1

p
,p(∂Ω)

+ ||v||Lp(Ω)

)

from [27, Theorem 9.1.3] with the assumption that 0 is not a Dirichlet eigenvalue and using a compactness 
argument.

3. Proof of Theorem 1.1

Using the method of higher order linearization we prove that it is possible to determine a potential in 
Lp(Ω) from the knowledge of full DN map.

Proof of Theorem 1.1. Let λ1, . . . , λm be sufficiently small numbers, λ = (λ1, . . . , λm) and f1, . . . , fm ∈
W 2− 1

p ,p(∂Ω). Let uj(x, λ) ∈ W 2,p(Ω) be the unique small solution to
{
Δuj + qjum

j = 0, in Ω
uj =

∑m
k=1 λkfk, on ∂Ω.

(3.1)

Differentiating this with respect to λl, l ∈ {1, . . . , m} (possible by Theorem 2.1 which shows that S is a C∞

map) and setting λ = 0 gives that vl
j := ∂λl

uj(x, λ)|λ=0 satisfies
{
Δvl

j = 0, in Ω
vl

j = fl, on ∂Ω.
(3.2)

This has a unique solution in W 2,p(Ω) (see for example [10, Theorem 9.15]) and thus we can define vl :=
vl
1 = vl

2. Also the first linearizations of the DN maps Λqj
are the DN maps of the Laplace equation.

Let 1 < a ≤ m − 1 be an integer and l1, . . . , la ∈ {1, . . . , m}. Then the a-th order linearization of (3.1) is
{
Δ(∂λl1

· · · ∂λla
uj(x, λ)|λ=0) = 0, in Ω

∂λl1
· · · ∂λla

uj(x, λ)|λ=0 = 0, on ∂Ω,

and uniqueness of solutions for the Laplace equation gives that 0 is the only solution. Thus the a-th order 
linearizations of the DN maps Λqj

are equal to 0.
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Moving to the m-th order linearization, we apply ∂λ1 · · · ∂λm
|λ=0 to (3.1) which results in the boundary 

value problem

{
Δwj = −m!qj

∏m
k=1 vk, in Ω

wj = 0, on ∂Ω.
(3.3)

Here wj = ∂λ1 · · · ∂λm
uj(x, λ)|λ=0 and the functions vk, k ∈ {1, . . . , m}, are solutions to equation (3.2) with 

corresponding boundary values fk. On the left hand side of (3.3) we are only left with a product of functions 
vk, since after differentiating (3.1) m times with respect to ε, all other terms involve a positive power of uj . 
Proposition 2.1 says that the solution uj depends smoothly on ε and thus when evaluating at ε = 0, the 
function uj vanishes.
By our assumptions we have that Λq1 (

∑m
k=1 λkfk) = Λq2 (

∑m
k=1 λkfk) and thus ∂νu1|∂Ω = ∂νu2|∂Ω. 

Applying ∂λ1 · · · ∂λm
|λ=0 to this gives ∂νw1|∂Ω = ∂νw2|∂Ω. Subtracting (3.3) for j = 1, 2 and integrating 

against v ≡ 1 (a solution of (3.2)) over Ω implies

∫
Ω

m!(q1 − q2)
m∏

k=1

vk dx = −
∫
Ω

Δ(w1 − w2) dx = −
∫

∂Ω

∂ν(w1 − w2) dS = 0. (3.4)

Let us now choose v1, v2 to be the Calderón’s exponential solutions [4]

v1(x) := e(η+iξ)·x, v2(x) := e(−η+iξ)·x, (3.5)

where η, ξ ∈ Rn, η ⊥ ξ and |η| = |ξ|, and vk ≡ 1 for k = 3, . . . , m. Then we get that the Fourier transform 
of the difference q1 − q2 at −2ξ vanishes. Thus q1 = q2 since ξ was arbitrary. �
Notice that this proof gives a reconstruction formula for the potential. In particular, inspecting the last 

lines after equation (3.4) we have the following result which reconstructs the potential q via its Fourier 
transform.

Corollary 3.1. Let Ω ⊂ Rn, n ≥ 2, be a bounded open set with C∞ boundary, ε > 0 and q ∈ Lp(Ω). Let Λq

be the DN map associated to the boundary value problem
{
Δu+ qum = 0, in Ω
u = f, on ∂Ω.

Then, denoting λ = (λ1, . . . , λm),

q̂(−2ξ) = − 1
m!

∫
∂Ω

∂m

∂λ1 · · · ∂λm

∣∣
λ=0Λq

(
m∑

k=1

λkfk

)
dS,

where f1, f2 are the boundary values of Calderón’s exponential solutions (3.5), fk ≡ 1 for 3 ≤ k ≤ m and q̂
is the Fourier transform of q.

4. Proof of Theorem 1.2

We prove the partial data result for determining a potential in Lp(Ω) by using higher order linearization. 
The proof uses similar techniques as in [17] and [20].
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Proof of Theorem 1.2. Let λ1, . . . , λm be sufficiently small numbers, λ = (λ1, . . . , λm) and f1, . . . , fm ∈
W 2− 1

p ,p(∂Ω) with spt(f) ⊂ Γ. Let uj(x, λ) ∈ W 2,p(Ω) be the unique small solution to

{
Δuj + qjum

j = 0, in Ω
uj =

∑m
k=1 λkfk, on ∂Ω.

The first and m-th order linearizations are the same as in the proof of Theorem 1.1, with corresponding 
boundary values. We also define vl := vl

1 = vl
2 by uniqueness of solutions to (3.2). Let v(0) be the solution 

to ⎧⎪⎨
⎪⎩
Δv(0) = 0, in Ω
v(0) = 0, on ∂Ω \ Γ
v(0) = g, on Γ,

where g ∈ C∞
c (Γ) with g non-negative and not identically zero. By the maximum principle, v(0) > 0 in Ω. 

Then subtracting (3.3) for j = 1, 2 and integrating against v(0) gives the following integral identity (compare 
to (3.4))

−
∫
Ω

m!(q1 − q2)v(0)
m∏

k=1

vk dx =
∫
Ω

Δ(w1 − w2)v(0) dx (4.1)

=
∫
Ω

(w1 − w2)Δv(0) dx

+
∫

∂Ω

v(0)∂ν(w1 − w2)− (w1 − w2)∂νv(0) dS

=
∫

∂Ω

v(0)∂ν(w1 − w2)− (w1 − w2)∂νv(0) dS

Here Green’s formula and the fact that Δv(0) = 0 in Ω were used. Now our assumption on the DN maps 
coinciding gives ∂νu1|Γ = ∂νu2|Γ and when applying ∂λ1 · · · ∂λm

|λ=0 to this, we have ∂νw1|Γ = ∂νw2|Γ. Also 
w1 − w2 = 0 on ∂Ω by (3.3) and v(0) = 0 on ∂Ω \ Γ. Using these (4.1) becomes

−
∫
Ω

m!(q1 − q2)v(0)
m∏

k=1

vk dx =
∫

∂Ω

v(0)∂ν(w1 − w2)− (w1 − w2)∂νv(0) dS (4.2)

=
∫

∂Ω\Γ

v(0)∂ν(w1 − w2) dS +
∫
Γ

v(0)∂ν(w1 − w2) dS

= 0.

Now we can apply Theorem 1.3 in [25] (see also [5, Section 4]) which says that the set of products of two 
harmonic functions that vanish on ∂Ω \ Γ is dense in L1(Ω). Thus we can conclude from (4.2) that

m!(q1 − q2)v(0)
m∏

k=3

vk = 0 in Ω.

Let fk ∈ C∞
c (Γ), fk non-negative and fk > 0 somewhere for k = 3, . . . , m. Then again the maximum 

principle gives that vk > 0 in Ω. Combining this with v(0) > 0 in Ω then implies q1 = q2 in Ω. �
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5. Proof of Theorem 1.3

As in [25], we need a lemma stating that the solution to the boundary value problem with a finite Borel 
measure μ as boundary value is in Lr(Ω) for 1 ≤ r < n

n−1 . For the lemma, denote by r′ the dual exponent 
of 1 ≤ r ≤ ∞.

Lemma 5.1. Let Ω ⊂ Rn, n ≥ 2 be a bounded open set with C∞ boundary and μ a finite complex Borel 
measure on ∂Ω. Then for the function

Ψ(x) =
∫

∂Ω

P (x, y) dμ(y), x ∈ Ω, (5.1)

where P (x, y) is the Poisson kernel for Δ in Ω, we have Ψ ∈ Lr(Ω), 1 ≤ r < n
n−1 . Additionally Ψ solves 

the boundary value problem

{
ΔΨ = 0, in Ω
Ψ = μ, on ∂Ω,

where Ψ = μ on ∂Ω means that for any w ∈ W 2,r′
(Ω) with w|∂Ω = 0, in trace sense, one has

∫
∂Ω

∂νw dμ =
∫
Ω

(Δw)Ψ dx. (5.2)

Notice that the left hand side of relation (5.2) is well defined since ∂νw is continuous by the Sobolev 
embedding theorem (see for example [21]): The assumption w ∈ W 2,r′

(Ω) says that ∇w ∈ W 1,r′
(Ω). 

This space embeds to C0,1− n
r′ (Ω̄) if r′ > n. Notice that r′ > n is equivalent with the assumption that 

1 ≤ r < n
n−1 . Also the right hand side of (5.2) is well defined by the fact that Δw ∈ Lr′

(Ω), Ψ ∈ Lr(Ω)
implies (Δw)Ψ ∈ L1(Ω).
The proof of this lemma is the same as in [25, Lemma 2.1.]. The only difference when compared to the 

statement in [25], is that we assume w ∈ W 2,r′
(Ω) instead of w ∈ C2(Ω̄).

Proof of Theorem 1.3. As before, we use the method of higher order linearization. Let λ1, . . . , λm be 
sufficiently small numbers, λ = (λ1, . . . , λm) and f1, . . . , fm ∈ W 2− 1

p ,p(∂Ω) with spt(f) ⊂ Γ. Let 
uj(x, λ) ∈ W 2,p(Ω) be the unique small solution to

{
Δuj + qjum

j = 0, in Ω
uj =

∑m
k=1 λkfk, on ∂Ω.

The first and m-th order linearizations are the same as in the proof of Theorem 1.1, with corresponding 
boundary values. We also define vl := vl

1 = vl
2 by uniqueness of solutions to (3.2).

Let ε > 0 and q1, q2 ∈ Ln+ε(Ω) be such that (1.4) holds for all f ∈ Uδ, spt(f) ⊂ Γ with sufficiently small 
δ. From ∂λ1 · · · ∂λm

Λqj
(f) = ∂λ1 · · · ∂λm

∂νuj |∂Ω = ∂νwj |∂Ω, where wj is the solution to (3.3), and equation 
(1.4) we get that

∫
∂Ω

(∂νw1 − ∂νw2) dμ = 0.
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Let Ψ ∈ L(n+ε)′(Ω) be the function given by (5.1) which is a solution to

{
ΔΨ = 0, in Ω
Ψ = μ, on ∂Ω

in the sense of Lemma 5.1. Notice that (n + ε)′ < n
n−1 and wj ∈ W 2,n+ε(Ω) because −m!qj

∏m
k=1 vk ∈

Ln+ε(Ω) (see for example [10, Theorem 9.15]). Thus combining (5.2) and (3.3) gives

0 =
∫

∂Ω

(∂νw1 − ∂νw2) dμ =
∫
Ω

Δ(w1 − w2)Ψ dx = −
∫
Ω

m!(q1 − q2)
m∏

k=1

vkΨ dx,

where each vk is a solution to the Laplace equation with corresponding boundary value fk. Let f3, . . . , fm ∈
C∞(∂Ω) be such that spt(fk) ⊂ Γ, fk ≥ 0 and fk > 0 somewhere, then by the maximum principle vk > 0 in 
Ω. Choosing the boundary values f1, f2 ∈ C∞(∂Ω), spt(f1), spt(f2) ⊂ Γ, we get by elliptic regularity that 
v1, v2 are smooth and thus we may apply Theorem 1.3 from [25] (see also [5, Section 4]) to get

m!(q1 − q2)v3 · · · vmΨ = 0 a.e. in Ω.

The positivity of v3, . . . , vm implies that (q1 − q2)Ψ = 0 a.e. in Ω. Now we claim that Ψ cannot vanish 
in any set E ⊂ Ω of positive measure. This can be seen as follows: We argue by contradiction and assume 
that Ψ = 0 in E ⊂ Ω where E has positive measure. Then by a unique continuation principle (see for 
example [12], n > 2, and for n = 2 [13]) Ψ = 0 in Ω. From [16] there is a constant c > 0 such that for all 
(x, y) ∈ Ω × ∂Ω

c · dist(x, ∂Ω)
|x − y|n ≤ P (x, y).

In view of the definition of Ψ in (5.1) this would imply that μ ≡ 0 which is a contradiction. Hence we must 
have that q1 = q2 a.e. in Ω. �
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AN INVERSE PROBLEM FOR THE MINIMAL SURFACE EQUATION IN

THE PRESENCE OF A RIEMANNIAN METRIC

JANNE NURMINEN

Abstract. In this work we study an inverse problem for the minimal surface equa-
tion on a Riemannian manifold (Rn

, g) where the metric is of the form g(x) =
c(x)(ĝ ⊕ e). Here ĝ is a simple Riemannian metric on R

n−1, e is the Euclidean
metric on R and c a smooth positive function. We show that if we know the as-
sociated Dirichlet-to-Neumann maps corresponding to metrics g and c̃g, then the
Taylor series of the conformal factor c̃ at xn = 0 is equal to a positive constant. We
also show a partial data result when n = 3.
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minimal surface equation
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1. Introduction

This article focuses on an inverse problem for the minimal surface equation (MSE),
which is a quasilinear elliptic PDE. In particular we consider MSE on a manifold
(Rn, g), n ≥ 3, where

(1.1) g(x′, xn) = c(x′, xn)

(
ĝ(x′) 0
0 1

)
.

Here (x′, xn) ∈ R
n−1×R, ĝ is a Riemannian metric on R

n−1 and c ∈ C∞(Rn), c(x) > 0
for all x ∈ R

n. Inverse problems for the MSE were considered in [Nur23a] where ĝ was
Euclidean and in [CLLO22] where c = 1. Now we consider metrics of the form (1.1)
which includes both of these cases. Metrics with local coordinates of the form (1.1)
were introduced for example in [DKSU09], [DKLS16] where the Calderón problem
was studied.

Department of Mathematics and Statistics, University of Jyväskylä
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1
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Let Ω ⊂ R
n−1 be a bounded domain. In order to define a minimal surface, we

introduce notation for Riemannian Hessian and norm of the gradient

∇2
gu =

(
∂2
xixj

u− Γm
ij∂xm

u
)n

i,j=1
, |∇gu|

2
g = gij∂xi

u∂xj
u.

We use the Einstein summation convention where there is no chance to misinterpret.
Also here Γm

ij are the standard Christoffel symbols. Now define the Laplace-Beltrami
operator to be the trace of the Hessian

Δgu = Tr(∇2
gu) = gij

(
∂2
xixj

u− Γm
ij∂xm

u
)
.

Then for the metric (1.1) the MSE has the form

divg

⎛
⎝ ∇gu(

1 + |∇gu|2g
) 1

2

⎞
⎠

(1.2)

+
Δgu(1− c−1) + 1

2c
(∇gu)

j∂xj
c(1 + |∇gu|

2
g − c−2) + n−1

2c3
∂xn

c(1 + |∇ĝu|
2
ĝ)(

1 + |∇gu|2g
) 3

2

= 0.

For the derivation of this equation, see Section 2. When c = 1, one gets the MSE from
[CLLO22]. The graph of a function u : Ω ⊂ R

n−1 → R is called a minimal surface if
it satisfies (1.2) for all x′ ∈ Ω.

We will look at the boundary value problem

(1.3)

{
F (x′, u,∇gu,∇

2
gu) = 0 in Ω

u = f, on ∂Ω

where F : Rn2

→ R,

F (x′, u,∇gu,∇
2
gu) :=

(
−Δĝu+

1− n

2c
ĝmr∂xr

c∂xm
u+

n− 1

2c
∂xn

c

)
(1 + |∇ĝu|

2
ĝ)

+∇2
ĝu(∇ĝu,∇ĝu)

(this is an equivalent formulation of (1.2), see Section 2). One can show that (1.3) is
well-posed for small enough boundary data f for example by following the arguments
in [LLLS21a]. In particular one can show that there exist C, δ > 0 and s > 3, s /∈ N,
such that for all

f ∈ Uδ := {h ∈ Cs(∂Ω) : ||h||Cs(∂Ω) < δ}

there is a unique small solution uf in {v ∈ Cs(Ω̄) : ||v||Cs(Ω̄) < Cδ}. In addition to
full data we will be considering partial data and for this let Γ ⊂ ∂Ω be a nonempty
open subset of the boundary. We can now define a (partial) Dirichlet-to-Neumann
map (DN map) ΛΓ

g : C
s
c (Γ) → Cs−1(Γ),

(1.4) ΛΓ
g f �→ ∂νuf |Γ

where uf is the unique small solution corresponding to the boundary value f , ∂νu =
ĝij∂xi

uνj and ν is the unit normal of ∂Ω. When Γ = ∂Ω, we will denote Λg = Λ∂Ω
g .

The inverse problem we study in this work is the following: Given the knowledge
of the partial DN map for two metrics in the same conformal class, does it hold that
the metrics are the same? We note that when trying to recover the metric from
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boundary measurements one expects an obstruction to uniqueness by a boundary
fixing diffeomorphism. When the metrics are in the same conformal class such an
obstruction is not present, since the only diffeomorphism that leaves a conformal
class invariant is the identity. In this article we will give some partial answers to this
inverse problem.

Before stating the results, we will introduce the class of admissible metrics [DKSU09].

Definition 1.1. A Riemannian metric g is called admissible if on R
n it is of the form

(1.1) and (Ω, ĝ) is a simple manifold.

Definition 1.2. A compact manifold (M̂, ĝ) with boundary is called simple if for any

p ∈ M̂ the exponential map expp with its maximal domain of definition in TpM̂ is

a diffeomorphism onto M̂ , and if ∂M̂ is strictly convex in the sense that its second
fundamental form is positive definite.

The first result is for the full data case.

Theorem 1.3. Let (Rn, g), n ≥ 3, be a Riemannian manifold where g is as in (1.1)
with ∂xn

c(x′, 0) = ∂2
xn
c(x′, 0) = 0 and let Ω ⊂ R

n−1 be a bounded domain with C∞

boundary. When n = 3 assume that Ω is simply connected and when n > 3 assume
that ĝ is admissible. Let c̃ ∈ C∞(Rn) be such that ∂xn

c̃(x′, 0) = ∂2
xn
c̃(x′, 0) = 0 and

let ∂k
xn
c̃(x′, 0)|∂Ω = 0 for k ≥ 3. Assume that Λg(f) = Λc̃g(f) for all f ∈ Uδ, where

δ > 0 is sufficiently small. Then

c̃(x′, 0) = λ, ∂k
xn
c̃(x′, 0) = 0

for some λ > 0 and for all k > 2.
Thus, if c̃ is real analytic with respect to xn, then c̃(x) = λ for all x ∈ Ω× R.

For the partial data we will only consider the case n = 3. For n > 3 we would be
able to get some results, but the partial data results for the magnetic Schrödinger
equation (see [SY23]) are more restrictive and hence we do not record these results
here.

Theorem 1.4. Let (R3, g), c̃ and Ω be as in Theorem 1.3 and let Γ ⊂ ∂Ω, Γ 	= ∅, be
open. Assume that ΛΓ

g (f) = ΛΓ
c̃g(f) for all f ∈ Uδ, where δ > 0 is sufficiently small.

Then
c̃(x′, 0) = λ, ∂k

x3
c̃(x′, 0) = 0

for some λ > 0 and for all k > 2.
Thus, if c̃ is real analytic with respect to x3, then c̃(x) = λ for all x ∈ Ω× R.

These results extend the results from [Nur23a].
We make some comments about the assumptions made in Theorems 1.3 and 1.4.

First of all, the assumption ∂xn
c(x′, 0) = ∂xn

c̃(x′, 0) = 0 is needed for the well-
posedness of the boundary value problem (1.3) for small data, that is we want it to
be well-posed for both the metric g and the metric c̃g. The assumption ∂2

xn
c(x′, 0) =

∂2
xn
c̃(x′, 0) = 0 is needed in order for the method used in the proof to work and it

is not yet known if this could be removed. Lastly, there is a small gauge invariance
in (1.2) and also in the DN map. To be more precise, if one replaces the conformal
factor c in (1.1) by μc, μ 	= 0, then both the equation (1.2) and the DN map remain
the same. Thus we cannot have λ = 1 in Theorem 1.3.
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There are also some assumptions made when n = 3. The assumption that Ω is
simply connected is needed to use the Poincaré Lemma. This is something that one
might be able relax with some amount of work by looking at the so called gauge
isomorphism mentioned in [GT11] that relates two connection 1-forms. The other
assumption that ∂k

xn
c̃(x′, 0)|∂Ω = 0 for k ≥ 3 could possibly be removed by doing a

boundary determination result.
The proof will use the method of higher order linearization. We will begin by look-

ing at the first linearization of (1.3) and the DN map for that. The first linearization
of the DN map corresponds to an advection diffusion type equation. From this it
is possible to determine the advection term ([GT11] for n = 3, [KU18] for n > 3)
and this will then imply that c̃(x′, 0) = λ for some λ ∈ (0,∞). Now fix x0 ∈ Ω and
construct a solution v(0) to the adjoint of the linearized equation so that v(0)(x0) 	= 0.
Then using the higher order linearizations one can obtain an integral identity∫

Ω

c̃(x′, 0)−1∂N+2
xn

c̃(x′, 0)v(0)
N+1∏
k=1

vlk dx′ = 0,

where N+1 is the order of linearization and vlk are solutions to the linearized equation.
Then choosing vlk ≡ 1 for k > 2 and using that a product of these solutions form a
complete set in L1 (see Lemma 4.1) we can conclude that

c̃(x′, 0)−1∂N+2
xn

c̃(x′, 0)v(0) = 0.

From this, using v(0)(x0) 	= 0 and that x0 was arbitrary, we get ∂N+2
xn

c̃(x′, 0) = 0.
Then one proceeds by induction.

For the partial data, the proof is very similar and has only a few modifications.
One of the more significant changes is that instead of using the results of [GT11] to
determine the advection term, we use the results for partial data in [Tzo17].

As mentioned above, the main technique in this work is the method of higher or-
der linearization. This method, which uses the nonlinearity of the partial differential
equation as a tool, was first introduced in [KLU18] in the case of a nonlinear wave
equation and was further developed in [LLLS21a], [FO20] for nonlinear elliptic equa-
tions. In these works the equation Δu + a(x, u) = 0 was considered and further
results for example in partial data and obstacle problems were obtained in [KU20a],
[LLLS21b]. Also there has been multiple works when the nonlinearity is of power
type (e.g. [LLST22], [ST22] and [Nur23b]).

At the same time there have been multiple articles concerning inverse problems for
other nonlinear elliptic PDEs. For example different cases of nonlinear conductivity
equations have been considered in [CFKKU21], [KKU20] and in the latter they also
consider partial data. For the nonlinear magnetic Schrödinger equation the full data
case has been treated on conformally transversally anisotropic manifolds in [KU20b]
and in the Euclidean setting the partial data case is treated in [LZ20].

Linearization has been used before these works mentioned above. It was used in
the parabolic case in [Isa93] where it was shown that the first linearization of the DN
map is the DN map for a linear equation. Other nonlinear elliptic cases have been
treated, for example in [IS94], [SU97].

The present work focuses on an inverse problem for the minimal surface equation
and for this equation there have been some works previously in the literature. The
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Euclidean case has been treated in [MU20], in the sense that they deal with a quasilin-
ear conductivity depending on a function u and its gradient ∇u. After that there have
been two works on the minimal surface equation in a Riemannian manifold setting,
one by the author of this article [Nur23a] and another one in [CLLO22]. These were
simultaneously and independently done. The work of this article somehow brings
these two articles together in the following sense: In [Nur23a] the metric was con-
formally Euclidean and thus in this article the setting is more general. In [CLLO22]
the authors consider a two dimensional Riemannian manifold (Σ, g) and look at a
minimal surface Y ⊂ Σ × R given as a graph of a function. Thus if Σ ⊂ R

2 and in
this article we would have c ≡ 1, the settings in these two articles would be the same.

There is also the work [ABN20] that is related to minimal surfaces and inverse
problems. In that article the authors consider a generalization of the boundary rigidity
problem in the sense that instead of measuring distances of boundary points they use
measurements related to areas of minimal surfaces.

The rest of this article is organized as follows. In Section 2 we derive the minimal
surface equation in the setting mentioned above. Section 3 is dedicated to calculating
the first and second order linearizations of (1.3) and addressing shortly the well-
posedness of (1.3). Finally in Section 4 we prove the main results and two Lemmas
to help in the proof.

Acknowledgements. The author was supported by the Finnish Centre of Excellence
in Inverse Modelling and Imaging (Academy of Finland grant 284715). The author
would like to thank Mikko Salo for helpful discussions on the minimal surface equation
and everything related to inverse problems.

2. Deriving the minimal surface equation

In this section we derive the equation (1.2). This is done similarly as in [Nur23a,
Section 3]. Let (M, g), M = R

n, n ≥ 3, be a Riemannian manifold with the metric

(2.1) g(x′, xn) = c(x′, xn)

(
ĝ(x′) 0
0 1

)
where

(x′, xn) ∈ R
n−1 × R, c ∈ C∞(Rn), c(x) > 0 for all x ∈ R

n

and ĝ is a Riemannian metric on R
n−1. We use the standard notations gij for the

matrix g and gij for the inverse g−1. These assumptions are valid for the rest of the
article, unless otherwise stated.

Let u : Ω ⊂ R
n−1 → R, u ∈ C2(Ω̄), and consider the graph of the function u

Graphu = {(x′, u(x′)) : x′ ∈ Ω} ⊂ M.

This graph is a minimal surface if and only if its mean curvature H is equal to zero
at all points on the graph. By defining

f : Ω× R → R, f(x′, xn) = xn − u(x′),

the graph of u is the surface

Σ := {(x′, xn) ∈ Ω× R : f(x′, xn) = 0}.
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The mean curvature of Σ at x ∈ Σ is the sum of principal curvatures. We omit the
normalizing factor 1

n−1
when calculating the mean curvature and we use the Einstein

summation convention when it does not cause confusion. In order to calculate the
principal curvatures, we introduce the Riemannian gradient and Hessian of a function
f : M → R:

∇gf = gij∂xi
f∂xj

, ∇2
gf =

(
∂2
xixj

f − Γm
ij∂xm

f
)n

i,j=1
,

where gij is the inverse of gij and Γm
ij =

1
2
gml(∂xi

gjl+∂xj
gil−∂xl

gij) is the Christoffel
symbol related to the metric g. Define also the Laplace-Beltrami operator, which is
the trace of the Hessian (this is one way of defining it), and the norm of the gradient:

Δgf = Tr(∇2
gf) = gij

(
∂2
xixj

f − Γm
ij∂xm

f
)
, |∇gf |

2
g = gij∂xi

f∂xj
f.

Now the principal curvatures of Σ at x ∈ Σ are the eigenvalues of ∇2
gf(x) restricted

to the tangent space TxΣ at x. Since ∇gf(x)
|∇gf(x)|g

is a normal to Σ at the point x, we

have TxΣ = {∇gf(x)}
⊥, or in other words, the tangent space TxΣ is the orthogonal

complement of the vector ∇gf(x).

Let {E1, . . . , En−1} be an g-orthonormal basis of TxΣ. Then
{
E1, . . . , En−1,

∇gf(x)
|∇gf(x)|g

}
is an orthonormal basis of Rn. Now the mean curvature of Σ at x ∈ Σ is the trace of
∇2

gf(x)|{∇gf(x)}⊥ :

H(x) =

n−1∑
i=1

〈∇2
gf(x)Ei, Ei〉

=

n−1∑
i=1

〈∇2
gf(x)Ei, Ei〉+

(
∇2

gf(x)
)( ∇gf(x)

|∇gf(x)|g
,

∇gf(x)

|∇gf(x)|g

)

−
(
∇2

gf(x)
)( ∇gf(x)

|∇gf(x)|g
,

∇gf(x)

|∇gf(x)|g

)
= Tr(∇2

gf(x))− |∇gf(x)|
−2
g

(
∇2

gf(x)
)
(∇gf(x),∇gf(x))

= Δgf(x)− |∇gf(x)|
−2
g

(
∇2

gf(x)
)
(∇gf(x),∇gf(x)) .

Thus Graphu is a minimal surface if and only if

(2.2) |∇gf(x)|
2
gΔgf(x)−

(
∇2

gf(x)
)
(∇gf(x),∇gf(x)) = 0 for all x ∈ Graphu.

Next we will calculate the minimal surface equation more explicitly using the metric
(2.1). Now

g−1 = c−1

(
ĝ−1 0
0 1

)
is the inverse matrix of (2.1). Let us calculate the first term of (2.2):

c2|∇gf(x)|
2
gΔgf(x)(2.3)

= c2gij(δin − ∂xi
u)(δjn − ∂xj

u)gkl
(
−∂2

xkxl
u− Γm

kl(δmn − ∂xm
u)
)

= c2gij(δinδjn − δin∂xj
u− δjn∂xi

u+ ∂xi
u∂xj

u)gkl(−∂2
xkxl

u− Γn
kl + Γm

kl∂xm
u)

= c
(
1 + |∇ĝu|

2
ĝ

) (
−Δgu− gklΓn

kl

)
.
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The second term of (2.2) becomes

c2
(
∇2

gf(x)
)
(∇gf(x),∇gf(x))

(2.4)

= c2(∂2
xixj

f − Γm
ij∂xm

f)gai∂xa
fgbj∂xb

f

= c2(−∂2
xixj

u− Γn
ij + Γm

ij∂xm
u)gaigbj(δanδbn − δan∂xb

u− δbn∂xa
u+ ∂xa

u∂xb
u)

= c2(−∂2
xixj

u− Γn
ij + Γm

ij∂xm
u)(gnignj − gnigbj∂xb

u− gaignj∂xa
u+ gaigbj∂xa

u∂xb
u)

= Γm
nn∂xm

u− Γn
nn − 2(Γm

nj∂xm
u− Γn

nj)cg
bj∂xb

u

+ c2(−∂2
xixj

u− Γn
ij + Γm

ij∂xm
u)gaigbj∂xa

u∂xb
u

= Γm
nn∂xm

u− Γn
nn − 2(Γm

nj∂xm
u− Γn

nj) (∇ĝu)
j

−∇2
gu(∇ĝu,∇ĝu)− Γn

ij (∇ĝu)
i (∇ĝu)

j .

In order to simplify further we will calculate the Christoffel symbols more explicitly:

2Γm
ij = gmr(∂xj

gir + ∂xi
gjr − ∂xr

gij),

2Γm
nn = gmr(2∂xn

gnr − ∂xr
gnn) = 2gmn∂xn

gnn − gmr∂xr
gnn

= 2gmn∂xn
c− gmr∂xr

c,

2Γn
ij = gnr(∂xj

gir + ∂xi
gjr − ∂xr

gij) = gnn(∂xj
gin + ∂xi

gjn − ∂xn
gij)

= c−1(∂xj
gin + ∂xi

gjn − ∂xn
gij),

2Γm
nj = gmr(∂xj

gnr + ∂xn
gjr − ∂xr

gnj),

2Γn
nj = gnr(∂xj

gnr + ∂xn
gjr − ∂xr

gnj) = gnn(∂xj
gnn + ∂xn

gjn − ∂xn
gnj)

= c−1∂xj
c.

Inserting these into (2.3) we have

c2|∇gf(x)|
2
gΔgf(x)

= c
(
1 + |∇ĝu|

2
ĝ

)
(−Δgu−

1

2
gklc−1(∂xl

gkn + ∂xk
gln − ∂xn

gkl))

=
(
1 + |∇ĝu|

2
ĝ

)
(−cΔgu−

1

2
(gnl∂xl

c+ gkn∂xk
c− gkl∂xn

gkl))

=
(
1 + |∇ĝu|

2
ĝ

)
(−cΔgu−

1

2
c−1(2− n)∂xn

c).

For calculating the linearizations in Section 3 it is useful to transform Δgu into Δĝu:

Δgu = gij
(
∂2
xixj

u−
1

2
gmr(∂xj

gir + ∂xi
gjr − ∂xr

gij)∂xm
u

)

= c−1ĝij∂2
xixj

u−
1

2c

n−1∑
m,r=1

ĝmrgij(∂xj
gir + ∂xi

gjr − ∂xr
gij)∂xm

u

= c−1ĝij∂2
xixj

u−
1

2c

n−1∑
m,r=1

ĝmr

(
ĝij((∂xj

ĝir + ∂xi
ĝjr − ∂xr

ĝij)) +
2− n

c
∂xr

c

)
∂xm

u

= c−1Δĝu−
2− n

2c2
ĝmr∂xr

c∂xm
u.
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Thus

c2|∇gf(x)|
2
gΔgf(x)

=
(
1 + |∇ĝu|

2
ĝ

)(
−Δĝu+

2− n

2c
ĝmr∂xr

c∂xm
u−

1

2
c−1(2− n)∂xn

c

)
.

Now the second part (2.4) becomes

c2
(
∇2

gf(x)
)
(∇gf(x),∇gf(x))

= −
1

2
gmr∂xr

c∂xm
u−

1

2
gnn∂xn

c

− (gmr(∂xj
gnr + ∂xn

gjr − ∂xr
gnj)∂xm

u− c−1∂xj
c)(∇ĝu)

j

−∇2
gu(∇ĝu,∇ĝu)−

1

2
c−1(∂xj

gin + ∂xi
gjn − ∂xn

gij)(∇ĝu)
i(∇ĝu)

j

= −
1

2
c−1

n−1∑
m,r=1

ĝmr∂xr
c∂xm

u−
1

2
c−1∂xn

c

−
n−1∑

m,r=1

c−1ĝmrĝjr∂xn
c∂xm

u(∇ĝu)
j + c−1∂xj

c(∇ĝu)
j

−∇2
gu(∇ĝu,∇ĝu) +

1

2
c−1∂xn

cĝij(∇ĝu)
i(∇ĝu)

j

=
1

2
c−1

n−1∑
m,r=1

ĝmr∂xr
c∂xm

u−
1

2
c−1∂xn

c(1 + |∇ĝu|
2
ĝ)−∇2

gu(∇ĝu,∇ĝu).

As before we would like to modify ∇2
gu(∇ĝu,∇ĝu) to have ∇2

ĝu(∇ĝu,∇ĝu):

∇2
gu(∇ĝu,∇ĝu)

= (∂2
xixj

u−
1

2
gmr(∂xi

grj + ∂xj
gri − ∂xr

gji)∂xm
u)ĝia∂xa

uĝjb∂xb
u.

Since ∂xn
u = 0, all the indices run from 1 to n− 1. Hence

∇2
gu(∇ĝu,∇ĝu)

= (∂2
xixj

u−
1

2c
ĝmr(∂xi

cĝrj + c∂xi
ĝrj + ∂xj

cĝri + c∂xj
ĝri

− ∂xr
cĝij − c∂xr

ĝij)∂xm
u)ĝia∂xa

uĝjb∂xb
u

= (∂2
xixj

u− Γ̂m
ij∂xm

u−
1

2c
(δmj ∂xi

c+ δmi ∂xj
c− ĝmrĝij∂xr

c)∂xm
u)ĝia∂xa

uĝjb∂xb
u

= ∇2
ĝu(∇ĝu,∇ĝu)−

1

2c
(ĝia∂xi

c∂xa
uĝmb∂xm

u∂xb
u+ ĝjb∂xj

c∂xb
uĝmb∂xm

u∂xa
u

− ĝmr∂xr
c∂xm

uĝjb∂xj
u∂xb

u)

= ∇2
ĝu(∇ĝu,∇ĝu)−

1

2c
ĝia∂xi

c∂xa
u|∇ĝu|

2
ĝ,

where 2Γ̂m
ij = ĝmr(∂xj

ĝir + ∂xi
ĝjr − ∂xr

ĝij).
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Putting these together gives

0 = c2|∇gf(x)|
2
gΔgf(x)− c2

(
∇2

gf(x)
)
(∇gf(x),∇gf(x))

=

(
−Δĝu+

1− n

2c
ĝmr∂xr

c∂xm
u+

n− 1

2c
∂xn

c

)
(1 + |∇ĝu|

2
ĝ)

+∇2
ĝu(∇ĝu,∇ĝu).

Thus Graphu is a minimal surface if and only if the function u satisfies the following
minimal surface equation

(
−Δĝu+

1− n

2c(x′, u(x′))
ĝmr(x′)∂xr

c(x′, u(x′))∂xm
u+

n− 1

2c(x′, u(x′))
∂xn

c(x′, u(x′))

)
(1 + |∇ĝu|

2
ĝ)

(2.5)

+∇2
ĝu(∇ĝu,∇ĝu) = 0

for all x′ ∈ Ω.
We will modify this a bit in order to see the more familiar Euclidean version of the

equation directly. For this, we start with the divergence of a vector field defined in
local coordinates as

divg a =
n∑

i=1

(
∂xi

ai +
n∑

j=1

ajΓi
ij

)
.

Let us denote η :=
(
1 + |∇gu|

2
g

) 1

2 and expand the following for a CTA metric and a
function u : Ω → R as before:

divg

(
∇gu

η

)

=
n∑

i=1

(
∂xi

(
(∇gu)

i

η

)
+

n∑
j=1

(∇gu)
j

η
Γi

ij

)

=

n−1∑
i=1

∂xi
gik∂xk

u+ gik∂2
xixk

u

η

−
1

2

(∇gu)
i

η3
(
∂xi

gab∂xa
u∂xb

u+ gab
(
∂2
xixa

u∂xb
u+ ∂xa

u∂2
xixb

u
))

+
n−1∑
j=1

(∇gu)
j

η

(
Γi

ij + Γn
nj

)
.
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Now we will use that ∂xl
gik = −(Γi

mlg
mk + Γk

mlg
im) to have

divg

(
∇gu

η

)

=

n−1∑
i=1

−(Γi
ilg

lk + Γk
ilg

il)∂xk
u+ gik∂2

xixk
u

η

−
1

2

(∇gu)
i

η3
(
−(Γa

ilg
lb + Γb

ilg
al)∂xa

u∂xb
u+ gab

(
∂2
xixa

u∂xb
u+ ∂xa

u∂2
xixb

u
))

+
n−1∑
j=1

(∇gu)
j

η

(
Γi

ij + Γn
nj

)

=
Δgu

η
−

n−1∑
i,l=1

(∇gu)
l

η
Γi

il

−
1

2

(∇gu)
i

η3
(
−(∇gu)

lΓa
il∂xa

u− (∇gu)
lΓb

il∂xb
u+ (∇gu)

a∂2
xixa

u+ (∇gu)
b∂2

xixb
u
)

+

n−1∑
j=1

(∇gu)
j

η

(
Γi

ij + Γn
nj

)
.

After renaming some of the indices, using the definition of the Riemannian Hessian
of a function and Γn

nj =
1
2
c−1∂xj

c we get

(2.6) divg

(
∇gu

η

)
=

Δgu

η
−

∇2
gu(∇gu,∇gu)

η3
+

n−1∑
j=1

(∇gu)
j

2cη
∂xj

c.

Let us now go back to (2.5) and modify it to have (2.6) visible. Now

(
−Δĝu+

1− n

2c
ĝmr∂xr

c∂xm
u+

n− 1

2c
∂xn

c

)
(1 + |∇ĝu|

2
ĝ)

+∇2
ĝu(∇ĝu,∇ĝu)

=

(
−Δĝu+

2− n

2c
ĝmr∂xr

c∂xm
u+

n− 1

2c
∂xn

c

)
(1 + |∇ĝu|

2
ĝ)

−
1

2
ĝmr∂xr

c∂xm
u(1 + |∇ĝu|

2
ĝ) +∇2

ĝu(∇ĝu,∇ĝu)

=

(
−cΔgu+

n− 1

2c
∂xn

c

)
(1 + |∇ĝu|

2
ĝ)−

1

2
ĝmr∂xr

c∂xm
u+∇2

gu(∇ĝu,∇ĝu).
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Then, we will multiply both sides of (2.5) by c−2 to get

0 =

(
−Δgu+

n− 1

2c2
∂xn

c

)
(c−1 + |∇gu|

2
g)−

1

2
c−3ĝmr∂xr

c∂xm
u+∇2

gu(∇gu,∇gu)

= −Δgu|∇gu|
2
g − c−1Δgu+Δgu−Δgu+

(∇gu)
j

2c
∂xj

cη2 −
(∇gu)

j

2c
∂xj

cη2

+
n− 1

2c3
∂xn

c(1 + |∇ĝu|
2
ĝ)−

1

2
c−3(∇gu)

r∂xr
c +∇2

gu(∇gu,∇gu)

= −Δguη
2 +∇2

gu(∇gu,∇gu)−
(∇gu)

j

2c
∂xj

cη2 +Δgu(1− c−1)

+
n− 1

2c3
∂xn

c(1 + |∇ĝu|
2
ĝ) +

1

2c
(∇gu)

j∂xj
c(η2 − c−2).

Dividing both sides by η3 =
(
1 + |∇gu|

2
g

) 3

2 gives

divg

⎛
⎝ ∇gu(

1 + |∇gu|2g
) 1

2

⎞
⎠

+
Δgu(1− c−1) + 1

2c
(∇gu)

j∂xj
c(1 + |∇gu|

2
g − c−2) + n−1

2c3
∂xn

c(1 + |∇ĝu|
2
ĝ)(

1 + |∇gu|2g
) 3

2

= 0.

When g is the Euclidean metric, we will have the familiar Euclidean minimal surface
equation. Moreover, when c = 1 we get the minimal surface equation in [CLLO22]:

divĝ

⎛
⎝ ∇ĝu(

1 + |∇ĝu|2ĝ
) 1

2

⎞
⎠ = 0.

3. First and second order linearizations

Let g be as in (2.1) and define F : Rn2

→ R,

F (x′, u,∇gu,∇
2
gu) :=

(
−Δĝu+

1− n

2c
ĝmr∂xr

c∂xm
u+

n− 1

2c
∂xn

c

)
(1 + |∇ĝu|

2
ĝ)

(3.1)

+∇2
ĝu(∇ĝu,∇ĝu).(3.2)

We want to use the well-posedness result from [Nur23a] to say that the boundary
value problem

(3.3)

{
F (x′, u,∇gu,∇

2
gu) = 0 in Ω

u = f, on ∂Ω

has a unique small solution. For this we need that F (x′, 0, 0, 0) = 0 which guarantees
that u ≡ 0 is a solution to (3.3) with f = 0. From (3.1) we can see that this happens
if and only if ∂xn

c(x′, 0) = 0 for all x′ ∈ Ω.
To use the above mentioned well-posedness, we will need to calculate the first

linearization of the equation F (x′, u,∇gu,∇
2
gu) = 0. Let us do a formal calculation

to get the first linearization. Let ε = (ε1, . . . , εm) where εk ∈ R small and assume
that uε := u(x, ε) depends smoothly on ε and solves F (x′, uε,∇guε,∇

2
guε) = 0. We
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will differentiate this in three parts with respect to εl and evaluate at ε = 0 (We
could have calculated the first linearization as in [Nur23a], but it would be a longer

calculation). Denote by u
(l)
ε := ∂εluε. Just to make the calculations a bit nicer we

will start with

∂εl

(
1− n

2c
ĝmr∂xr

c∂xm
uε

)
(3.4)

= −
1 − n

2c2
∂xn

cu(l)
ε ĝmr∂xr

c∂xm
uε +

1− n

2c
ĝmr(∂2

xrxn
cu(l)

ε ∂xm
uε + ∂xr

c∂xm
u(l)
ε )

:= Ql.

Now the first term of (3.1) becomes

∂εl

((
−Δĝuε +

1− n

2c
ĝmr∂xr

c∂xm
uε +

n− 1

2c
∂xn

c

)
(1 + |∇ĝuε|

2
ĝ)

)(3.5)

=

(
−Δĝu

(l)
ε −

n− 1

2c−2
(∂xn

c)2u(l)
ε +

n− 1

2c
∂2
xn
cu(l)

ε +Ql

)
(1 + |∇ĝuε|

2
ĝ)

+

(
−Δĝuε +

1− n

2c
ĝmr∂xr

c∂xm
uε +

n− 1

2c
∂xn

c

)
ĝij(∂xi

u(l)
ε ∂xj

uε + ∂xi
uε∂xj

u(l)
ε ).

The second term is

∂εl
(
∇2

ĝuε(∇ĝuε,∇ĝuε)
)

(3.6)

= ∂εl

(
(∂2

xixj
uε − Γ̂m

ij∂xm
uε)ĝ

ia∂xa
uεĝ

jb∂xb
uε

)
= (∂2

xixj
u(l)
ε − Γ̂m

ij∂xm
u(l)
ε )ĝia∂xa

uεĝ
jb∂xb

uε

+ (∂2
xixj

uε − Γ̂m
ij∂xm

uε)ĝ
iaĝjb(∂xa

u(l)
ε ∂xb

uε + ∂xa
uε∂xb

u(l)
ε )

:= P1 + P2.

where P1 and P2 are for future reference. When evaluating at ε = 0 we have u0 = 0,

also ∇gu0,∇
2
gu0 vanish, and thus when combining the above, denoting vl := u

(l)
ε |ε=0,

∂εlF (x′, uε,∇guε,∇
2
guε)|ε=0

= −Δĝv
l +

n− 1

2c(x′, 0)
∂2
xn
c(x′, 0)vl +

1− n

2c(x′, 0)

n−1∑
i,j=1

ĝij∂xi
c(x′, 0)∂xj

vl = 0.

Now this first linearization satisfies the assumptions of [Nur23a, Proposition 2.1] and
thus we have the existence and uniqueness of small solutions to (3.3).

Next we will calculate the second linearization for the equation F (x′, u,∇gu,∇
2
gu) =

0. Denote u
(kl)
ε := ∂2

εkεl
uε. We will differentiate (3.4)-(3.6) with respect to εk, k 	= l,
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starting with (3.4):

∂εk∂εl

(
1− n

2c
ĝmr∂xr

c∂xm
uε

)

=
1− n

c3
(∂xn

c)2u(k)
ε u(l)

ε ĝ∂xr
c∂xm

uε −
1− n

2c2
∂2
xn
cu(k)

ε u(l)
ε ĝ∂xr

c∂xm
uε

−
1− n

2c2
∂xn

cu(kl)
ε ĝ∂xr

c∂xm
uε

−
1− n

2c2
∂xn

cu(l)
ε ĝmr(∂2

xrxn
cu(k)

ε ∂xm
uε + ∂xr

c∂xm
u(k)
ε )

−
1− n

2c2
∂xn

cĝmr(∂2
xrxn

cu(l)
ε ∂xm

uε + ∂xr
c∂xm

u(l)
ε )

+
1− n

2c
ĝmr

(
∂xr

∂2
xn
cu(k)

ε u(l)
ε ∂xm

uε + ∂2
xrxn

c(u(kl)
ε ∂xm

uε + u(l)
ε ∂xm

uk
ε)

+ ∂xrxn
cu(k)

ε ∂xm
u(l)
ε + ∂xr

c∂xm
u(kl)
ε

)
.

Then we differentiate (3.5) to have

∂εk∂εl

((
−Δĝuε +

1− n

2c
ĝmr∂xr

c∂xm
uε +

n− 1

2c
∂xn

c

)
(1 + |∇ĝuε|

2
ĝ)

)

=

(
−Δĝu

(kl)
ε +

n− 1

c−3
(∂xn

c)3u(k)
ε u(l)

ε −
n− 1

2c−2

(
2∂xn

c∂2
xn
cu(k)

ε u(l)
ε + (∂xn

c)2u(kl)
ε

)
−

n− 1

2c−2
∂xn

c∂2
xn
cu(k)

ε u(l)
ε +

n− 1

2c

(
∂3
xn
cu(k)

ε u(l)
ε + ∂2

xn
cu(kl)

ε

)
+ ∂εkQl

)
(1 + |∇ĝuε|

2
ĝ)

+

(
−Δĝu

(l)
ε −

n− 1

2c−2
(∂xn

c)2u(l)
ε +

n− 1

2c
∂2
xn
cu(l)

ε +Ql

)
ĝij(∂xi

u(k)
ε ∂xj

uε + ∂xi
uε∂xj

u(k)
ε )

+

(
−Δĝu

(k)
ε −

n− 1

2c−2
(∂xn

c)2u(k)
ε +

n− 1

2c
∂2
xn
cu(k)

ε +Qk

)
ĝij(∂xi

u(l)
ε ∂xj

uε + ∂xi
uε∂xj

u(l)
ε )

+

(
−Δĝuε +

1− n

2c
ĝmr∂xr

c∂xm
uε +

n− 1

2c
∂xn

c

)
ĝij(∂xi

u(kl)
ε ∂xj

uε + ∂xi
u(l)
ε ∂xj

u(k)
ε

+ ∂xi
u(k)
ε ∂xj

u(l)
ε + ∂xi

uε∂xj
u(kl)
ε ).

Now we calculate the derivative of (3.6) in two parts, starting with P1:

∂εkP1

= (∂2
xixj

u(kl)
ε − Γ̂m

ij∂xm
u(kl)
ε )ĝia∂xa

uεĝ
ja∂xb

uε

+ (∂2
xixj

u(l)
ε − Γ̂m

ij∂xm
u(l)
ε )ĝiaĝjb(∂xa

u(k)
ε ∂xb

uε + ∂xa
uε∂xb

u(k)
ε ).

For P2 we get

∂εkP2

= (∂2
xixj

u(k)
ε − Γ̂m

ij∂xm
u(k)
ε )ĝiaĝjb(∂xa

u(l)
ε ∂xb

uε + ∂xa
uε∂xb

u(l)
ε )

+ (∂xixj
uε − Γ̂m

ij∂xm
uε)ĝ

iaĝjb(∂xa
u(kl)
ε ∂xb

uε + ∂xa
u(l)
ε ∂xb

u(k)
ε

+ ∂xa
u(k)
ε ∂xb

u(l)
ε + ∂xa

uε∂xb
u(kl)
ε ).
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Evaluating the above second derivatives at ε = 0, denoting wkl := u
(kl)
ε |ε=0, gives the

second linearization of the equation F (x′, u,∇gu,∇
2
gu) = 0:

∂2
εkεl

F (x′, uε,∇guε,∇
2
guε)|ε=0

= −Δĝw
kl +

n− 1

2c(x′, 0)

(
∂3
xn
c(x′, 0)vkvl + ∂2

xn
c(x′, 0)wkl

)

+
1− n

2c(x′, 0)

n−1∑
i,j=1

ĝij∂xi
c(x′, 0)∂xj

wkl = 0.

Here we used that u0 = 0, ∇gu0,∇
2
gu0 vanish, ∂xn

c(x′, 0) = 0 and that ∂xkxn
c(x′, 0) =

0 for k = 1, . . . , n− 1.

4. Proofs of Theorems 1.3 and 1.4

Before going to the proof of Theorem 1.3, we state two lemmas that will be used
also in the proof of Theorem 1.4. The first lemma says that the products of two
solutions to an advection diffusion equation form a complete set in L1. For this we
note that equations of the form Δgu+Xu = 0, for a smooth real valued vector field X ,
can be written in the form of a magnetic Schrödinger equation. In local coordinates
we have

Lg,A,qu = −|g|−
1

2

(
∂xj

+ iAj

) (
|g|

1

2 gjk (∂xk
+ iAk) u

)
+ qu = 0

for A = iX
2

and q = 1
4
g(X,X)− 1

2
divg(X).

Lemma 4.1. Let (Ω, g), Ω ⊂ R
n, be a smooth Riemannian manifold with boundary.

We have two cases:

(1) When n = 2 let Γ ⊂ ∂Ω be a nonempty open set, let f ∈ C∞(Ω̄) be such that
f |Γ = 0. Assume that

(4.1)

∫
Ω

fu1u2 dVg = 0

for all uj solving Lg,A,quj = 0 in Ω with uj|∂Ω\Γ = 0. Then f ≡ 0 in Ω.
(2) When n > 2 let g be admissible, f ∈ C∞(Ω̄) be such that f |∂Ω = 0. Assume

that (4.1) holds for all uj solving Lg,A,quj = 0 in Ω. Then f ≡ 0 in Ω.

Proof. n = 2: The proof is written in [Tzo17, Section 7.3] where the author considers
identifying a zeroth order term.

n > 2: This can be read from the proof of [DKSU09, Theorem 1.7], more precisely
from the part where they prove that the two potentials q1 and q2 agree in M (using
the notation of the referred article). �

The second lemma states that if we know the partial DN maps corresponding to
Δgu+Xju = 0 for j = 1, 2 and X1 = X2 on Γ ⊂ ∂Ω, Γ 	= ∅, then X1 = X2 in Ω. The
DN map in question is defined as ΛΓ

X : Ck,α(Γ) → Ck−1,α(Γ),

ΛΓ
Xf = ∂νu|Γ.
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Lemma 4.2. Let (R2, g) be a Riemannian manifold, Ω ⊂ R
2 be simply connected with

smooth boundary and Γ ⊂ ∂Ω be an open nonempty set. Let Xj be smooth vector
fields for j = 1, 2 so that X1|Γ = X2|Γ. If ΛΓ

X1
f = ΛΓ

X2
f for all f ∈ Ck,α(Γ), then

X1 = X2 in Ω.

Proof. By [Tzo17, Theorem 1.1] we have iA1 − iA2 = θ−1dθ and q1 = q2 in Ω, where

Aj =
iXj

2
, qj =

1

4
g(Xj, Xj)−

1

2
divg(Xj)

and θ is a nonvanishing function with θ|Γ = 1. Notice that d(θ−1dθ) = d(θ−1) ∧ dθ +
θ−1 ∧ d2θ = 0 which implies that dX1 = dX2 and by the Poincaré Lemma we have a
function ϕ ∈ C∞(Ω̄) such that

X1 −X2 = ∇gϕ.

Using that X1|Γ = X2|Γ gives 0 = (X1 −X2) · ν|Γ = ∂νϕ|Γ and ϕ|Γ = 0 (actually we
have that ϕ|∂Ω is a constant, but we can subtract this constant to obtain ϕ|∂Ω = 0).
Let us see what kind of an equation ϕ satisfies. Now X2 = X1 − ∇gϕ and plugging
this into q1 = q2 gives

1

4
g(X1, X1)−

1

2
divg(X1)

=
1

4
gkl (X1,k − (∇gϕ)k) (X1,l − (∇gϕ)l)−

1

2
divg(X1) +

1

2
divg(∇gϕ)

=
1

4
g(X1, X1)−

1

2
g(X1,∇gϕ) +

1

4
g(∇gϕ,∇gϕ)−

1

2
divg(X1) +

1

2
Δgϕ.

Thus ϕ solves

(4.2)

⎧⎨
⎩

Δgϕ− g(X1,∇gϕ) +
1
2
|∇gϕ|

2
g = 0 in Ω

ϕ = 0 on Γ
∂νϕ = 0 on Γ.

From this we get that

|Δgϕ| = |g(X1,∇gϕ)−
1

2
|∇gϕ|

2
g| ≤ |g(X1,∇gϕ)|+ |

1

2
|∇gϕ|

2
g| ≤ C|∇gϕ|g ≤ C(|∇gϕ|g + |ϕ|)

since |∇gϕ|g ≤ M for some M > 0. Then by the unique continuation principle for
local Cauchy data ϕ ≡ 0 in Ω (see [KSU11, Theorem B.1]) and hence X1 = X2. �

Proof Theorem 1.3. The assumptions of [Nur23a, Proposition 2.1] are satisfied and
thus (3.3) has a unique small solution uf ∈ Cs(Ω̄). Let ε = (ε1, . . . , εN) where εk ∈ R

small enough so that (3.3) has a unique small solution for fε :=
∑N

k=1 fk, where
fk ∈ Cs(∂Ω) with ‖fk‖Cs(∂Ω) < δ, δ > 0. Denote by u := u(x, ε) and ũ := ũ(x, ε)
the unique small solutions to (3.3) with the mterics g and c̃g respectively. Then by
[Nur23a, Proposition 2.1] the solutions u and ũ depend smoothly on ε. Hence we can
calculate the first and second order linearizations of (3.3) and the linearizations of
the DN map (1.4).

In section 3 we already calculated the first linearization of F (x′, u,∇gu,∇
2
gu) = 0

and since we also assume that ∂2
xn
c(x′, 0) = 0 we have that the first linearization of
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(3.3) is

(4.3)

{
−Δĝv

l + 1−n
2c(x′,0)

∑n−1
i,j=1 ĝ

ij∂xi
c(x′, 0)∂xj

vl = 0 in Ω

vl = fl, on ∂Ω,

where vl = ∂εlu|ε=0. Also, the first linearization of the DN map is (DΛg)0 : C
s(∂Ω) →

Cs−1(∂Ω), f �→ ∂νv
l|∂Ω. Now (4.3) can be written in the form of an advection diffusion

equation −(Δĝ −X)vl = 0 for the real vector field X such that

Xh =
1− n

2c(x′, 0)
ĝij∂xi

c(x′, 0)∂xj
h.

For the metric c̃g the first linearization of F (x′, ũ,∇c̃gũ,∇
2
c̃gũ) = 0 is

(4.4)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−Δĝ ṽ
l + 1−n

2c(x′,0)

∑n−1
i,j=1 ĝ

ij∂xi
c(x′, 0)∂xj

ṽl

+ 1−n
2c̃(x′,0)

∑n−1
i,j=1 ĝ

ij∂xi
c̃(x′, 0)∂xj

ṽl = 0 in Ω

ṽl = fl, on ∂Ω,

where ṽl = ∂εlũ|ε=0. Similarly this can be written as an advection diffusion equation

for the real vector field X̃ such that X̃h = 1−n
2
ĝij

(
∂xic(x

′,0)

c(x′,0)
+

∂xi c̃(x
′,0)

c̃(x′,0)

)
∂xj

h. Since

we know that Λg(f) = Λc̃g(f) for all f ∈ Uδ, where δ > 0 is sufficiently small, we can
apply ∂εl|ε=0 to this, which implies

(DΛg)0 = (DΛcg)0.

When n = 3 we use lemma 4.2 together with a boundary determination [GT11,
Proposition 4.1.] and when n > 3 we use [KU18, Theorem 1.4] (we assume that the

metric ĝ is admissible) to deduce that X = X̃ and hence for all i = 1, . . . , n− 1

∂xi
c̃(x′, 0)

c̃(x′, 0)
= 0, for x′ ∈ Ω.

This then implies two things. Firstly, c̃(x′, 0) = λ ∈ (0,∞). Secondly, since solutions
to an advection diffusion equation are unique, we have that vl = ṽl.

Now the second order linearization for (3.3) is
(4.5){

−Δĝw
kl + 1−n

2c(x′,0)

∑n−1
i,j=1 ĝ

ij∂xi
c(x′, 0)∂xj

wkl + n−1
2c(x′,0)

∂3
xn
c(x′, 0)vkvl = 0 in Ω

wkl = 0, on ∂Ω.

For the metric c̃g the second linearization is
(4.6)⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−Δĝw̃
kl + 1−n

2c(x′,0)

∑n−1
i,j=1 ĝ

ij∂xi
c(x′, 0)∂xj

w̃kl + n−1
2c(x′,0)

∂3
xn
c(x′, 0)vkvl

+ n−1
2c̃(x′,0)

∂3
xn
c̃(x′, 0)vkvl = 0 in Ω

w̃kl = 0, on ∂Ω.

Here wkl = ∂2
εkεl

u|ε=0 and w̃kl∂2
εkεl

ũ|ε=0. Fix x′
0 ∈ Ω. Let now v(0) be a solution to

(4.7) Δĝv
(0) +Xv(0) + qv(0) = 0 in Ω,
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where q := 1−n
2c(x′,0)

(
− 1

c(x′,0)
|∇ĝc(x

′, 0)|2ĝ + ∂xj
ĝij∂xi

c(x′, 0) + ĝij∂xi
c(x′, 0)Γk

jk

)
, so that

v(0)(x′
0) 	= 0. The existence of such a solution can be shown using Runge approxi-

mation (see for example [LLS20, Proposition A.2]). More precisely, there exists a
solution ṽ(0) of (4.7) in a small neighborhood U ⊂ Ω of x′

0 such that ṽ(0)(x′
0) 	= 0

[BJS64, Theorem II5.4.1]. By Runge approximation there exists a solution v(0) with
the desired properties. Now subtracting equations (4.5), (4.6) and integrating against
v(0) gives

0 =

∫
Ω

(
−Δĝ(w

kl − w̃kl) +
1− n

2c(x′, 0)

n−1∑
i,j=1

ĝij∂xi
c(x′, 0)∂xj

(wkl − w̃kl)

)
v(0)

(4.8)

+
n− 1

2c̃(x′, 0)
∂3
xn
c̃(x′, 0)vkvlv(0) dVĝ

=

∫
Ω

−(wkl − w̃kl)Δĝv
(0) +

1− n

2c(x′, 0)

n−1∑
i,j=1

ĝij∂xi
c(x′, 0)∂xj

(wkl − w̃kl)v(0)

+
n− 1

2c̃(x′, 0)
∂3
xn
c̃(x′, 0)vkvlv(0) dVĝ +

∫
∂Ω

(wkl − w̃kl)∂νv
(0) − v(0)∂ν(w

kl − w̃kl) dS.

Since the volume form is dVĝ = |ĝ|
1

2 dx, where |ĝ| is the determinant of ĝ, we use
integration by parts for the second term in the last equality to have

+

∫
Ω

1− n

2c(x′, 0)
ĝij∂xi

c(x′, 0)∂xj
(wkl − w̃kl)v(0)|ĝ|

1

2 dx

= −

∫
Ω

(
1− n

2c(x′, 0)
ĝij∂xi

c(x′, 0)∂xj
v(0)|ĝ|

1

2

+ ∂xj

(
1− n

2c(x′, 0)
ĝij∂xi

c(x′, 0)|ĝ|
1

2

)
v(0)

)
(wkl − w̃kl) dx

+

∫
∂Ω

(wkl − w̃kl)
1− n

2c(x′, 0)
ĝij∂xi

c(x′, 0)|ĝ|
1

2v(0)νj dS

= −

∫
Ω

(wkl − w̃kl)(Xv(0) + qv(0)) dVĝ.

Here we used that wkl = w̃kl = 0 on ∂Ω. Combining this with (4.8) gives∫
Ω

n− 1

2c̃(x′, 0)
∂3
xn
c̃(x′, 0)vkvlv(0) dVĝ

=

∫
Ω

(wkl − w̃kl)(Δĝv
(0) +Xv(0) + qv(0)) dVĝ

−

∫
∂Ω

(wkl − w̃kl)∂νv
(0) − v(0)∂ν(w

kl − w̃kl) dS

= 0.

In the last equality we used wkl = w̃kl = 0 on ∂Ω and that applying ∂2
εkεl

|ε=0 to
∂νu|∂Ω = ∂ν ũ|∂Ω implies

∂νw
kl|∂Ω = ∂νw̃

kl|∂Ω.



AN INVERSE PROBLEM FOR THE MINIMAL SURFACE EQUATION 18

Then by Lemma 4.1 we have

n− 1

2c̃(x′, 0)
∂3
xn
c̃(x′, 0)v(0) = 0 for x′ ∈ Ω.

In particular for x′ = x′
0 this implies ∂3

xn
c̃(x′

0, 0) = 0 but since x′
0 was arbitrary we get

∂3
xn
c̃(x′, 0) = 0 for x′ ∈ Ω.

Now the boundary value problems (4.5) and (4.6) are the same and thus by uniqueness
of solutions wkl = w̃kl in Ω.

The rest of the proof is done very similarly as in [Nur23a] but we record the proof
here for completeness. Next we use induction to show ∂k

xn
c̃(x′, 0) = 0 for all k ≥ 3.

By the above this already holds for k = 3. Our assumption now is

∂k
xn
c̃(x′, 0) = 0, x′ ∈ Ω, for all k = 3, . . . , N ∈ N, N > 3.

Let us do a subinduction to prove

∂k
l1...lk

u(x′, 0) = ∂k
l1...lk

ũ(x′, 0), x′ ∈ Ω,

for all k = 1, . . . , N , where ∂k
l1...lk

= ∂k

∂εl1
...∂εlk

. Above we have shown this for k = 1, 2.

Assume that it holds for k ≤ K < N . Then the linearization of order K + 1 for the
metric g is, when evaluated at ε1 = · · · = εK+1 = 0,

−Δĝ∂
K+1
l1...lK+1

u(x′, 0)−X∂K+1
l1...lK+1

u(x′, 0) +RK(u, g(x
′, 0), 0)(4.9)

+
n− 1

2c(x′, 0)
∂K+2
xn

c(x′, 0)

(
K+1∏
k=1

v(lk)

)
= 0,

x′ ∈ Ω. Here R is a polynomial of components of g, the derivatives of g and
∂k
l1...lk

u1(x
′, 0). Also the linearization of order K + 1 for the metric c̃g is

−Δĝ∂
K+1
l1...lK+1

ũ(x′, 0)−X∂K+1
l1...lK+1

ũ(x′, 0) +RK(ũ, g(x
′, 0), 0)(4.10)

+

(
n− 1

2c(x′, 0)
∂K+2
xn

c(x′, 0) +
n− 1

2c̃(x′, 0)
∂K+2
xn

c̃(x′, 0)

)(
K+1∏
k=1

v(lk)

)
= 0.

Here RK could also have terms with ∂k
xn
c̃(x′, 0) and the components of∇x′

(
∂k
xn
c̃(x′, 0)

)
but terms containing these are zero by the induction assumption. Now an integration
by parts argument similar to the case of the second linearization and together with
Lemma 4.1 (choosing v3 = . . . = vK+1 = 1) gives ∂K+2

xn
c̃(x′, 0) = 0.

Subtracting the equations (4.9) and (4.11) we get⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−Δĝ

(
∂K+1
l1...lK+1

u(x′, 0)− ∂K+1
l1...lK+1

ũ(x′, 0)
)

−X
(
∂K+1
l1...lK+1

u(x′, 0)− ∂K+1
l1...lK+1

ũ(x′, 0)
)
= 0, in Ω

∂K+1
l1...lK+1

u(x′, 0)− ∂K+1
l1...lK+1

ũ(x′, 0) = 0, on ∂Ω.

This is true, since by induction assumptions for all x′ ∈ Ω the other terms agree
for k ≤ K. Again, by the uniqueness of solutions, ∂K+1

l1...lK+1
u(x′, 0) = ∂K+1

l1...lK+1
ũ(x′, 0),

x′ ∈ Ω, which ends the subinduction.



AN INVERSE PROBLEM FOR THE MINIMAL SURFACE EQUATION 19

Returning to the original induction, the linearization of order N + 1 at ε1 = · · · =
εN+1 = 0 for the metric g is

−Δĝ∂
N+1
l1...lN+1

u(x′, 0)−X∂N+1
l1...lN+1

u(x′, 0) +RN(u, g(x
′, 0), 0)

+
n− 1

2c(x′, 0)
∂N+2
xn

c(x′, 0)

(
N+1∏
k=1

v(lk)

)
= 0,

x′ ∈ Ω and for the metric c̃g we have

−Δĝ∂
N+1
l1...lN+1

ũ(x′, 0)−X∂N+1
l1...lN+1

ũ(x′, 0) +RN (ũ, g(x
′, 0), 0)(4.11)

+

(
n− 1

2c(x′, 0)
∂N+2
xn

c(x′, 0) +
n− 1

2c̃(x′, 0)
∂N+2
xn

c̃(x′, 0)

)(
N+1∏
k=1

v(lk)

)
= 0.

Now the subinduction implies that RN(u, g(x
′, 0), 0) = RN (ũ, g(x

′, 0), 0). Thus by
subtracting, integrating against v(0) (the solution of (4.7)), using integration by parts
and that ∂ν∂

N+1
l1...lN+1

u(x′, 0)|∂Ω = ∂ν∂
N+1
l1...lN+1

ũ(x′, 0)|∂Ω we get∫
Ω

c̃(x′, 0)−1∂N+2
xn

c̃(x′, 0)v(0)
N+1∏
k=1

vlk dx′ = 0.

Choosing all but two of the functions vlk to be equal to 1, then by the completeness
of such solutions (Lemma 4.1) implies that

∂N+2
xn

c̃(x′
0, 0) = 0.

Since x′
0 was arbitrary, we have ∂N+2

xn
c̃(x′, 0) = 0 for all x′ ∈ Ω. �

We will next prove Theorem 1.4. The proof will be very similar to the one above
and we will only point out the differences.

Proof of Theorem 1.4. Let ε be, as in the previous proof, small enough so that (3.3)

has a unique small solution for fε :=
∑N

k=1 fk, where fk ∈ Cs(∂Ω) with spt(f) ⊂ Γ
and ‖fk‖Cs(∂Ω) < δ, δ > 0.

The first linearizations are (4.3), (4.4) and for the corresponding partial DN maps
we have

(4.12) (DΛΓ
g )0 = (DΛΓ

cg)0.

Now using Lemma 4.2 together with a boundary determination [Tzo17, Proposition
4.1] we get from the first linearization that for all i = 1, . . . , n− 1

∂xi
c̃(x′, 0)

c̃(x′, 0)
= 0, for x′ ∈ Ω.

This then implies two things. Firstly, c̃(x′, 0) = λ ∈ (0,∞). Secondly, since solutions
to an advection diffusion equation are unique, we have that vl = ṽl.

Let us move to the second order linearization and let x′
0 ∈ Ω. We will subtract

equations (4.5), (4.6) and integrate against the function v(0) that solves

(4.13)

⎧⎪⎨
⎪⎩

Δĝv
(0) −Xv(0) − qv(0) = 0 in Ω

v(0) = g, on Γ

v(0) = 0, on ∂Ω \ Γ.
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for g ∈ C∞
c (Γ), g ≥ 0, g 	≡ 0 and that v(0)(x′

0) 	= 0. This function can be constructed
exactly as before. We now do the integration, where the difference will be on how to
deal with the boundary terms:∫

Ω

n− 1

2c̃(x′, 0)
∂3
xn
c̃(x′, 0)vkvlv(0) dVĝ

=

∫
Ω

−(wkl − w̃kl)(−Δĝv
(0) +Xv(0) + qv(0)) dVĝ

−

∫
∂Ω

(wkl − w̃kl)∂νv
(0) − v(0)∂ν(w

kl − w̃kl) dS

+

∫
∂Ω

(wkl − w̃kl)
1− n

2c(x′, 0)
ĝij∂xi

c(x′, 0)|ĝ|
1

2 v(0)νj dS.

Since v(0) solves (4.13) and (wkl − w̃kl)|∂Ω = 0 the first and last integral vanish and
also the first term in the second integral vanishes. For the remaining part we divide
the integral in two parts∫

∂Ω

v(0)∂ν(w
kl − w̃kl) dS =

∫
Γ

v(0)∂ν(w
kl − w̃kl) dS +

∫
∂Ω\Γ

v(0)∂ν(w
kl − w̃kl) dS.

This is zero since v(0)|∂Ω\Γ = 0 and from (4.12) we have that ∂ν(w
kl − w̃kl)|Γ = 0.

Hence ∫
Ω

n− 1

2c̃(x′, 0)
∂3
xn
c̃(x′, 0)vkvlv(0) dVĝ = 0

for all vk, v
l solving (4.3). Continuing as in the proof of Theorem 1.3 we get

∂3
xn
c̃(x′, 0) = 0 for x′ ∈ Ω.

and this then implies that wkl = w̃kl in Ω.
Proceeding with induction as before and taking further care about the boundary

terms in the integrals will conclude the proof. �
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INVERSE PROBLEMS FOR SEMILINEAR ELLIPTIC PDE WITH A

GENERAL NONLINEARITY a(x, u)

DAVID JOHANSSON, JANNE NURMINEN, AND MIKKO SALO

Abstract. This article studies the inverse problem of recovering a nonlinearity in an elliptic
equation Δu + a(x, u) = 0 from boundary measurements of solutions. Previous results based
on first order linearization achieve this under a sign condition on ∂ua(x, u), and results based on
higher order linearization recover the Taylor series of a(x, u) with respect to u. We improve these
results and show that a general nonlinearity, and not just its Taylor series, is uniquely determined
up to gauge near a fixed solution. Our method is based on constructing a good solution map that
locally parametrizes solutions of the nonlinear equation by solutions of the linearized equation.

1. Introduction

Motivation. Let Ω ⊆ R
n, n ≥ 2, be a bounded domain whose boundary is assumed to be C

∞ for
simplicity, and let a ∈ C

k(R, C1,α(Ω)) where k ≥ 3 and 0 < α < 1. We write a = a(x, z) for x ∈ Ω
and z ∈ R, and consider equations of the form

(1.1) Δu(x) + a(x, u(x)) = 0 in Ω.

In this article we study the inverse problem of identifying the function a(x, z) from certain boundary
measurements of solutions of (1.1). For example, the boundary measurements could be encoded by
a Dirichlet-to-Neumann (DN) map if the equation is well-posed, or more generally one could use
the (full) Cauchy data set

Ca := {(u|∂Ω, ∂νu|∂Ω) : u ∈ C
2,α(Ω) solves Δu+ a(x, u) = 0}.

That is, we wish to answer the question:

Does Ca determine a(x, z)?

For linear equations Δu+q(x)u = 0, the question above is a version of Calderón’s inverse problem
and there is large literature (see e.g. the survey [Uhl14]). There are also many results for nonlinear
equations. The first generation of such results was based on first order linearization, i.e. on studying
the (first) Fréchet derivative of the nonlinear DN map and using existing results for linear equations.
This method was introduced in [Isa93], and further results for determining a nonlinearity a(x, u) as
in (1.1) were given in [IS94; IN95; IY13]. These results typically require assumptions such as

a(x, 0) = 0,(1.2)

∂ua(x, u) ≤ 0,(1.3)

which ensure well-posedness and a maximum principle. The assumption (1.3) was weakened in
[IN95], and [Sun10] gave a result without assuming (1.2). The results show that one can recover
a(x, u) in (some subset of) the reachable set

Ea := {(x, z) : x ∈ Ω, z = u(x) for some solution u of Δu+ a(x, u) = 0}.
1



There are many related works for quasilinear and conductivity type equations. References may be
found in the survey articles [Sun05; Uhl09].

The works [FO20; LLLS21a] introduced a higher order linearization method in inverse problems
for nonlinear elliptic equations, motivated by the earlier work [KLU18] for hyperbolic equations.
This method applies to inverse problems for equations like (1.1) without any positivity assumptions
as in (1.3). Moreover, unlike in the first order linearization method that reduced matters to known
results for linear equations, in higher order linearization the nonlinearity is used as a tool that helps
in solving inverse problems. In this way, one can obtain results in partial data problems [LLLS21b;
KU20; ST23] or anisotropic problems [FO20; LLLS21a; CFO23; FKO23] that are stronger than the
known results for corresponding linear equations.

However, the higher order linearization results for (1.1) start with the assumptions that

a(x, 0) = 0,(1.4)

0 is not a Dirichlet eigenvalue for Δ+ ∂ua(x, 0) in Ω.(1.5)

The first assumption ensures that u ≡ 0 is a solution of (1.1). The second assumption ensures that
the linearized equation is well-posed for small Dirichlet data, and hence there is a nonlinear DN map
Λa for (1.1) defined for small Dirichlet data. The additional assumption ∂ua(x, 0) = 0 also appears
in many results. The works [FO20; LLLS21a] then show that Λa (defined for small Dirichlet data)

determines ∂
j
ua( · , 0) for many j ≥ 0. If one additionally assumes that a(x, z) is real-analytic in z,

then this is sufficient for determining a(x, z) completely.

Results. Our aim is to consider inverse problems for (1.1) for general functions a ∈ C
k(R, C1,α(Ω)).

In particular, we wish to remove the assumptions (1.2)–(1.3) in the first order linearization method
and (1.4)–(1.5) in the higher order linearization method. This requires certain changes in the
problem setup. First of all, the results in [FO20; LLLS21a] are based on looking at solutions of
(1.1) close to u ≡ 0 and on well-posedness for small data. Moreover, the linearized equation might
not be well-posed in general, but by Fredholm theory it is still well-posed for most Dirichlet data
(i.e. data that are L

2-orthogonal to a finite dimensional space). It follows that there may not be a
Dirichlet-to-Neumann map to work with.

For these reasons, in the general case we consider an arbitrary but fixed solution w ∈ C
2,α(Ω) of

Δw + a(x,w) = 0 and for δ > 0 we define the local Cauchy data set

C
w,δ
a := {(u|∂Ω, ∂νu|∂Ω) : u ∈ C

2,α(Ω) solves Δu+ a(x, u) = 0 and ‖w − u‖C2,α(Ω) ≤ δ}.

If w ≡ 0, this would be analogous to small Dirichlet data. By the Fredholm theory fact mentioned
above one expects that there are many solutions close to w, and we will prove a precise version of
such a result.

Our first main theorem shows that if two nonlinearities a1 and a2 admit a common solution w

and if their local boundary measurements satisfy the inclusion C
w,δ
a1 ⊆ C

0,C
a2 , then a1 = a2 near the

common solution w.

Theorem 1.1. Let a1, a2 ∈ C
3(R, C1,α(Ω)), and let w ∈ C

2,α(Ω) solve Δw + a1(x,w) = 0 and

Δw + a2(x,w) = 0 in Ω. If for some δ, C > 0 one has

C
w,δ
a1

⊆ C
0,C
a2

,

then there is ε > 0 such that

a1(x,w(x) + λ) = a2(x,w(x) + λ), x ∈ Ω, |λ| ≤ ε.
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This theorem is based on using first order linearization and it is valid for general nonlinearities.
In particular, the sign condition (1.3) in the earlier results mentioned above is not needed. We note
that the higher order linearization method does not require the sign condition either, but the result

in [FO20; LLLS21a] for the case w ≡ 0 was ∂
j
ua1( · , 0) = ∂

j
ua2( · , 0) for many j ≥ 0 which is clearly

weaker than the conclusion in Theorem 1.1. Moreover, if the linearizations of Δu + aj(x, u) = 0
(linearized at the solution w) happen to be well-posed, then by the arguments in Section 2 there
are Dirichlet-to-Neumann maps Λaj defined for Dirichlet data close to w|∂Ω, and then by Theorem
1.1 one obtains a1 = a2 near points (x,w(x)) whenever Λa1 = Λa2 .

Remark 1.2. It is in order to explain the assumption C
w,δ
a1 ⊆ C

0,C
a2 in the theorem. A more typical

way of stating a uniqueness result would be to say that Ca1 = Ca2 (i.e. the full Cauchy data sets of a1
and a2 agree) implies a1 = a2 somewhere. However, Ca1 = Ca2 implies our assumption C

w,δ
a1 ⊆ C

0,C
a2

in many cases, e.g. when the equation Δu+ a2(x, u) = 0 is well-posed for Dirichlet data near w|∂Ω
or when ‖∂ua2‖L∞(Ω×R) < ∞ (the latter fact follows from the Cauchy data estimates in Section 3).

More precisely, the assumption C
w,δ
a1 ⊆ C

0,C
a2 means that if u1 solves Δu1 + a1(x, u1) = 0 with

‖u1 −w‖C2,α(Ω) ≤ δ, then there is u2 solving Δu2 + a2(x, u2) = 0, having the same Cauchy data as

u1, and satisfying ‖u2‖C2,α(Ω) ≤ C. The existence of such a constant C is required in the proof to

make sure that if u1 is very close to w, then u2 will also be close to w and we can use a uniqueness
result to guarantee that u2 can be differentiated with respect to some parameters if the same is true
for u1.

If the nonlinearities a1 and a2 do not admit a common solution, then this inverse problem has a
gauge invariance as observed in [Sun10]. If a ∈ C

k(R, Cα(Ω)) is a nonlinearity and ϕ ∈ C
2,α(Ω) is

any function satisfying ϕ|∂Ω = ∂νϕ|∂Ω = 0, we define

(1.6) Tϕa(x, u) := Δϕ(x) + a(x, u+ ϕ(x)).

Then u solves Δu+ a(x, u(x)) = 0 if and only if v = u− ϕ solves Δv+ Tϕa(x, v(x)) = 0. It follows
that the solutions of these two equations have the same Cauchy data. Hence, if the Cauchy data sets
for a1 and a2 agree, one can only expect that a2(x, u) = Tϕa1(x, u) for (x, u) in the reachable set.
There are a number of related works based on the first linearization, see e.g. [IS94; IN95; Sun10].
Recent works that involve a similar gauge invariance are given in [LL23; KLL23]. We also mention
the examples in [IS94; FKO23] showing that in general the reachable set is not all of Ω× R.

Our next result shows that if one knows the Cauchy data for a nonlinearity a and for solutions
close to a given solution w, then one can recover a near points (x,w(x)) precisely up to the gauge
mentioned above.

Theorem 1.3. Let a1, a2 ∈ C
3(R, C1,α(Ω)), and let w1 ∈ C

2,α(Ω) solve Δw1 + a1(x,w1) = 0 in Ω.

If

C
w1,δ
a1

⊆ C
0,C
a2

for some δ, C > 0, then there is ε > 0 such that

a1(x,w1(x) + λ) = Tϕa2(x,w1(x) + λ)

whenever x ∈ Ω and |λ| ≤ ε. Here ϕ := w2 − w1 where w2 ∈ C
2,α(Ω) is the unique solution of

Δw2 + a2(x,w2) = 0 in Ω with w1|∂Ω = w2|∂Ω and ∂νw1|∂Ω = ∂νw2|∂Ω.

Again, Theorem 1.3 is valid for general nonlinearities. Note that Theorem 1.1 is a corollary of
Theorem 1.3 since w2 = w1 in that case.
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Both Theorem 1.1 and 1.3 are based on first order linearization and they rely on the solution of
an inverse problem for the linearized equation. In contrast, many of the results based on higher
order linearization do not rely directly on the inverse problem for the linearized equation. In fact
in these results the equation often has a form where the unknown quantities only appear in higher
linearizations and not in the first linearization. For such equations, nonlinearity often helps and one
can obtain improved results in the presence of nonlinearity.

In the case of the higher order linearization method, we can remove the assumptions (1.4)–(1.5)
that were present in most of the earlier results. The following result is an example of what one can
prove.

Theorem 1.4. Let a1, a2 ∈ C
k+1(R, C1,α(Ω)) with k ≥ 2, let w1 ∈ C

2,α(Ω) solve Δw1+a1(x,w1) =
0 in Ω, and suppose that

C
w1,δ
a1

⊆ C
0,C
a2

for some δ, C > 0. Let w2 ∈ C
2,α(Ω) be the unique solution of Δw2 + a2(x,w2) = 0 in Ω with

w1|∂Ω = w2|∂Ω and ∂νw1|∂Ω = ∂νw2|∂Ω. Assume further that

(1.7) ∂
l
ua1(x,w1) = ∂

l
ua2(x,w2), 1 ≤ l ≤ k − 1.

Then ∫
Ω
(∂k

ua1(x,w1)− ∂
k
ua2(x,w2))v1 . . . vk+1 dx = 0

for any vj solving the linear equation Δvj + ∂ua1(x,w1)vj = 0 in Ω.

In other words, if Cw1,δ
a1 ⊆ C

0,C
a2 and (1.7) holds, then ∂

k
ua1(x,w1)− ∂

k
ua2(x,w2) is L

2-orthogonal
to products of k+1 solutions of the same linear equation. This is a typical conclusion in the higher
order linearization method. Under our current assumptions, Theorem 1.3, which is based on solving
the inverse problem for the linearized equation, already implies that ∂k

ua1(x,w1) = ∂
k
ua2(x,w2). The

point is that as long as (1.7) holds (this is true e.g. for polynomial nonlinearities aj(x, u) = qj(x)u
k

and wj ≡ 0), Theorem 1.4 does not rely on solving the inverse problem for the linearized equation
and one can prove this without assuming (1.4)–(1.5). Theorem 1.4 remains valid for more general
equations such as Δgu+ a(x, u) = 0 with a smooth Riemannian metric g, for which the linearized
case is not fully understood. For these more general equations one might be able to obtain improved
results in the nonlinear case as was done in [FO20; LLLS21a] and subsequent works.

Methods. Let us next describe the methods for proving the above results. The first objective is to
show that near a solution w of Δw + a(x,w) = 0, there are many solutions uv = w + v + O(‖v‖2)
of the same equation that are parametrized by small solutions v of the linearized equation

Δv + ∂ua(x,w)v = 0.

It will also be important that uv depends smoothly on v. We will prove this by a standard argument
using the implicit function theorem. This is slightly delicate since the linearized equation may not
be well-posed. In order to have a solution uv depending smoothly on v that is unique in a suitable
sense, one needs to use a solution operator for the linearized equation that takes into account the
finite dimensional obstructions to solvability coming from Fredholm theory.

One can recast the previous result in a different language. If q(x) = ∂ua(x,w(x)) and

Vq = {v ∈ C
2,α(Ω) : Δv + qv = 0 in Ω},

Wa = {u ∈ C
2,α(Ω) : Δu+ a(x, u) = 0 in Ω},
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then Vq is the solution space of Δ+q and Wa is a Banach manifold in C
2,α(Ω) consisting of solutions

of the nonlinear equation. Then Vq is the tangent space of Wa at w, and our result shows that

Sa,w : v 	→ uv

is a bijective smooth map from a neighborhood of 0 in Vq onto a neighborhood of w in Wa with
DSa,w(0) = Id. Similar ideas appear e.g. in [Eel66; Pal68; Sun75].

Next, starting from the assumption C
w,δ
a1 ⊆ C

0,C
a2 , we construct a solution u1,v as above for a1,

and use the inclusion of Cauchy data sets to conclude that there is a solution u2,v for a2 having
the same Cauchy data as u1,v. We know that u1,v depends smoothly on v, but this is not known
for u2,v. In order to show that also u2,v depends smoothly on v, we prove quantitative estimates
showing that solutions of both the linearized and nonlinear equations depend continuously on their
Cauchy data. For one of these results we invoke a standard Carleman estimate. Since u2,v depends
continuously on its Cauchy data, and since the Cauchy data of u2,v is the same as for u1,v and the
latter depends smoothly on v, we are able to show that also u2,v depends smoothly on v. This also
uses certain functional analytic arguments following [OSSU20].

The first order linearization result, Theorem 1.1, is proved as follows. If C
w,δ
a1 ⊆ C

0,C
a2 and if

u1,vt and u2,vt are as described above with vt = v + th, we differentiate the equations Δuj,vt +
aj(x, uj,vt) = 0 with respect to t, subtract the resulting equations, and integrate against a solution
of Δṽ2 + ∂ua2(x, u2,v)ṽ2 = 0 to obtain∫

Ω
(∂ua1(x, u1,v)− ∂ua2(x, u2,v))ṽ1ṽ2 dx = 0

where ṽ1 = DSa1,w(v)h. Then we use the bijectivity of Sa,w above to conclude that any solution
ṽ1 of Δṽ1 + ∂ua1(x, u1,v)ṽ1 = 0 can be written as DSa1,w(v)h for some h. Density of products of
solutions as in the standard Calderón problem [SU87; Buk08] implies that

∂ua1(x, u1,v) = ∂ua2(x, u2,v) for any small v ∈ Vq.

Next we show that ϕv := u2,v −u1,v is independent of v, by observing that the derivative of ϕv with
respect to v is identically 0, because it solves a linear elliptic equation and has zero Cauchy data.
Since ϕ0 = w − w = 0, we obtain

∂ua1(x, u1,v) = ∂ua2(x, u1,v) for any small v ∈ Vq.

(In the setting of Theorem 1.3 one has u2,v = u1,v+ϕ instead.) It then remains to show that for any
fixed x0, the values u1,v(x0) generate an interval [w(x0) − ε, w(x0) + ε] by varying v. This follows
since u1,v = w+ v+O(‖v‖2) and since one can generate linear solutions v with v(x0) �= 0 by using
Runge approximation. This concludes the outline of proof of Theorem 1.1. The proof of Theorem
1.3 is analogous, except that ϕ will be a nonzero function that is independent of v.

Finally, we use the higher order linearization method and differentiate k times the equations
Δuj,v+aj(x, uj,v) = 0 with respect to v. Subtracting the resulting equations, using the assumption
(1.7) and integrating against a solution vk+1, we arrive at Theorem 1.4.

The article is organized as follows. In Section 2 we construct a solution map for equation (1.1).
Section 3 is dedicated to quantitative uniqueness results for (1.1) and its linearization. The lin-
earization methods require two smooth solution maps and the second one is constructed in Section
4. In Section 5 we use first order linearization to prove Theorems 1.1 and 1.3. Finally, in Section
6 we give the proof of Theorem 1.4. At the end we have an Appendix where we give a Runge
approximation result for the first linearization of (1.1).
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2. A smooth solution operator

The linearization methods used in this work are based on constructing solutions u = uv of

(2.1) Δu+ a(x, u) = 0 in Ω,

so that uv is close to a fixed solution w of (2.1) and depends smoothly on a small solution v of the
linearized equation

(2.2) Δv + ∂ua(x,w)v = 0 in Ω.

In order to parametrize solutions of (2.1) on solutions of (2.2), we need to be able to single out
suitable solutions of the linearized equation which may not be well-posed. This is done in Lemma
2.1 by using the Fredholm alternative. We then construct solutions uv of (2.1) by solving a nonlinear
fixed point equation. This fixed point equation is solved in Lemma 2.3. The construction of the
smooth solution map v → uv for the equation (2.1) is completed in Lemma 2.4. Finally in Lemma
2.5 we show that the first Fréchet derivative of the solution operator is an isomorphism between
spaces of solutions to the linearized equation.

Before we proceed to the results of this section, let us define some spaces and mappings that
are used throughout. Let Ω ⊆ R

n with n ≥ 2 be a bounded open set with C
∞ boundary, and

let q ∈ C
1,α(Ω) be real valued where 0 < α < 1. First we have the kernel Nq of the operator

Δ+ q : H1
0 (Ω) → H

−1(Ω) and the space of Neumann data ∂νNq of the functions in Nq, i.e.

Nq = {ψ ∈ H
1
0 (Ω) : (Δ + q)ψ = 0},

∂νNq = {∂νψ|∂Ω : ψ ∈ Nq}.

These spaces appear due to the use of the Fredholm alternative. These are finite dimensional
spaces, and since q ∈ C

1,α(Ω), elliptic regularity [Bro62, Theorem 2.2] ensures that Nq ⊆ C
3,α(Ω)

and ∂νNq ⊆ C
2,α(∂Ω). The last fact is the only reason why we assume q ∈ C

1,α(Ω) (otherwise

q ∈ C
α(Ω) would have been sufficient). We let {∂νψ1, . . . , ∂νψm} be an orthonormal basis of ∂νNq

with respect to the L
2(∂Ω)-inner product.

We now show that even in the case when 0 is a Dirichlet eigenvalue of Δ+ q in Ω, the equation
(Δ + q)u = F has a solution u for any F and one can prescribe the Dirichlet data of u in the
L
2(∂Ω)-orthocomplement of the finite dimensional space ∂νNq. Below, the notation ⊥ will always

mean L
2-orthogonality.

Lemma 2.1. Let q ∈ C
1,α(Ω). For any F ∈ C

α(Ω) and f ∈ C
2,α(∂Ω), there is a unique function

Φ = Φ(F, f) ∈ ∂νNq such that the problem

(2.3)

{
Δu+ qu = F in Ω,

u = f − Φ on ∂Ω,

admits a solution u ∈ C
2,α(Ω). The function Φ is given by

(2.4) Φ(F, f) =

m∑
j=1

(∫
Ω
Fψj dx+

∫
∂Ω

f∂νψj dS

)
∂νψj.
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Moreover, there is unique solution uF,f = Gq(F, f) such that uF,f ⊥ Nq. The solution uF,f depends

linearly on F and f and satisfies

(2.5) ‖uF,f‖C2,α(Ω) ≤ C(‖F‖Cα(Ω) + ‖f‖C2,α(∂Ω)),

where C is independent of F and f .

Proof. We first consider the case of solvability in H
2(Ω) with zero Dirichlet data. If X = H

2(Ω) ∩
H

1
0 (Ω) equipped with the H

2(Ω) norm, then by Fredholm theory [Eva10, Theorem 4 in Section
6.2.3] and elliptic regularity [Eva10, Theorem 4 in Section 6.3.2] the map

T : X → L
2(Ω), T v = (Δ + q)v

is Fredholm, i.e. it has finite dimensional kernel Nq and its range Ran(T ) = {F ∈ L
2(Ω) : F ⊥ Nq}

has finite codimension. It follows that the induced map

T1 : X/Nq → Ran(T )

is bounded and bijective, hence invertible by the open mapping theorem. The space X/Nq can be
identified with Y = {u ∈ X : u ⊥ Nq}, and T becomes an isomorphism from Y onto Ran(T ).
(To see this, let E : X → L

2(Ω) be the restriction to X of the L
2-orthogonal projection onto Nq.

Then X = Ran(E) ⊕ Ker(E) = Nq ⊕ Y [Con90, Theorem 13.2 b)], and the map Y → X/Nq,
u 	→ [u] identifies Y with X/Nq.) It follows that for any F ∈ Ran(T ) there is a unique vF ∈ X with
vF ⊥ Nq such that T (vF ) = F . In other words, for any F ∈ L

2(Ω) with F ⊥ Nq there is a unique
vF ∈ H

2(Ω) ∩H
1
0 (Ω) with vF ⊥ Nq that depends linearly on F and solves

(Δ + q)v = F in Ω, v|∂Ω = 0,

and one has

(2.6) ‖vF ‖H2(Ω) ≤ C‖F‖L2(Ω).

We can obtain a similar statement in Hölder spaces. Let F ∈ C
α(Ω) with F ⊥ Nq and let vF be

as above. By elliptic regularity, vF ∈ C
2,α(Ω) and

(2.7) ‖vF ‖C2,α(Ω) ≤ C‖F‖Cα(Ω).

(More precisely, from [Bro62, Theorem 2.2] and [GT01, Lemma 6.18 and Problem 6.2] we obtain
vF ∈ C

2,α(Ω) and

(2.8) ‖vF ‖C2,α(Ω) ≤ C(‖vF‖C(Ω) + ‖F‖Cα(Ω)).

From Theorem 8.15 and the remark around equation 8.38 in [GT01] it follows that ‖vF ‖C(Ω) ≤

C‖vF ‖L2(Ω). Using this with (2.6) and (2.8) yields (2.7).)

We now consider (2.3). To study the uniqueness of u, we fix a bounded extension operator

Eq : C
2,α(∂Ω) → C

2,α(Ω) with Eqh|∂Ω = h and Eqh ⊥ Nq for all h ∈ C
2,α(∂Ω).

In fact it is enough to take Eq = (Id − PNq )E, where E is any bounded extension operator [Tri83,

Theorem 3.3.3 and eq. 1) on p. 51] and PNq is the L
2(Ω)-orthogonal projection to Nq. We see that

u solves (2.3) iff u = Eq(f − Φ) + v, where v solves

(2.9)

{
Δv + qv = F̃ in Ω,

v = 0 on ∂Ω,
7



where we wrote F̃ = F − (Δ + q)Eq(f − Φ). We wish to find a function Φ ∈ ∂νNq such that

F̃ ⊥ L
2(Ω). If ψ ∈ Nq, integrating by parts gives∫

Ω
F̃ψ dx =

∫
Ω
Fψ dx+

∫
∂Ω

(f − Φ)∂νψ dS.

Thus F̃ ⊥ Nq iff Φ satisfies for all ψ ∈ Nq the condition∫
∂Ω

Φ∂νψ dS =

∫
Ω
Fψ dx+

∫
∂Ω

f∂νψ dS.

This holds for Φ iff Φ = Φ(F, f) is given by (2.4). For this Φ, we let vF̃ ⊥ Nq be the solution of (2.9)
satisfying (2.6). Then uF,f := Eq(f − Φ(F, f)) + vF̃ ⊥ Nq satisfies the required estimate (2.5). �

Next we prove an auxiliary lemma which is used in several places in the remainder of the article.

Lemma 2.2. Let a ∈ C
k(R, Cα(Ω)) and f ∈ C(Ω) and let l ≤ k. Then

(2.10) ‖∂l
ua(x, f(x))‖Cα(Ω) ≤ ‖a‖Ck([−M,M ],Cα(Ω))

where M = ‖f‖C(Ω).

Proof. By manipulating the supremum in the definition of the norm we have

‖∂l
ua(x, f)‖Cα(Ω) =sup

x∈Ω

|∂l
ua(x, f(x))|+ sup

x,y∈Ω
x �=y

|∂l
ua(x, f(x))− ∂

l
ua(y, f(y))|

|x− y|α

≤ sup
x∈Ω

‖∂l
ua(x)‖C([−M,M ]) + sup

x,y∈Ω
x �=y

sup
η,θ∈[−M,M ]

|∂l
ua(x, η) − ∂

l
ua(y, θ)|

|x− y|α

≤ sup
x∈Ω

‖a(x)‖Cl([−M,M ]) + sup
x,y∈Ω
x �=y

‖a(x) − a(y)‖Cl([−M,M ])

|x− y|α

=‖a‖Ck([−M,M ],Cα(Ω)). �

Next we study a fixed point equation related to the linearized equation. Below, we let

(2.11) Bδ = {u ∈ C
2,α(Ω) : ‖u‖C2,α(Ω) < δ}.

Lemma 2.3. Let a ∈ C
3(R, C1,α(Ω)) and w ∈ C

2,α(Ω) be a solution of Δw+ a(x,w) = 0 in Ω. Let

q = ∂ua(x,w) and let Gq(F, f) be the solution operator of{
Δu+ qu = F in Ω

u = f − Φ(F, f) on ∂Ω

provided by Lemma 2.1. Define Rv(r) = R(v + r) where R : C2,α(Ω) → C
α(Ω) is given by

(2.12) R(h)(x) :=

∫ 1

0
[∂ua(x,w(x) + th(x))− ∂ua(x,w(x))]h(x) dt.

For fixed v ∈ C
2,α(Ω) define Tv : C2,α(Ω) → C

2,α(Ω) by Tv(r) = −Gq(Rv(r), 0).

Under the above assumptions, there exists δ > 0 such that Tv|Bδ
: Bδ → Bδ is a contraction.

Furthermore,

(2.13) ‖Tv(h)‖C2,α(Ω) ≤ C‖v + h‖2
C2,α(Ω)

, h ∈ Bδ.
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Consequently there exists a unique r ∈ Bδ solving the fixed point equation r = Tv(r). The function

r is also the unique solution with r ⊥ Nq of

(2.14)

{
Δr + ∂ua(x,w)r = −R(v + r) in Ω

r|∂Ω ∈ ∂νNq on ∂Ω,

and necessarily r|∂Ω = Φ(R(v + r), 0).

Proof. We first show that Tv maps Bδ into itself when δ is small enough. Let v, r ∈ Bδ where
initially δ ≤ 1. By the mapping properties for G in Lemma 2.1 and the fundamental theorem of
calculus, we have

‖Tv(r)‖C2,α(Ω) ≤ C‖R(v + r)‖Cα(Ω)(2.15)

= C

∥∥∥∥
∫ 1

0
[∂ua(x,w + t(v + r))− ∂ua(x,w)](v + r) dt

∥∥∥∥
Cα(Ω)

= C

∥∥∥∥
∫ 1

0

∫ 1

0
∂
2
ua(x,w + st(v + r))t(v + r)2 ds dt

∥∥∥∥
Cα(Ω)

From Lemma 2.2 we get for s, t ∈ [0, 1] that

(2.16) ‖∂2
ua(x,w + st(v + r))‖Cα(Ω) ≤ Cw,a.

Since v ∈ Bδ we have, by using (2.16) in (2.15), that

‖Tv(r)‖C2,α(Ω) ≤ C‖v + r‖2
Cα(Ω)

≤ C‖v + r‖2
C2,α(Ω)

≤ Cδ
2
.

The second inequality above proves (2.13). For δ small enough we get

‖Tv(r)‖Ck,α(Ω) ≤ δ

and conclude that Tv indeed maps Bδ into itself.

Next we show the contraction property of Tv. Let r1, r2 ∈ Bδ. Then, as in (2.15), we have

‖Tv(r1)− Tv(r2)‖C2,α(Ω) ≤ C‖Rv(r1)−Rv(r2)‖Cα(Ω).

Denote ui = v + ri, i = 1, 2. Then

Rv(r1)−Rv(r2) =

∫ 1

0
(∂ua(x,w + tu1)− ∂ua(x,w)) u1 − (∂ua(x,w + tu2)− ∂ua(x,w)) u2 dt

=

∫ 1

0
(∂ua(x,w + tu1)− ∂ua(x,w) + ∂ua(x,w + tu2)− ∂ua(x,w))(u1 − u2)

− (∂ua(x,w + tu2)− ∂ua(x,w))u1 + (∂ua(x,w + tu1)− ∂ua(x,w))u2 dt

=

∫ 1

0
(u1 − u2)

(
tu1

∫ 1

0
∂
2
ua(x,w + stu1) ds + tu2

∫ 1

0
∂
2
ua(x,w + stu2) ds

)

− tu1u2

∫ 1

0
∂
2
ua(x,w + stu2) ds+ tu1u2

∫ 1

0
∂
2
ua(x,w + stu1) ds dt

=

∫ 1

0
(u1 − u2)

(
tu1

∫ 1

0
∂
2
ua(x,w + stu1) ds + tu2

∫ 1

0
∂
2
ua(x,w + stu2) ds

+ t
2
u1u2

∫ 1

0

∫ 1

0
s∂

3
ua(x,w + ystu1 + (1− y)stu2) dy ds

)
dt.
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Let us estimate the norm of the last expression term by term. Since v, ri ∈ Bδ then ui ∈ B2δ for
i ∈ {1, 2}. Using this and (2.16) we have that∥∥∥∥tui

∫ 1

0
∂
2
ua(x,w + stui) ds

∥∥∥∥
Cα(Ω)

≤ t‖ui‖Cα(Ω)

∫ 1

0
‖∂2

ua(x,w + stui)‖Cα(Ω) ds

≤ tδC.

Just as in (2.16) we get ‖∂3
ua(x,w + h)‖Cα(Ω) ≤ Cw,a. Using this we estimate∥∥∥∥t2u1u2

∫ 1

0

∫ 1

0
s∂

3
ua(x,w + ystu1 + (1− y)stu2) dy ds

∥∥∥∥
Cα(Ω)

≤ t
2‖u1u2‖Cα(Ω)

∫ 1

0

∫ 1

0
s‖∂3

ua(x,w + ystu1 + (1− y)stu2)‖Cα(Ω) dy ds

≤ t
2
δ
2
C

Finally, for small enough δ > 0 we have

‖Tv(r1)− Tv(r2)‖C2,α(Ω) ≤ Ca

∫ 1

0
‖u1 − u2‖Cα(Ω)(2tδC + t

2
δ
2
C) dt

≤
1

2
‖u1 − u2‖C2,α(Ω)

=
1

2
‖r1 − r2‖C2,α(Ω).

Thus Tv is a contraction and the Banach fixed point theorem ensures existence and uniqueness of
solution to the equation r = Tv(r) in Bδ. The definition of Tv ensures that r also solves (2.14). �

We now construct the smooth solution map Sa,w, which maps small solutions v of the linearized
equation Δv + ∂ua(x,w)v = 0 to solutions u of the nonlinear equation Δu + a(x, u) = 0 that are
close to some fixed solution w. Below, if F : U → Y is a C

1 map where X and Y are Banach spaces
and U ⊆ X is open, we will denote its Fréchet derivative by

DF (x) = F
′(x).

Recall that Bδ is given by (2.11).

Lemma 2.4. Let a ∈ C
k(R, C1,α(Ω)), k ≥ 3. Let w ∈ C

2,α(Ω) be a solution of Δw + a(x,w) = 0.
Let q(x) = ∂ua(x,w(x)). Then there exist δ, C > 0 and a C

k−1 map Q = Qa,w : Bδ → Bδ satisfying

Q(Bδ) ⊆ N
⊥
q ,

Q(Bδ)|∂Ω ⊆ ∂νNq,

Q(0) = DQ(0) = 0

and

(2.17) ‖Q(v)‖C2,α(Ω) ≤ C‖v‖2
C2,α(Ω)

,

such that Sa : Bδ → C
2,α(Ω) defined by u = Sa,w(v) = w + v +Q(v) is a C

k−1 map satisfying

(2.18) Δu+ a(x, u) = Δv + qv in Ω

with S
′
a,w(0)v = v. In particular, if v solves Δv+ qv = 0, then u = Sa,w(v) solves Δu+a(x, u) = 0.
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Conversely, if δ is small enough, then given any solution u ∈ C
2,α(Ω) of Δu+ a(x, u) = 0 with

‖u−w‖C2,α(Ω) ≤ δ there exists a unique solution v ∈ C
2,α(Ω) of Δv+ qv = 0 such that u = Sa,w(v).

The function v is explicitly given by

(2.19) v = PNq (u− w) +Gq(0, (u − w)|∂Ω),

and one has ‖v‖C2,α(Ω) ≤ C‖u− w‖C2,α(Ω).

Proof. We first construct the map Q. Let v ∈ Bδ. We look for a solution u of (2.18) having the
form u = w + v + r and formulate a fixed point equation for r. Taylor expansion gives

Δu+ a(x, u) = Δ(w + v + r) + a(x,w + v + r)

= Δw +Δ(v + r) + a(x,w) + ∂ua(x,w)(v + r) +Rv(r)

where Rv(r)(x) =
∫ 1
0 [∂ua(x,w(x) + t[v(x) + r(x)]) − ∂ua(x,w(x))][v(x) + r(x)] dt. Since w is a

solution of Δw + a(x,w) = 0, we see that u solves Δu+ a(x, u) = Δv + qv if r satisfies

Δr + ∂ua(x,w)r +Rv(r) = 0.

For each v ∈ Bδ, Lemma 2.3 ensures existence and uniqueness of a solution r = rv in Bδ with
r ⊥ Nq and r|∂Ω ∈ ∂νNq. Hence the mapping v 	→ rv is well-defined for v ∈ Bδ. Next we use the

implicit function theorem to show that this mapping is C
k−1.

Let F : C2,α(Ω)× C
2,α(Ω) → C

2,α(Ω) be defined by

F (v, r) = r − Tv(r) = r +Gq(Rv(r), 0).

From the definition of Rv and Gq it follows that F (0, 0) = 0. Next, Rv is C
k−1 since ∂ua ∈

C
k−1,α(R;C1,α(Ω)). Consequently, F is C

k−1 since Gq is linear. Moreover

DrF |(0,0)(h)

= h+Gq

(∫ 1

0
∂
2
ua(x,w + t(v + r))(v + r) + ∂ua(x,w + t(v + r))− ∂ua(x,w) dt|(v,r)=(0,0) , 0

)
= h

and this is a linear homeomorphism from C
2,α(Ω) to itself. Thus the implicit function theorem

[HG27, Theorem 4] ensures the existence of open balls Bδ1 , Bδ2 and a C
k−1 map Q : Bδ1 → Bδ2

such that

F (v,Q(v)) = 0.

Since rv found by Lemma 2.3 above is the unique solution of F (v, · ) = 0 in Bδ for v ∈ Bδ, we
conclude that for δ < min{δ1, δ2}, rv belongs to Bδ2 and hence Q(v) = rv. We have now shown that
for each v ∈ Bδ there is a unique rv ∈ Bδ with r ⊥ Nq and r|∂Ω ∈ ∂νNq such that uv = w + v + rv

is a solution of the equation Δuv + a(x, uv) = Δv + qv. Moreover, the map v 	→ uv = Sa,w(v) is

C
k−1.

Next we show that Q satisfies the other properties in the statement. The estimate (2.13) implies

‖r‖C2,α(Ω) = ‖Tv(r)‖C2,α(Ω) ≤ C‖v‖2
C2,α(Ω)

+ C‖r‖2
C2,α(Ω)

and from this we get that

‖v‖2
C2,α(Ω)

≥ ‖r‖C2,α(Ω) − C‖r‖2
C2,α(Ω)

≥ ‖r‖C2,α(Ω)(1−Cδ).

For δ small enough, and since Q(v) = r, we have

‖Q(v)‖C2,α(Ω) ≤ C‖v‖2
C2,α(Ω)

.
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This proves (2.17) and shows that Q(0) = 0. Using (2.17) together with Q(0) = 0 implies that
DQ(0) = 0. Since Q(v) = rv, we have Q(v) ∈ N

⊥
q and Q(v)|∂Ω ∈ ∂νNq.

We now prove the converse statement. Suppose that u ∈ C
2,α(Ω) solves Δu + a(x, u) = 0 in Ω

and ‖u−w‖C2,α(Ω) ≤ δ. We write ũ = u−w and want to construct v solving Δv+ qv = 0 such that

ũ = v + Q(v). Denote by PNq and P∂νNq
the L

2-orthogonal projections to the finite dimensional

spaces Nq and ∂νNq, respectively. Motivated by the conditions Q(Bδ) ⊆ N
⊥
q and Q(Bδ)|∂Ω ⊆ ∂νNq

we define

ψ = PNq ũ,

and let ϕ to be the unique solution given by Lemma 2.1 of the problem

Δϕ+ qϕ = 0 in Ω, ϕ ⊥ Nq, ϕ|∂Ω = (Id− P∂νNq
)(ũ|∂Ω).

Let v = ϕ + ψ, which means that v is given by (2.19). It follows that Δv + qv = 0 and v|∂Ω =
(Id− P∂νNq

)(ũ|∂Ω). We also have

‖v‖C2,α(Ω) ≤ C‖ũ‖C2,α(Ω) = C‖u− w‖C2,α(Ω).

It remains to show that r = ũ− v = u−w− v satisfies r = Q(v). By the above conditions we have
r ⊥ Nq and r|∂Ω ∈ ∂νNq, and r satisfies

(Δ + q)r = (Δ + q)(u− w) = −(a(x, u) − a(x,w) − q(u− w))

= −(a(x,w + v + r)− a(x,w) − q(v + r)) = −Rv(r).

The first part of the proof implies that r = Q(v) if δ is chosen small enough. This proves that
u = Sa,w(v). To show that v is unique suppose that u = Sa,w(ṽ) for another solution ṽ. Then the
definition of Sa,w gives

v − ṽ = Q(ṽ)−Q(v).

Thus v− ṽ ⊥ Nq and v− ṽ|∂Ω ∈ ∂νNq. Since (Δ+ q)(v− ṽ) = 0, Lemma 2.1 implies v = ṽ showing
that v is unique. �

Lemma 2.5. In the setting of Lemma 2.4, if v is small and solves Δv + qv = 0 for q = ∂ua(x,w),
define

qv = ∂ua(x, Sa,w(v)),

Vq̃ = {h ∈ C
2,α(Ω) : Δh+ q̃h = 0}

If v ∈ Vq is small, the map DSa,w(v) is an isomorphism from Vq onto Vqv .

Proof. Let v be a small solution of Δv + qv = 0 and vt = v + th where h ∈ Vq. Then ut = Sa,w(vt)
solves

Δut + a(x, ut) = 0.

Since ut is C
1 in t, the function u̇0 = ∂tut|t=0 = DSa,w(v)h satisfies

Δu̇0 + ∂ua(x, Sa,w(v))u̇0 = 0.

Thus DSa,w(v) maps Vq into Vqv .

Now suppose that v ∈ Vq is small and h̃ ∈ Vqv . For t small define ut = Sa,Sa,w(v)(th̃). By the
converse part of Lemma 2.4, if v and t are small enough one has ut = Sa,w(vt) for a unique small
solution vt ∈ Vq, and vt is given by

vt = PNq (ut − w) +Gq(0, (ut − w)|∂Ω).
12



In particular, vt is C
1 in t, and since Sa,w(v0) = u0 = Sa,Sa,w(v)(0) = Sa,w(v) uniqueness gives

v0 = v. Differentiating the identities ut = Sa,w(vt) and ut = Sa,Sa,w(v)(th̃) and using DS(0) = Id
gives

DSa,w(v)v̇0 = u̇0 = DSa,Sa,w(v)(0)h̃ = h̃.

This shows that DSa,w(v) : Vq → Vqv is surjective.

Finally, suppose that h ∈ Vq satisfies DSa,w(v)h = 0. Since Sa,w(v) = w + v +Qa,w(v), we have

h+DQa,w(v)h = 0.

But DQa,w(0) = 0, which implies that ‖DQa,w(v)‖ ≤ 1/2 when v is sufficiently small. Here we

used that Q is a C
k−1 map where k ≥ 3. This implies that ‖h‖ ≤ 1

2‖h‖, showing that h = 0.
Thus DSa,w(v) : Vq → Vqv is bijective and bounded, and by the open mapping theorem it is an
isomorphism. �

3. Estimates for solutions in terms of their Cauchy data

In this section we prove estimates for functions in terms of their Cauchy data and in particular
for solutions of the nonlinear equation

(3.1) Δu+ a(x, u) = 0 in Ω.

The estimate for (3.1) is used in section 4 when constructing the second solution map required for
the linearization methods.

First we obtain an auxiliary regularity estimate that is then used to prove the quantitative results.

Lemma 3.1. Let Ω ⊆ R
n be a bounded open set with C

∞ boundary and let q ∈ C
α(Ω). There is

C > 0 such that for any u ∈ C
2,α(Ω) we have

‖u‖C2,α(Ω) ≤ C(‖u‖C2,α(∂Ω) + ‖(Δ + q)u‖Cα(Ω) + ‖u‖H1(Ω)).

Proof. Consider the Banach space X = C
2,α(∂Ω)× C

α(Ω)×H
1(Ω) with norm

‖(f, F, v)‖X = ‖f‖C2,α(∂Ω) + ‖F‖Cα(Ω) + ‖v‖H1(Ω).

We define the map

T : C2,α(Ω) → X, T (u) = (u|∂Ω, (Δ + q)u, j(u)),

where j is the inclusion C
2,α(Ω) → H

1(Ω). Then T is bounded, linear and injective. We claim
that T has closed range. To see this, suppose that uj ∈ C

2,α(Ω) and T (uj) → (f, F, v) in X. Then

uj → v in H
1(Ω), uj|∂Ω → f in C

2,α(∂Ω) and (Δ + q)uj → F in C
α(Ω). On the other hand

(Δ + q)uj → (Δ + q)v in H
−1(Ω) and uj |∂Ω → v|∂Ω in H

1/2(∂Ω), and by uniqueness of limits one

has (Δ + q)v = F and v|∂Ω = f . By elliptic regularity, the weak solution v satisfies v ∈ C
2,α(Ω).

Thus (f, F, v) = T (v) and Ran(T ) is closed.

We have proved that T : C2,α(Ω) → Ran(T ) is a bounded linear bijection between Banach spaces.
By the open mapping theorem it has a bounded inverse S : Ran(T ) → C

2,α(Ω), and thus for any
u ∈ C

2,α(Ω) one has

‖u‖C2,α(Ω) = ‖STu‖C2,α(Ω) ≤ C‖Tu‖X .

This proves the claim. �

Next we show a quantitative uniqueness result that follows by combining Lemma 3.1 with the
unique continuation principle. This is the used in Section 4 related to the first linearization of (3.1).
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Lemma 3.2. Let Ω ⊆ R
n be a bounded open set with C

∞ boundary and let q ∈ C
α(Ω). There is

C > 0 such that for any u ∈ C
2,α(Ω) we have

‖u‖C2,α(Ω) ≤ C(‖u‖C2,α(∂Ω) + ‖∂νu‖C1,α(∂Ω) + ‖Δu+ qu‖Cα(Ω)).

Proof. We argue by contradiction and assume that for any m there is um such that

(3.2) ‖um‖C2,α(Ω) > m(‖um‖C2,α(∂Ω) + ‖∂νum‖C1,α(∂Ω) + ‖(Δ + q)um‖Cα(Ω)).

On the other hand, Lemma 3.1 implies that

‖um‖C2,α(Ω) ≤ C(‖um‖C2,α(∂Ω) + ‖(Δ + q)um‖Cα(Ω) + ‖um‖H1(Ω)).

Normalize um so that ‖um‖H1(Ω) = 1. Then using (3.2) yields

‖um‖C2,α(Ω) ≤ C(
1

m
‖um‖C2,α(Ω) + 1)

Then ‖um‖C2,α(Ω) ≤ C uniformly when m is sufficiently large.

By Theorem 1.34 in [AF03] the embedding C
2,α(Ω) → C

2(Ω) is compact. Hence there is a
subsequence, still denoted um, that converges in C

2(Ω) to some u ∈ C
2(Ω). On the other hand,

from (3.2) and the bound ‖um‖C2,α(Ω) ≤ C we see that

um|∂Ω → 0, ∂νum|∂Ω → 0, (Δ + q)um → 0

in the respective spaces. By uniqueness of limits we have u|∂Ω = 0, ∂νu|∂Ω = 0, and (Δ + q)u = 0.
Consequently, u ≡ 0 by unique continuation, which contradicts ‖u‖H1(Ω) = lim‖um‖H1(Ω) = 1. �

Finally, we invoke a Carleman estimate to show that solutions of semilinear equations of the form
(3.1) are uniquely and stably determined by their Cauchy data.

Lemma 3.3. Let a ∈ C
2(R, Cα(Ω)), and let u0 ∈ C

2,α(Ω) solve Δu0 + a(x, u0) = 0 in Ω. If

u ∈ C
2,α(Ω) is any other solution of Δu+ a(x, u) = 0 in Ω and ‖u‖C2,α(Ω), ‖u0‖C2,α(Ω) ≤ M , then

(3.3) ‖u− u0‖C2,α(Ω) ≤ C(M,a)(‖u − u0‖C2,α(∂Ω) + ‖∂ν(u− u0)‖C1,α(∂Ω)).

Proof. We use a standard Carleman estimate (see e.g. [Cho21, Theorem 4.1]): there are C, τ0 > 0
and ϕ ∈ C

∞(Ω) such that when τ ≥ τ0, one has

‖eτϕv‖L2(Ω) +
1

τ
‖eτϕ∇v‖L2(Ω) ≤

C

τ3/2
‖eτϕΔv‖L2(Ω) + C‖eτϕv‖L2(∂Ω) +

C

τ
‖eτϕ∇v‖L2(∂Ω)

for any v ∈ C
2(Ω). We apply this with v = u− u0 and use the fact that

(3.4) −Δv = a(x, u) − a(x, u0) =

[∫ 1

0
∂ua(x, (1 − t)u0 + tu) dt

]
v.

Since |u|, |u0| ≤ M , we get from Lemma 2.2 that

(3.5) |Δv(x)| ≤ C(M,a)|v(x)|.

Thus, choosing τ = τ(M,a) large but fixed, we get

1

2
‖eτϕv‖L2(Ω) +

1

τ
‖eτϕ∇v‖L2(Ω) ≤ C(‖eτϕv‖L2(∂Ω) + ‖eτϕ∇v‖L2(∂Ω)).

Since c(M,a) ≤ e
τϕ ≤ C(M,a), we have

(3.6) ‖v‖H1(Ω) ≤ C(M,a)(‖v‖H1(∂Ω) + ‖∂νv‖L2(∂Ω)).
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We still need to estimate ‖v‖C2,α(Ω). First, Lemma 3.1 gives

‖v‖C2,α(Ω) ≤ C

(
‖v‖C2,α(∂Ω) + ‖Δv‖Cα(Ω) + ‖v‖H1(Ω)

)
.

From (3.4) we observe that

‖Δv‖Cα(Ω) ≤ C

[∫ 1

0
‖∂ua( · , (1 − t)u0( · ) + tu( · ))‖Cα(Ω) dt

]
‖v‖Cα(Ω).

By using Lemma 2.2 to estimate the integral from above by a constant depending on a, u and u0

we have

‖Δv‖Cα(Ω) ≤ C‖v‖Cα(Ω).

Thus we get

(3.7) ‖v‖C2,α(Ω) ≤ C

(
‖v‖C2,α(∂Ω) + ‖v‖Cα(Ω) + ‖v‖H1(Ω)

)
.

Next, we have by the Sobolev embedding [AF03, Theorem 4.12 Part 2] that W
1,s ⊆ C

α where
s = n

1−α
. Using this and [AF03, Theorem 5.2 (3)] we obtain that

‖v‖Cα(Ω) ≤ C‖v‖W 1,s(Ω) ≤ C‖v‖
1/2
W 2,s(Ω)

‖v‖
1/2
Ls(Ω).

Then we use interpolation of Lp-spaces (see for example [Eva10, Appendix B]) to get

‖v‖Ls(Ω) ≤ C‖v‖λL2(Ω)‖v‖
1−λ
Lr(Ω)

for some r > s. Estimating the L
r- and W

2,s-norms by the C
2,α-norm we have

‖v‖Cα(Ω) ≤ C‖v‖
(2−λ)/2

C2,α(Ω)
‖v‖

λ/2
L2(Ω)

.

Using Young’s inequality with ε for p = 2/λ and q = p/(p− 1) gives

‖v‖Cα(Ω) ≤ C(ε‖v‖
q(2−λ)/2

C2,α(Ω)
+ Cε‖v‖L2(Ω)) = (ε‖v‖C2,α(Ω) +Cε‖v‖L2(Ω))

since q = 2
2−λ

. Using this in (3.7) and choosing ε > 0 sufficiently small finally gives

‖v‖C2,α(Ω) ≤ C

(
‖v‖C2,α(∂Ω) + ‖v‖H1(Ω)

)
.

Combining the last estimate with (3.6) proves the result. �

4. A smooth solution map with prescribed Cauchy data

As mentioned previously, in order to prove the main results, we need to construct two smooth
solution maps for the nonlinear equations

(4.1) Δu+ ai(x, u) = 0 in Ω

for i = 1, 2. In Section 2 we constructed the first one. One reason why we cannot use the solution
map Sai,wi

for both i ∈ {1, 2} is that we need to control the Cauchy data. If u1 = Sa1,w1
(v1) then

we would need to find a solution u2 = Sa2,w2
(v2) such that u1, u2 have the same Cauchy data. But

the solution maps Sai,wi
don’t provide enough control of the Neumann data to guarantee that this

is possible. Another issue, in particular when identifying the first derivatives ∂uai(x,wi), is that
the method of linearization relies on differentiating both solution maps Sa1,w1

, Sa2,w2
in the same

direction v. But in order to use the same parameter v for both operators, v needs to solve both
linearized equations

(4.2) Δv + ∂uai(x,wi)v = 0 in Ω
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for i ∈ {1, 2}. However, before having identified the first derivatives, ∂ua1(x,w1) = ∂ua2(x,w2), we
don’t know that such functions v exist. So the goal of this section is to construct a new solution map
Tai,wi

that resolves these two issues. That is, we aim to construct a smooth solution map Ta2,w2
for

(4.3) Δu+ a2(x, u) = 0 in Ω

parametrized on solutions v of
Δv + ∂ua1(x,w1)v = 0 in Ω

such that Ta2,w2
(v) and Sa1,w1

(v) have the same Cauchy data.

Before constructing Tai,wi
, we establish some preliminary results. The construction of Tai,wi

is
based on the implicit function theorem. In order to properly define the function to which the implicit
function theorem is applied, we require the existence of a certain projection mapping and existence
of a bounded inverse of the Schrödinger operator Δ + q. We first establish these two results and
then proceed to construct Tai,wi

.

Lemma 4.1. Let q ∈ C
α(Ω). Then the spaces

Y = {u ∈ C
2,α(Ω): u|∂Ω = ∂νu|∂Ω = 0}

Z = {(Δ + q)u : u ∈ Y }

are Banach spaces.

Proof. It follows from the continuity of the mappings C
2,α(Ω) � u 	→ u|∂Ω ∈ C

2,α(∂Ω) and
C

2,α(Ω) � u 	→ ∂νu|∂Ω ∈ C
1,α(∂Ω) that Y is a Banach space. To see that Z is a Banach space, let

vn = Δwn + qwn ∈ Z be a sequence converging to some v ∈ C
α(Ω). Using Lemma 3.2, we have

‖wn −wm‖C2,α(Ω) ≤ C‖Δwn + qwn −Δwm − qwm‖Cα(Ω),

so that wn is a Cauchy sequence in Y . Hence there is some w ∈ Y with wn → w in C
2,α(Ω). Next,

‖Δwn + qwn −Δw − qw‖Cα(Ω) ≤ C‖wn − w‖C2,α(Ω)

So for v = Δw + qw, we have vn → v in C
α(Ω) and Z is a Banach space. �

The following result shows that there is a bounded projection P : C2,α(Ω) → Z. If C
2,α(Ω)

were a Hilbert space, the existence of a projection would follow from an orthogonal decomposition
C

2,α(Ω) = Z ⊕W . Since Z is the image of Δ+ q acting on functions whose Cauchy data vanishes,
the orthocomplement W would be the set of suitable functions w with (Δ + q)w = 0. Thus any
u ∈ C

2,α(Ω) could be written as u = (Δ + q)y + w, where y ∈ Y and (Δ + q)w = 0. This shows
that y needs to satisfy (Δ + q)2y = (Δ + q)u. This formal argument turns out to work also in our
case.

Lemma 4.2. Let q ∈ C
α(Ω) and let Y and Z be as in Lemma 4.1. Then there exists a bounded

projection P : C2,α(Ω) → Z such that P (u) = (Δ+ q)y where y ∈ C
4,α(Ω) is the unique solution of{

(Δ + q)2y = (Δ + q)u in Ω

y = ∂νy = 0 on ∂Ω.

Proof. We first show that there is a unique solution y ∈ C
4,α(Ω). If y and ỹ are solutions, then

(Δ + q)2(y − ỹ) = 0, and integrating this equation against y − ỹ gives (Δ + q)(y − ỹ) = 0. Since
y − ỹ has vanising Cauchy data, we see that y = ỹ and solutions are unique. Existence of weak
solutions y ∈ H

2
0 (Ω) for the equation (Δ + q)2y + γy = F ∈ H

−2(Ω), where γ > 0 is a constant
chosen sufficiently large depending on q, follows by using the Riesz representation theorem with the
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coercive bilinear form B(y,w) = ((Δ + q)y, (Δ + q)w)L2(Ω) + γ(y,w)L2(Ω) for y,w ∈ Y . Fredholm
theory shows that there is a countable set of eigenvalues where unique solvability could fail, but our
uniqueness argument above shows that one has solvability for (Δ + q)2y = F . Elliptic regularity
shows that for u ∈ C

2,α(Ω), one has y ∈ C
4,α(Ω).

Now that we know that the equation is uniquely solvable, let u ∈ C
2,α(Ω), and let y ∈ C

4,α(Ω)
be the solution. Then P (u) = (Δ + q)y. Then P (P (u)) = P ((Δ + q)y) = (Δ + q)v for the unique
solution v of {

(Δ + q)2v = (Δ + q)2y in Ω

v = ∂νv = 0 on ∂Ω.

Since y has 0 Cauchy data, w = v − y satisfies{
(Δ + q)2w = 0 in Ω

w = ∂νw = 0 on ∂Ω.

The unique solution to this equation is w = 0. It follows that v = y. Thus P (P (u)) = P (u) and P

is indeed a projection. �

Lemma 4.3. Let q ∈ C
α(Ω) and let Y and Z be as in Lemma 4.1. Then Δ+ q : Y → Z is bounded

and bijective and has a bounded inverse G : Z → Y .

Proof. By definition of Z, Δ+ q is surjective. To see injectivity, suppose u, v ∈ Y and (Δ + q)u =
(Δ + q)v. Then w = v − u satisfies ⎧⎪⎨

⎪⎩
(Δ + q)w = 0 in Ω

w = 0 on ∂Ω

∂νw = 0 on ∂Ω.

It follows by the unique continuation principle that w = 0. Hence Δ + q is injective. Lastly, we
have

‖(Δ + q)u‖Cα(Ω) ≤ ‖Δu‖Cα(Ω) + ‖qu‖Cα(Ω) ≤ C‖u‖C2,α(Ω)

so that Δ + q is bounded. Now it follows from the open mapping theorem that there exists a
bounded inverse G of Δ+ q. �

Below we will use the ball Vq,δ in the space of solutions,

Vq,δ = {v ∈ C
2,α(Ω) : Δv + qv = 0 and ‖v‖C2,α(Ω) < δ}.

Lemma 4.4. Let a1, a2 ∈ C
k+1(R, C1,α(Ω)) with k ≥ 2 and let w1, w2 have the same Cauchy data

and solve Δwi+ai(x,wi) = 0 in Ω. Write qi = ∂uai(x,wi). Let Sa1 : Vq1,δ1 → C
2,α(Ω) be the solution

map from Lemma 2.4, for some δ1 > 0. Suppose u1,v = Sa1(v) and that C
w1,δ
a1 ⊆ C

0,C
a2 . Then there

exists a δ2 > 0 and a C
k map Ta2 : Vq1,δ2 → C

2,α(Ω), Ta2(v) = u2,v, where u2,v has the same Cauchy

data as u1,v and solves Δu2,v + a2(x, u2,v) = 0. Moreover, when ∂ua1(x,w1) = ∂ua2(x,w2) then

T
′
a2
(0)v = v.

Proof. First we use C
w1,δ
a1 ⊆ C

0,C
a2 to find, for any v ∈ Vq1,δ1 , a function u2,v with the same Cauchy

data as u1,v and solving Δu2,v + a2(x, u2,v) = 0. Note that u1,0 = w1. Moreover, both u2,0 and w2

solve the equation Δu + a2(x, u) = 0 and they have the same Cauchy data, so by Lemma 3.3 one
has u2,0 = w2. By (2.17) we have

(4.4) ‖u1,v − w1‖C2,α(Ω) ≤ C‖v‖C2,α(Ω),
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Using this, Lemma 3.3, (u2,v − w2)|∂Ω = (u1,v − w1)|∂Ω, ∂ν(u2,v − w2)|∂Ω = ∂ν(u1,v − w1)|∂Ω and
the fact that ‖u2,v‖C2,α(Ω) ≤ C, we have

(4.5) ‖u2,v − w2‖C2,α(Ω) ≤ C‖v‖C2,α(Ω).

Let rv = u1,v − u2,v. Then rv satisfies

(Δ + q2)rv = q2rv + a2(x, u2,v)− a1(x, u1,v) = q2rv + a2(x, u1,v − rv)− a1(x, u1,v).

Let G be the inverse of Δ + q2 : Y → Z provided by Lemma 4.3. Then rv solves the fixed point
equation

(4.6) rv = G(q2rv + a2(x, u1,v − rv)− a1(x, u1,v)).

We would like to show that rv depends smoothly on v by applying the implicit function theorem
to (4.6). However, for a general function r the expression q2r+a2(x, u1,v−r)−a1(x, u1,v) might not

be in the domain of G. For this reason we introduce the projection P : C2,α(Ω) → Z from Lemma
4.2. Now define the map F : Vq1,δ1 × C

2,α(Ω) → C
2,α(Ω) by

F (v, r) = r −GP (q2r + a2(x, u1,v − r)− a1(x, u1,v)).

Next we compute F (0, w1 − w2) and DrF (0, w1 −w2;h) and find

F (0, w1 − w2) = w1 − w2 −GP (q2(w1 − w2) + a2(x,w1 − (w1 − w2))− a1(x,w1))

= w1 − w2 −GP (q2(w1 − w2) + Δ(−w2 + w1))

= w1 − w2 −GP ((Δ + q2)(w1 − w2))

= w1 − w2 −G((Δ + q2)(w1 − w2)) = 0

and

DrF (0, w1 − w2;h) = h−GP (q2h− ∂ua2(x,w2)h) = h.

Since h 	→ DrF (0, w1 − w2;h) is bijective, it follows from the implicit function theorem [HG27,
Theorem 4] that there exists a δ2 with 0 < δ2 ≤ δ1 and a C

k map R : Vq1,δ2 → C
2,α(Ω) such that

r̃ = R(v) is the unique solution to

(4.7) r̃ = GP (q2r̃ + a2(x, u1,v − r̃)− a1(x, u1,v)).

for r̃ close to w1−w2. Choosing v ∈ Vq1,δ2 in u1,v = Sa1(v), we find that rv is in the range of R and
that rv satisfies (4.7). Moreover, by (4.4) and (4.5) we also have

‖rv − (w1 − w2)‖C2,α(Ω) ≤ C‖v‖C2,α(Ω).

By the uniqueness of r̃ = R(v) near w1 −w2 we have rv = R(v) for v ∈ Bδ2 . Thus the map v 	→ rv

is indeed C
k.

Since rv = u1,v − u2,v we can define the C
k map

Ta2(v) := Sa1(v)−R(v).

It remains to show that T
′
a2
(0)v = v, provided ∂ua1(x,w1) = ∂ua2(x,w2). To do this, we use the

implicit function theorem to compute R
′(0),

R
′(0)v = −[DrF (0, R(0))]−1

DvF (0, R(0))v.

Since DrF (0, R(0))v = v and DvF (0, R(0))v = 0 it follows that R
′(0)v = 0. Now we have

T
′
a2
(0)v = S

′
a1
(0)v +R

′(0)v = S
′
a1
(0)v = v. �
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5. First linearization

Throughout this section, we let a1, a2 ∈ C
3,α(R, C1,α(Ω)) and let w ∈ C

2,α(Ω) be a fixed solution
of Δw + a1(x,w) = 0 in Ω. Write q = ∂ua1(x,w) and consider the sets

Vq = {v ∈ C
2,α(Ω) : Δv + qv = 0 in Ω},

Vq,δ = {v ∈ Vq : ‖v‖C2,α(Ω) < δ}.

Assume C
w,δ
a1 ⊆ C

0,C
a2 . For any v ∈ Vq,δ with δ small, we let u1,v = Sa1,w(v) and u2,v = Ta2,w(v) be

the solutions of Δuj,v + aj(x, uj,v) = 0 given by Lemmas 2.4 and 4.4.

Lemma 5.1. Suppose that C
w,δ
a1 ⊆ C

0,C
a2 . There is δ1 > 0 such that for any v ∈ Vq,δ1 one has

∂ua1(x, u1,v(x)) = ∂ua2(x, u2,v(x)), x ∈ Ω.

Proof. Let v ∈ Vq,δ and let vt = v + th where h solves Δh + qh = 0 and t is small. Consider the
solutions u1,vt = Sa1,w(vt) and u2,vt = Ta2,w(vt) of

Δuj,vt + aj(x, uj,vt) = 0.

The solutions uj,vt are C
2 with respect to t and have the same Cauchy data. Differentiating the

above equation in t and writing u̇j = ∂tuj,vt|t=0, we obtain

Δu̇j + ∂uaj(x, uj,v)u̇j = 0.

Subtracting the equations for j = 1, 2 and rewriting yields

(5.1) (Δ + ∂ua2(x, u2,v))(u̇1 − u̇2) + (∂ua1(x, u1,v)− ∂ua2(x, u2,v))u̇1 = 0.

Suppose that ṽ2 solves (Δ + ∂ua2(x, u2,v))ṽ2 = 0. Integrating (5.1) against ṽ2 and using that
u̇1 − u̇2 has zero Cauchy data gives∫

Ω
(∂ua1(x, u1,v)− ∂ua2(x, u2,v))u̇1ṽ2 dx = 0.

It remains to study u̇1 = DSa1,w(v)h. By Lemma 2.5, when v ∈ Vq is sufficiently small any solution
ṽ1 of (Δ + ∂ua1(x, u1,v))ṽ1 = 0 can be written as DSa1,w(v)h for a suitable h. It follows that∫

Ω
(∂ua1(x, u1,v)− ∂ua2(x, u2,v))ṽ1ṽ2 dx = 0

for any solutions ṽj of (Δ + ∂uaj(x, uj,v))ṽj = 0. Now it follows from the density of products of
solutions as in the standard Calderón problem (see [SU87] for n ≥ 3 and [Buk08; BTW20] for n = 2)
that ∂ua1(x, u1,v) = ∂ua2(x, u2,v). �

Lemma 5.2. In the setting of Lemma 5.1, the function

ϕv = u2,v − u1,v

is independent of v ∈ Vq,δ1.

Proof. Write ψt = ϕtv . The function ψt is C
2 in t, has zero Cauchy data on ∂Ω, and satisfies

Δψt = a1(x, u1,tv)− a2(x, u2,tv).

Thus the derivative zt = ∂tψt satisfies

Δzt = ∂ua1(x, u1,tv)∂tu1,tv − ∂ua2(x, u2,tv)∂tu2,tv .

Combining this with Lemma 5.1 yields

Δzt = −∂ua1(x, u1,tv)zt.
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Since zt has zero Cauchy data, it follows that zt = 0 and consequently ψt is independent of t. In
particular, ϕv = ϕ0. �

We can now give the proofs of Theorem 1.1 and 1.3.

Proof of Theorem 1.3. Let w1 solve Δw1 + a1(x,w1) = 0 and assume that C
w1,δ
a1 ⊆ C

0,C
a2 . Using

Lemma 5.2, we have

Δϕ = Δu2,v −Δu1,v = a1(x, u1,v)− a2(x, u2,v)

= a1(x, u1,v)− a2(x, u1,v + ϕ).

This can be rewritten as

a1(x, u1,v(x)) = Tϕa2(x, u1,v(x)).

It is enough to show that there is ε > 0 such that for any x̄ ∈ Ω and λ ∈ [−ε, ε], one can find a
small solution v such that

(5.2) u1,v(x̄) = w1(x̄) + λ.

Fix x0 ∈ Ω, and use Runge approximation (Lemma A.1) to generate a solution v = vx0
of

Δv + ∂ua1(x,w1)v = 0 with v(x0) = 4. Let Ux0
be a neighborhood of x0 so that v(x) ≥ 2 for

x ∈ Ux0
∩ Ω. In the notation of Lemma 2.4 one has

u1,tv = w1 + tv +Qa1,w1
(tv)

where

‖Qa1,w1
(tv)‖ ≤ Ca1,w1

t
2‖v‖2

C2,α(Ω)
.

Thus for x ∈ Ux0
∩ Ω one has

|u1,tv(x)− w1(x)| ≥ 2|t| − Ca1,w1
t
2‖v‖2

C2,α(Ω)
.

Set εx0
= 1/(Ca1,w1

‖v‖2
C2,α(Ω)

). Then for |t| ≤ εx0

|u1,tv(x)− w1(x)| ≥ |t|.

The next step is to use compactness to find a finite cover {Ux1
, . . . , UxN

} of Ω and to set

ε = min{εx1
, . . . , εxN

, δ0}.

Here δ0 is chosen so that ‖tvxj
‖C2,α ≤ δ whenever |t| ≤ δ0 and 1 ≤ j ≤ N .

Now fix any x̄ ∈ Ω and λ ∈ [−ε, ε], and choose j so that x̄ ∈ Uj . Define

η(t) = u1,tvxj
(x̄)−w1(x̄).

Then η : [−ε, ε] → R is continuous with η(ε) ≥ ε and η(−ε) ≤ −ε. By continuity, there is
t̄ ∈ [−ε, ε] such that η(t̄) = λ. This proves that one has (5.2) for some choice of v, which proves the
theorem. �

Proof of Theorem 1.1. Since w is a common solution for nonlinearities a1 and a2, we have w1 =
w2 = w in Theorem 1.3. Consequently ϕ = 0 and Tϕa2 = a2. The result now follows from Theorem
1.3. �
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6. Higher order linearization

In this section we prove theorem 1.4. We use the higher order linearization method with the
smooth solution maps from Sections 2 and 4. Essentially the method is to show that the derivatives
of order k of the solution maps satisfy a certain partial differential equation and have the same
Cauchy data, provided ∂

l
ua1(x,w1) = ∂

l
ua2(x,w2) for l ≤ k − 1. Then Theorem 1.4 follows from an

integration by parts argument. We start by proving that the derivatives of order k of the solution
maps satisfy a certain differential equation in the following Lemma.

Lemma 6.1. Let a1, a2 ∈ C
k+2,α(R;C1,α(Ω)) with k ≥ 1. Let Sa1 , Ta2 be the solution operators

Δu+ ai(x, u) = 0 from Lemma 2.4 and Lemma 4.4. Suppose that ∂l
ua1(x,w1) = ∂

l
ua2(x,w2) for all

1 ≤ l ≤ k, then f := D
k+1

Sa1(0; v1, . . . , vk+1)−D
k+1

Ta2(0; v1, . . . , vk+1) satisfies⎧⎪⎨
⎪⎩
Δf + qf = [∂k+1

u a2(x,w2)− ∂
k+1
u a1(x,w1)]

∏k+1
i=1 vi in Ω

f = 0 on ∂Ω

∂νf = 0 on ∂Ω

for any solutions vi of Δv + qv = 0 where q = ∂ua1(x,w1) = ∂ua2(x,w2).

Proof. We start with the boundary conditions. We have by construction that Sa1(v)|∂Ω = Ta2(v)|∂Ω.
Let ι : C2,α(Ω) → C

2,α(∂Ω) be the natural injection. Then the operator v 	→ ι(Sa1(v) − Ta2(v)) is
identically equal to 0. Hence its derivatives are also 0, Dl

Sa1(0; v1, v2)|∂Ω = D
l
Ta2(0; v1, v2)|∂Ω for

all l ∈ N, or equivalently f |∂Ω = 0. Similarly, ∂νf |∂Ω = 0

The proof for the differential equation is by induction on k and we start with the base case k = 1,
where we assume that ∂ua1(x,w1) = ∂ua2(x,w2). Since Sa1(v) and Ta2(v) are solution maps for
Δu+ a1(x, u) = 0 and Δu+ a2(x, u) = 0, respectively, the operators v 	→ ΔSa1(v) + a1(x, Sa1(v))
and v 	→ ΔTa2(v) + a2(x, Ta2(v)) are identically equal to 0. Hence their derivatives are also 0. The
second derivatives being 0 can be rewritten as

ΔD
2
Sa1(0; v1, v2) + qD

2
Sa1(0; v1, v2) = −∂

2
ua1(x, Sa2(0))DSa1(0; v1)DSa1(0; v2) in Ω

and

ΔD
2
Ta2(0; v1, v2) + qD

2
Ta2(0; v1, v2) = −∂

2
ua2(x, Ta2(0))DTa2(0; v1)DTa2(0; v2) in Ω

From ∂ua1(x,w1) = ∂ua2(x,w2) we get DSa1(0; v) = DTa2(0; v) = v. Using this and Sa1(0) = w1,
Ta2(0) = w2 we get, by subtracting the equations, that

Δf + qf = [∂2
ua2(x,w1)− ∂

2
ua2(x,w2)]v1v2 in Ω

where f := D
2
Sa1(0; v1, v2) −D

2
Ta2(0; v1, v2). Now suppose that, for some m ≥ 2, the statement

holds for k = m − 1. That is, suppose for l ≤ m − 1 that ∂
l
ua1(x,w1) = ∂

l
ua2(x,w2) and that

f := D
m
Sa1(0; v1, . . . , vm)−D

m
Ta2(0; v1, . . . , vm) solves

(6.1)

⎧⎪⎨
⎪⎩
Δf + qf = [∂m

u a2(x,w2)− ∂
m
u a1(x,w1)]

∏m
i=1 vi in Ω

f = 0 on ∂Ω

∂νf = 0 on ∂Ω.

To show that it holds also for k = m assume additionally that ∂
m
u a1(x,w1) = ∂

m
u a2(x,w2). Then

(6.1) simplifies to ⎧⎪⎨
⎪⎩
Δf + qf = 0 in Ω

f = 0 on ∂Ω

∂νf = 0 on ∂Ω
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and we conclude that f = 0. Let F (v) := Sa1(v)− Ta2(v), so that D
m
F (0; v1, . . . , vm) = f = 0 and

let g = D
m+1

F (0; v1, . . . , vm+1). Let δij denote the Kronecker delta. Then we have by differentiating
(6.1) in direction vm+1 that

Δg + qg =− ∂
2
ua1(x,w1)D

m
F (0; v1, . . . , vm)︸ ︷︷ ︸

=0

vm+1

+ [∂m
u a2(x,w2)− ∂

m
u a1(x,w1)]︸ ︷︷ ︸

=0

m∑
i=1

D
2
Sa1(0; vi, vm+1)

m∏
j=1

(1− δij)vj

+ [∂m+1
u a2(x,w2)− ∂

m+1
u a1(x,w1)]

m+1∏
i=1

vi

=[∂m+1
u a2(x,w2)− ∂

m+1
u a1(x,w1)]

m+1∏
i=1

vi

and this proves the lemma. �

Proof of Theorem 1.4. Let l ≥ 2 be an arbitrary integer and suppose that ∂j
ua1(x,w1) = ∂

j
ua2(x,w2)

for 1 ≤ j ≤ l − 1. Then we have from Lemma 6.1 that

(6.2)

⎧⎪⎨
⎪⎩
Δf + qf = [∂l

ua2(x,w2)− ∂
l
ua1(x,w1)]

∏l
i=1 vi in Ω

f = 0 on ∂Ω

∂νf = 0 on ∂Ω

where vj solve Δvj+∂ua1(x,w1)vj = 0 for j ∈ {1, . . . , l}. Let vl+1 solve Δvl+1+∂ua1(x,w1)vl+1 = 0.
Multiplying the differential equation (6.2) by vl+1 and integrating by parts twice gives∫

Ω
[∂l

ua2(x,w2)− ∂
l
ua1(x,w1)]

l+1∏
i=1

vi dx = 0. �

Appendix A. Runge approximation

In the proof of Theorem 1.3 we need to find a solution of the linearized equation which is nonzero in
some fixed but arbitrary point of the domain. A few ways to achieve this are described in [LLLS21b,
Remark 2.2]. For the sake of completeness, we give a proof based on Runge approximation that is
valid in our situation following [LLS20].

Lemma A.1. Let Ω ⊆ R
n be a bounded open set and let q ∈ C

α(Ω). For any x0 ∈ Ω, there is

u ∈ C
2,α(Ω) solving (−Δ+ q)u = 0 in Ω with u(x0) �= 0.

Proof. Let Ω2 be a large ball with Ω ⊆ Ω2, and extend q as a function in C
α
c (Ω2). We may choose

Ω2 in such a way that 0 is not a Dirichlet eigenvalue of −Δ + q in Ω2 (see e.g. [Ste90, Lemma
3.2]). Now by [BJS64, Theorem 1 in Section 5.4], there is a small ball Ω1 centered at x0 and a
function u0 ∈ C

2,α(Ω1) solving (−Δ + q)u0 = 0 in Ω1 with u0(x0) = 1. By Runge approximation
(see Lemma A.3 below), there is u ∈ C

2,α(Ω2) solving (−Δ+ q)u = 0 in Ω2 with u(x0) arbitrarily
close to u0(x0) = 1. This concludes the proof. �

It remains to prove the Runge approximation result. Since the approximation is in the C(Ω1)
norm, we need a notion of suitable weak solutions with measure data in the duality argument. Let
Ω ⊆ R

n be a bounded open set with smooth boundary, let q ∈ L
∞(Ω), and assume that 0 is not
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a Dirichlet eigenvalue of −Δ + q in Ω. If μ is a bounded linear functional on C(Ω) (i.e. μ is a
measure), we say that u ∈ L

1(Ω) is a very weak solution of

(A.1) (−Δ+ q)u = μ in Ω, u|∂Ω = 0,

if ∫
Ω
u(−Δ+ q)ϕdx = μ(ϕ)

for any ϕ ∈ C
2(Ω) ∩H

1
0 (Ω).

Proposition A.2. For any p <
n

n−1 there is C > 0 such that for any bounded linear functional μ

on C(Ω), there is a unique very weak solution u ∈ W
1,p(Ω) of (A.1) satisfying

‖u‖W 1,p(Ω) ≤ C‖μ‖,

where ‖μ‖ = sup‖ϕ‖
C(Ω)

=1 |μ(ϕ)|.

Proof. If q ≥ 0 this follows from [Sta65, Theorem 9.1]. In general we may replace q by q + γ where
γ > 0 is a large constant, and use the part of [Sta65, Theorem 9.1] where λ is away from the
spectrum. �

We can now prove the Runge approximation result.

Lemma A.3. Let Ω1, Ω ⊆ R
n be bounded open sets so that Ω1 ⊆ Ω, Ω \ Ω1 is connected, and Ω

has smooth boundary. Suppose that q ∈ C
α
c (Ω) and that 0 is not a Dirichlet eigenvalue of −Δ+ q

in Ω. Consider the sets

S1 = {u ∈ C
2,α(Ω1), (−Δ+ q)u = 0 in Ω1},

S = {u ∈ C
2,α(Ω), (−Δ+ q)u = 0 in Ω}.

For any u ∈ S1 and any ε > 0, there is v ∈ S with ‖u− v|Ω1
‖C(Ω1)

≤ ε.

Proof. By the Hahn-Banach theorem [Con90, Corollary 3.15], it is enough to show that any con-
tinuous linear functional on C(Ω1) that vanishes on S|Ω1

must also vanish on S1. Thus, let μ be a
continuous linear functional on C(Ω1) that satisfies

(A.2) μ(v|Ω1
) = 0 for all v ∈ S.

We consider the extension defined by

μ̄ : C(Ω) → R, μ̄(u) = μ(u|Ω1
).

By the Riesz representation theorem, μ̄ is a measure in Ω with supp(μ̄) ⊆ Ω1.

We use Proposition A.2 to find a very weak solution w ∈ W
1,p(Ω) of the problem

(A.3) (−Δ+ q)w = μ̄ in Ω, w|∂Ω = 0.

We use the assumption (A.2) and the unique continuation principle to prove that

(A.4) w = 0 in Ω \ Ω1.

Assuming (A.4), the proof can be concluded as follows. Since supp(w) ⊆ Ω1, there exist wj ∈

C
∞
c (Ω1) with wj → w in W

1,p(Ω). Given any u ∈ S1, we let ū be some function in C
2,α
c (Ω) with

ū|Ω1
= u and compute

μ(u) = μ̄(ū) =

∫
Ω
w(−Δ+ q)ū dx = lim

∫
Ω
wj(−Δ+ q)ū dx = lim

∫
Ω1

wj(−Δ+ q)u dx = 0.
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Thus μ|S1
= 0 as required.

It remains to prove (A.4). We begin by studying the regularity of w near ∂Ω. Choose a ball Ω2

with Ω ⊆ Ω2 so that 0 is not a Dirichlet eigenvalue, and a very weak solution w̃ of

(−Δ+ q)w̃ = μ̃ in Ω2, w̃|∂Ω2
= 0,

where μ̃ is the extension of μ̄ by zero to Ω2. Using the definition of very weak solutions and the
facts that q ∈ C

α
c (Ω) and supp(μ̄) ⊆ Ω1, we see that Δw̃ = 0 near ∂Ω in the sense of distributions.

Hence w̃ is C
∞ near ∂Ω. Let g ∈ C

2,α(Ω) be the solution of

(−Δ+ q)g = 0 in Ω, g|∂Ω = −w̃|∂Ω.

Then both w and w̃|Ω + g are very weak solutions of (A.3), and by uniqueness one has

w = w̃|Ω + g.

It follows that w is C2,α near ∂Ω. Moreover, since w is a W
1,p solution of (−Δ+ q)w = 0 in Ω \Ω1,

it follows from [HR72, see section 4. Concluding remarks] that w is W
1,2 and consequently C

2,α in
Ω \ Ω1.

We now let v ∈ S and choose χ ∈ C
∞
c (Ω) such that χ = 1 near Ω1 and w is C2,α in supp(1−χ)∩Ω.

Then ∫
Ω
w(−Δ+ q)v dx =

∫
Ω
w(−Δ+ q)(χv) dx +

∫
Ω
w(−Δ+ q)((1 − χ)v) dx.

We use the definition of very weak solutions in the first term, and since w is regular in supp(1− χ)
we may integrate by parts in the second term. This yields∫

Ω
w(−Δ+ q)v dx = μ̄(χv) +

∫
∂Ω

(∂νw)v dS = μ(v|Ω1
) +

∫
∂Ω

(∂νw)v dS.

Since v ∈ S, we have μ(v|Ω1
) = 0 by the assumption (A.2). Since we can vary the Dirichlet data of

v ∈ S, it follows that ∂νw|∂Ω = 0. Thus w in particular satisfies

(−Δ+ q)w = 0 in Ω \Ω1, w|∂Ω = ∂νw|∂Ω = 0.

Since w is C
2,α in Ω \ Ω1 and this set is connected, the unique continuation principle yields (A.4).

This finishes the proof. �
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