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Preface 

The theory of the finite element method (FEM) has been developed during the 
last fifty years. The discovery of the FEM is usually attributed to Prof. Richard 
Courant in 1943 (see [Courant, p. 21]). Nevertheless, in [Ciarlet, Lions, p. 5) there 
are some older references to finite element-like methods. The first monograph on 
the FEM belongs to Synge [Synge) in 1957. 

The notion element was introduced in the 1950's by aerospace engineers per
forming elasticity computations. They divided a continuum into smaller pieces 
- called elements. The notion finite element was introduced by mathematicians
later, in the 1960's.

At the beginning the finite element (FE) analysis arose essentially as a discipline 
for solving problems in the structural engineering, and its role in that field is still of 
fundamental importance today. It was found soon, however, that the method had 
implications far beyond those originally considered and that it presented a very 
general and powerful technique for the numerical solution of differential equations. 
This aspect of the FE analysis has been developed in resent years, with the result 
that at the present time, it is probably as important as the traditional applications. 
References to the growing literature on the FEM are collected, e.g., in [Mackerle), 
[Noor). 

The main advantage of the FEM is that it enables us to simulate many physical 
processes on a computer. Thus, it can substitute for the creation of expensive tech
nical models (prototypes) or for the performance of complicated measurements. 
For instance, in designing and manufacturing electrical devices we can compute 
their electromagnetic, temperature or stress fields by the FEM, see, e.g., the mono
graphs [Krizek, Neittaanmaki, 1990] and [Krizek, Neittaanmaki, 1996). 

A great deal of progress has been made in FEM software. The whole computa-
tional process can be essentially automated; including the following steps: 

1. preprocessing of input data,
2. generation of triangulations,
3. assembling FE-matrices,
4. solving discrete problems,
5. postprocessing of output data,
6. a posteriori error estimates,
7. graphical illustration of results.

Nevertheless, many theoretical questions, related to the foundations of the 
method and being born by practical problems and their needs, are still open. More
over, e.g., three-dimensional problems are usually very difficult to solve and always 
present a challenge to the researcher. In this dissertation the author presents his 
own works devoted to the following special questions of the FE analysis: an analysis 
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of variational crimes for the nonlinear heat conduction equation in 3D, a construc
tion of the three-dimensional equilibrium finite elements and a construction of a 
strongly regular family of triangulations for planar domains with piecewise smooth 
boundaries. 

F irst, we briefly describe the main structure of the dissertation, then outline 
each of the mentioned above topics and the own contributions to the fields. 

The work consists of four parts, which are divided inLo 10 chapters. 
In Part I, consisting of two chapters, we present modern formulations of correct 

boundary value problems, being convenient for using numerical methods, intro
duce the main ideas of Rayleigh-Ritz, Bubnov-Galerkin and finite element meth
ods. Necessary theorems and definitions from the Sobolev space theory and the 
functional analysis are given there as well. 

Three works by the author ([Korotov, Krizek], [Korotov, 1997a] and [Korotov, 
1997b]) form the basis of Parts II, III and IV, respectively. 

In Part II we generalize the FE analysis of variational crimes, which arise in 
solving a nonlinear heat conduction problem in planar domains with a piecewise 
curved boundary (see [Feistauer, Krizek, Sobotikova]) to the three-dimensional 
domains with curved smooth boundaries. In particular, we approximate a smooth 
boundary by a polyhedral one, we use appropriate numerical quadrature formulae 
to evaluate all integrals and, finally, we interpolate boundary conditions. Doing 
these approximations, we commit three kinds of so-called variational crimes, in 
virtue of which the used finite element method becomes nonconforming. 

A detailed analysis of variational crimes for linear boundary value problems 
can be found, e.g., in [Ciarlet], [Ciarlet, Raviart], [Strang) .  Its extension to a 
class of nonlinear plane elliptic problems of monotone type was first done in [Feis
tauer, Zenisek, 1987). This analysis was later generalized into several directions: 
to pseudomonotone operators [Feistauer, Krizek, Sobotikova), [Feistauer, Zeni
sek, 1988), to nonlinear elliptic problems with discontinuous coefficients [Feistauer, 
Sobotikova, 1990), [Zenisek, 1990a), to nonlinear boundary conditions [Feistauer, 
Felcman, Rokyta, Vlasek], [Feistauer, Najzar), to polyhedral domains [Feistauer, 
Krizek, Sobotikova), [Krizek, Lin), etc. 

Some of these results are also surveyed in the monographs [Feistauer, 1993], 
[Krizek, Neittaanmaki, 1996), [Zenisek, 1990b). However, the above mentioned 
references do not contain any finite element analysis of a nonlinear elliptic problem 
in three-dimensional domains with curved boundaries. 

We suppose that D c R 3 is a bounded domain with a smooth boundary. There 
are several approaches how to treat the curved boundary 8D. The first one is to 
employ isoparametric elements. However, they do not have a simple form in R3 

(see [Bernardi) and [Ciarlet]). The ansatz shape functions are nonpolynomial; in 
favorite cases rational, but, in general, they are quite complicated. Note that for a 
small discretization parameter h it is not possible to decompose TI into tetrahedral 
elements having at most one face curved (cf. [Krizek, Neittaanmaki, 1990, p. 76]). 
Thus, isoparametric elements with at least two curved faces are used (see [Lenoir]). 
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Another approach is to approximate n by a polyhedron nh and then decom
pose TTh into straight (non-curved) elements. Since we usually have no a priori 
information about the regularity of the true solution of a nonlinear problem, lower 
order finite elements on nh have to be applied. This manner is often used in prac
tical calculations, but for a theoretical finite element analysis the entire domain n
should be taken into account. 

In [Knobloch), the shape of tetrahedral elements near anh are slightly changed 
in such a way that n is completely covered by them. 

We will present a different approach. We assume for simplicity that n is convex 
and nh c n. The set TT\ nh is decomposed into two kinds of special elements-hat 
and slice elements, see Chapter 6. They are not applied for computer implemen
tation, but only to prove the convergence of approximate solutions on polyhedral 
domains in the W]-norm to the true solution, that is the main result of Part II. 

Also, at the beginning of this part, in Chapter 3, we present a survey of the other 
main results obtained for the FE analysis of nonlinear heat conduction equations 
of the same kind. 

The result of Part III is a construction of finite element subspaces of the spaces 
of divergence-free functions. Such a problem is frequently met when we treat 
numerically some phenomena in continuum mechanics, electromagnetism, heat 
and fluid flow problems, etc. 

Namely, we shall describe an internal finite element approximation of the fol
lowing space which appears in variational formulations of a considerable number 
of problems, see, e.g., [Girault, Raviart), [Hlavacek, Krizek, 1984), [Krizek, Neit
taanmaki, 1990), [Nedelec), [Temam): 

We will deal only with the three-dimensional case. Note that in 2D the mapping 
curl: HJ(D) -t H0 (div0 ; D) is bijective for simply connected planar domains with 
Lipschitz continuous boundaries (see [Girault, Raviart)), but in 3D the situation 
is different: the mapping curl acts on the vector-functions already. Nevertheless, 
under certain conditions on the given domain and on the construction of the finite 
element subspaces we again prove the bijectivity of this mapping. This simplifies 
the procedure of a construction of the finite element basis functions in Ho ( div0 ; D). 

The question of Part IV is considered mainly due to pure theoretical needs. We 
prove the existence of a strongly regular family of decompositions into triangles 
for planar domains with piecewise smooth boundaries. This regularity property 
( see Section 2. 7 for several equivalent formulations) implies getting a priory er
ror estimates and is usually committed in the literature as existing one. Several 
constructive proofs can be found in Russian literature, see [Korneev, 1977), [Ko
rneev, 1979b) for planar and space domains with C2-smooth boundaries. These 
constructions are based on the rectangular meshes. Note that we widely use such 
regularity property in Part II of the dissertation. 
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Another approach based on triangulations of a circle and a ball is developed in 
[Matsokin, 1975a] and [Matsokin, 1975b]. Nevertheless, according to the knowl
edge of the author there is no strict proof of an existence of such triangulations 
for planar domains with piecewise smooth boundaries. Moreover the algorithm 
proposed by the author is different from the mentioned ones. 
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On contents of Part I 

Part I consists of two chapters. In Chapter 1 we present modern formulations 

of correct boundary value problems, main results from the Sobolev space theory 

and several auxiliary theorems from the functional analysis. 

The finite element method is briefly discribed in Chapter 2. Also several special 

questions of the FE analysis, being topics of the main parts of the dissertation, 

are discussed there. 
The material of this part is auxiliary for Parts II, III and IV. 



Chapter 1 

Modern formulations of correct boundary 

value problems 

1.1. Variational principles of mechanics1 

17 

Consider as an example the following homogeneous Dirichlet problem for the Pois
son equation in a bounded planar domain n with a boundary &St: 

-C!iU = -Ux1x1 - Ux2x2 = j(Xt, X2) in Q

u = 0 on an.

(1.1.1) 
(1.1.2) 

It is well-known that the classical solution of the above problem has to be contin
uous inn function, satisfying the boundary condition (1.1.2) and have continuous 
in n derivatives Ux1x1 and Ux2x2 

such that (1.1.1) holds. 
The equations (1.1.1)-(1.1.2) present a mathematical model of the following 

physical problem: find the equilibrium position of a thin elastic homogeneous 
membrane, fixed along the boundary and subject to the load f (x). 

Unfortunately, this problem has no solution even when f is a continuous in 
TI function, see, e.g., [Mikhailov, p. 246]. Unconveniency of such a model forced 
mathematicians to recall that the equation (1.1.1) has been obt.;ained while mini
mizing the following energy functional: 

<I>(v) = l {v;
1 
+ v;

2 
- 2vf} dx

= (lv'vl2 
- 2vf, l)o,n, 

i.e., derived from the variational problem:

(1.1.3) 

u = arg min <I>(v), v E V, (1.1.4) 

where V = {v E C1(D) Iv= 0 on &D}. 
To study variational problems similar to (1.1.4), we will define in V x Va scalar 

product: 
(u,v)i,n = (ux1Vx1 +ux2 Vx2

,l)o,n = (u,v)v. 
We recall here the axioms of the real scalar product (·, ·): 

( U, V) = ( V, U), 

(o:1u1 + o:2u2, v) = o:1(u1, v) + o:2(u2, v), 

(u,u) = llull2 
� 0, 

!lull =0 � u=O,

(1.1.5) 

(1.1.6) 

1 While introducing a material of this section we give simultaneously several definitions and
notations. Some of them, more important ones, will be formulated in strict mathematical form 
later. 

_
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where a1, a2 are any scalars (by a scalar we mean a real or a complex number). 
The following important properties of the scalar product are valid 

l(u, v)I :S llull llvll (Cauchy-Schwarz-Bunyakovskii inequality), (1.1.7) 
llu + vii :S llull + llvll (triangle inequality), (1.1.8)
(u, v) = 0 {=:} llu + vll2 = llull2 

+ llvll2 (Pythagoras rule), (1.1.9)
llu + vll2 

+ llu - vll2 = 2(llull2 

+ llvll2) (parallelogram rule), (1.1.10)

i.e., the mapping II · II is, in fact, a norm.
For the defined above space V, the Poincare-Steklov inequality is valid (see,

e.g., [Mikhailov, 1978]):
(1.1.11) 

where u E V, llull�,n = llulli2cn) = (u2 , l)o,n, lul1,n = llullv and C is an indepen
dent constant. 

By V* we will denote a linear normed space of linear continuous functionals 
defined on V (so-called a dual space of V). Then, if llfllo,n < oo and defining 

l(v) = (f,v)o,n, 

we have l E V*, lllll = !�t { :: ���} :S Cllf llo,n and

<I>(v) = llvllt - 2l(v) 2: inf <I>(v) = <l>o > -oo,

since l is bounded. 

(1.1.12) 

(1.1.13) 

Now we suppose that the value <1>0 can be reached and let u be the solution of 
(1.1.4), for conditions providing the existence of the solution we refer to [Mikhlin, 
1970]. Taking <p(t) = <I>(u + tv), we have 

<p(t) 2: <p(O),

<p'lt=O = �: lu = 0.

This leads to the relations: 

(u, v)v = l(v), 

(ux1 , Vx1
)o,n + (ux2, Vx2)o,n = (f, v)o,n Vv E V.

If we suppose additionally (cf. the Green formula) that 
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then for such u we immediately obtain (1.1.1). The equation (1.1.1) is called the 
Euler equation for the variational problem (1.1.4). 

The understanding of the importance of such variational problems as math
ematical models of physical phenomena is a great scientific achievement. Most 
mathematicians of the XIX century (Dirichlet, Riemann) had an opinion that 
the problems of the type (1.1.4) are always solvable. But Weierstrass' criticism 
showed that it is not true, in general. Later (in 1901), Hilbert included "a proof 
of validity of variational principles" into the famous list of the most important 
problems in mathematics. Moreover, the works of Rayleigh and Ritz had pointed 
out the importance of these principles for the construction of numerical methods 
(see Chapter 2). 

The difficulty of the problem posed by Hilbert can be illustrated by the fol
lowing example: If <I>( un) ---+ <I>o as n ---+ oo, un E V, then the sequence { un } is 
fundamental only in a weak metric of V. 

Indeed, let us have <I>(un) < <I>o + e/4 for some fixed e > 0, n > N(e). Then, 
for such n and p 2: 1, by (1.1.10), we get 

i.e., {un} is fundamental in V.

It means that if { un } is convergent, then its limit would be the unique solution
of (1.1.4). But {un } is fundamental in a weak metric of V only; hence we cannot 
say that { u n} converges to u E V. 

1.2. Variational problems in Hilbert spaces 

From now on we will usually omit subindices for all norms when it does not lead 
to misunderstanding. 

Definition 1.2.1. A linear space V with a scalar product that is complete in the 
norm induced by this product {i.e., when it is a Banach space in this norm) is 
called Hilbert space. 

Hilbert spaces will be usually denoted by the symbol H, sometimes with sub indices. 

Remark 1.2.2. All Hilbert spaces considered in the dissertation are separable, i.e., 
they contain everywhere dense countable subsets. 

Theorem 1.2.3. {Riesz theorem) Let H be a Hilbert space with the scalar product 
denoted by ( • , •). Then for any continuous linear functional l defined on H there 
exists exactly one element h E H such that 

and Ill JI = 11h11 • 
Proof. See (Taylor, p. 245]. 

l(v) = (h,v) Vv EH (1.2.1) 

D 
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Theorem 1.2.4. Let H be a Hilbert space and the functional l E H*, where H* 
is dual to H. Then the problem in the form of (1.1.4) with <I>(v) = llvll2 - 2l(v) 
and V = H has a unique solution u. 

Proof. In view of the Riesz Theorem, any l E H* can be uniquely represented as 
l(v) = (h, v), and 11h11 = lll ll- Then <I>(v) = llv - h\\2 - \lh\12 and u = h. □ 

In the same manner the following two theorems can be proved. 

Theorem 1.2.5. Let the conditions of Theorem 1.2.4 be satisfied and let u' be a 
solution of {1.1.4) with l' instead of l. Then 

\lu - u'\I � \ll - l'II-

Theorem 1.2.6. Let H be a Hilbert space. Suppose that the given bilinear form 
b(·, ·), defined on H x H, satisfies the following conditions: 

b(u, v) = b(v, u) 

\b( u, v) \ � C1 l\ul\ llvll

b(u, u) 2: Co\lu\12, 

Vu,v EH 

Vu,v EH 

Co> 0, 

(symmetry), 
(boundedness), 

Vu E H (coercivity or V-ellipticity). 

Then the problem (1.1.4) with V = H, l EH* and 

<I>(v) = b(v, v) - 2l(v) 

is correct and equivalent to the problem of finding u E H such that 

b(u, v) = l(v) "iv EH. 

(1.2.2) 

(1.2.3) 

(1.2.4) 

(1.2.5) 

(1.2.6) 

Remark 1.2. 7. It is easy to get the generalization of Theorem 1.2.6 if we replace 
H by <p + H', where H' is some subset of H. This construction is useful for the 
inhomogeneous Dirichlet boundary value problems (see, e.g., [Axelsson, Barker)). 

Also, some generalizations of the problems of minimization of <I>( v) on a non
empty, convex and closed set from V are known (see [Glowinski, Lions, Tremolieres]). 

1.3. On the concept of completion 

In view of Section 1.2 we may say that the main difficulty in proving the validity of 
variational principles laid in making the extension of the incomplete space V to the 
Hilbert space H. The most convenient extension of spaces of type V was proposed 
by Sobolev in the 1930's. This approach (for details, see, e.g., [Mikhlin, 1970] 
and [Rektorys]) is very important for the modern theory of differential equations 
and numerical methods. The elements of such an extension are some classes of 
almost everywhere equivalent functions, and it is possible to identify them with 
usual functions which are called localizations of the classes. In the next section 
we present main features of such an extension; several important definitions and 
theorems will be given. 
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1.4. Sobolev spaces: definitions, main properties 

In this section we introduce briefly several well-known definitions and results which 
we shall often use throughout the dissertation. The domain n is always supposed 
to be a bounded connected open set in Rd . The conditions for the boundary will
be given later. 

Let Rd stand for the d-dimensional Euclidean space equipped with the norm

( ) 

1/
2

llxll � txj (1.4.1) 

The Lebesgue space of real functions defined over an open set n C Rd, which are
integrable in the Lebesgue sense with the power p E [l,oo), is denoted by LP(O) 
and equipped with the norm 

llvllo,p,n = (fn IvlP dx) l/p, v E LP(O). (1.4.2) 

When p = 2, we write shortly II · llo,n = II • llo,2,n and we can define the scalar 
product as follows 

(v, w)o,n = l vw dx.
Recall the well-known Holder inequality 

I l vw dxl :::; llvllo,p,nllwllo,q,n, v E LP(O), w E U(O),

which holds for any p,q E (l,oo) satisfying the equality

1 1 -+-=l.
p q 

(1.4.3) 

The Lebesgue space of measurable essentially bounded functions over n is de
noted by L00 (0) and equipped with the norm 

llvllo,oo,n = ess sup lv(x)I. 
xEn 

For any p, q E [l, oo], p:::; q, the following algebraic imbedding 

U(O) c LP(O) (1.4.4) 

holds. Moreover, we have also the topological imbedding; namely, there exists a 
constant C = C(O) > 0 such that 

llvllo,p,n:::; Cllvllo,q,n Vv E U(O), (1.4.5) 
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see, e.g., [Vulih, Section 9.3]. 
By IT we denote the closure of n and by an the boundary of n. Then clearly 

Recall that a domain n is an open and connected set in Rd. Throughout the 
dissertation, the symbol d is solely reserved for the dimension of n. 

If n is a bounded domain, then the space of continuous functions over IT is 
denoted by C (IT) and equipped with the norm 

llvllc(n) = ma2C lv(x)I. 
xES1 

(1.4.6) 

Obviously, we have 
llvll C(n) = llvllo,oo,n 't/v E C(IT). 

The symbol C k(O), k E {0, 1, ... }, stands for the space of functions whose classical 
derivatives up to order k belong to C(IT). Moreover, we set 

00 

C 00(IT) = n Ck(IT), 
k=l 

i.e., C 00(IT) is the space of infinitely differentiable functions over IT. Finally, by 
C0(n) we denote the space of infinitely differentiable functions with a compact 
support in n, i.e., 

cgo(n) = {v E C 00(IT) I suppv C n}' 

where 
suppv = {x En I v(x)-/- 0}. (1.4.7) 

This space plays a very important role in the theory of distributions. 
We shall consider Sobolev spaces defined only on bounded domains with a 

Lipschitz continuous boundary which is a sufficiently wide class of domains for 
practical purposes. The next definition is due to [Mazja, p. 18]. 

Definition 1.4.1. A bounded set n C Rd is said to have a Lipschitz continuous
boundary if for any z E an there exists a neighbourhood U = U(z) such that the
set Un n can be expressed, in some Cartesian coordinate system (x1, ... , xd), by
the inequality Xd < F(x1, ... , Xd-1), where F is a Lipschitz continuous function.

Denote by £ the set of all bounded domains with a Lipschitz continuous bound
ary. 

Actually, the assumption n E £ is not too restrictlve for applications on 
bounded domains. Moreover, if n E £, then by [Necas, 1967, p. 88] the out
ward normal exists almost everywhere (a.e.) on an. This is the reason why we 
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will confine ourselves to domains with a Lipschitz continuous boundary, as in prac
tice people usually deal with, e.g., the normal derivative, the normal component 
of flux, etc. A further reason is that there are several definitions of the Sobolev 
spaces and in the case n (/: .C the Sobolev spaces need not be uniquely defined. 

So from now on let n E .C. For any v E C00 (IT) and the so-called multi-index 
m = (m1, ... , md), we define the m-th classical derivative as follows 

olmlv 
Dm 

-V = _O_X_m_1 ____ -. O_X_m_d, 
1 d 

where m1, ... , md are non-negative integers and 1ml = m1 + ... + md. We define 

and 
m! = (m1!) • ... • (md!). 

A function v E L2 (n) is said to have the m-th generalized derivative in L2 (S1) 
if there exists a function z E L2 (n) such that 

Then the function z is called the m-th generalized derivative of v. It is well-known 
that z is well-defined and the classical derivative is also generalized one. Hence, 
we will use the same symbol Dmv for the generalized derivative. 

Since for smooth functions w(x) the derivative Dmw does not depend on the 
order of differentiation, it follows from the uniqueness of the generalized derivative 
that the generalized derivative does not depend on the order of differentiation. 

It is easy to check also that 

where c1, c2 are constants, i.e., Dm is a linear operator. 
In contrast to the corresponding classical derivative, the generalized derivative 

Dmv is defined by the definition globally, at once in all of n. However, in every 
subregion n' c n also the function Dmv will be the generalized derivative of v. 

Suppose that the function v E L2(S1) has a generalized derivative Dm ' v = F 
and the function F(x) has a generalized derivative Dm" F = G. Then there exists 
a generalized derivative Dm'+m" v, which is equal to G. 

Besides, the generalized derivative Dmv is defined at once for the order 1ml 
without assuming the existence of corresponding derivatives of lower orders. 

The Sobolev space w;(n) is defined as 
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This space is a Banach space with the norm 

(1.4.8) 

and the seminorm ( k 2: 1) 

(1.4.9) 

It is a closure of C00(TT) in the norm defined by (1.4.8). 
Note that WJ(O) = LP(O) and W:f (0) = Hk(O), are Hilbert spaces with the 

following scalar product 

(v,w)k ,Q = L [ nmvDmwdx, v,w E Hk(O).
JmJ::;k Q 

(1.4.10) 

Let us further introduce the induced norm in these spaces: 

(1.4.11) 

and the seminorm ( k 2: 1) 

(1.4.12) 

Note that the norm II · llk,n and the seminorm I · lk,n are invariants under 
substitution of some cartesian coordinate system by another one (see [Sobolev, 
1974]). 

Theorem 1.4.2. (On equivalent norms). Let li, ... , l
q 

be functionals from (W;'(O))*. 
Suppose that for any polynomial Q with degree at most k- l the equalities li ( Q) = 0, 
i = 1, ... , q imply Q = 0. Then the norm defined by (1.4.8) is equivalent to the 
norm 

lvl;,p = c�.l IDmvlP) 'I
P

+ t, II,(v)I (1.4.13) 

For the proof see [Sobolev, 1963]. 
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Also for certain subspaces a norm can be of a more simple form. For example,
the norm ll·llm ,n in W2(n, fo) is equivalent to l·lm ,n, where W2(n; fo) is a closure
of the set {v E C00 (D) Iv= 0 on fo} in the norm (1.4.8). Here ro = I'o can

with measd-1 ro > o.
0 0 

Further, W2(n, 0) = Hm(n) and W2(n, an)= wr(n) = Hm(n).
For simplicity, the same symbols will be used also for vector functions; we shall

write, e.g., 

Moreover, the subscript n will be often omitted, i.e.,

In particular, we have

Clearly,

and

llvlli = llvll6 + II grad vll6•

L2(n) = H0(n) :) H1(n) :) H2(n) :) · · · .
Note that each classical derivative is also the generalized derivative, and, thus, we 
have 

Ck(O) C Hk(n), k = 0, l, ... .
Definition 1.4.3. A set r c an is said to be a (relatively) open set in an if for 
any x E r there exists an open ball B c Rd containing x such that B n an c r.

The Lebesgue space of square integrable functions over an open set r c an is
denoted by L2 (r) and equipped with the standard norm 

( ) 
1/2

llvllo,r = l lvl2 ds • ,

Further, we recall some important properties of Sobolev spaces, proofs of which
can be found, e.g., in [Adams), [Kufner, John, Fucfk), [Mazja), [Necas, 1967). The
proofs of the Eberlein-Schmulian theorem and the Brouwer fixed-point theorem
can be found in [Yosida) and [Fucfk, Kufner), respectively. 
Theorem 1.4.4. (Sobolev imbedding theorem). Let n E .C and let k, p be integers 
such that kp > d. Then 

w;(n) C C(TI)
and there exists a constant C > 0 such that

llvllk,p 2'. Cllvllc(n) Vv E w;(n).

(1.4.14)

(1.4.15)
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Theorem 1.4.5. (Trace theorem). Let O E .C. Then there exists exactly one
linear continuous operator -y: H 1(0) -+ £P(80) such that

for any dimension d E {l, 2, ... } and p = 2 or d = 2 and p E [l, oo) or d = 3 and
p E [1,4]. 

The function "(V for v E H1 (0) is called the trace of v and we denote it, for
simplicity, by vlan· Theorem 1.4.5, in fact, says that there exists a constant G

p
> O

such that 
llvllo,p,&n � Gpllvll1,n Vv E H1(0). (1.4.16)

The trace theorem enables us to define the space

Note that the spaces HJ(O) and H 1(0) can also be defined as the completion of
Gg<'(O) and G00(!1), respectively, under the norm II · 111,n, i.e., 

The following two theorems present stronger variants of the Sobolev Imbedding
Theorem and the Trace Theorem. 

Theorem 1.4.6. (Rellich theorem). Let O E .C. Then the identity mapping
from H 1(0) to £2(0) is compact (i.e., any bounded sequence in H 1(0) contains a
subsequence converging in £2(0)).

Theorem 1.4. 7. (Kondrasov theorem). Let O E .C. Then the identity mapping
from H 1(0) to £P(O) is compact for p E [l, oo) if d = 2 and p E [l, 6) if d = 3. 

Moreover, we have the following inclusion

H 1(0) y £P(O) for { 
p E [l, oo) and d = 2,
p E [l, 6] and d = 3,

and there exists a constant G
p 

> 0 dependent on p such that

Note that for p = 6 and d = 3 the above imbedding is not compact.

(1.4.17)

Theorem 1.4.8. (Eberlein-Schmulian theorem). Vis a reflexive Banach space if
and only if for any bounded sequence from V there exists a weakly convergent (in
V) subsequence. 

Note that any Hilbert space ( even nonseparable) is reflexive.
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Theorem 1.4.9. (Green theorem). Let DE .C. Then for each i E {l, ... , d} 

(1.4.18) 

where ni are the components of the outward unit normal to 80 and oiv = 

3
ov 

.
Xi 

Theorem 1.4.10. Let DE .C and let w f 0 be an open set either in O or in 800 , 
where 00 � D, 00 E .C. Then there exists a constant C > 0 such that 

(1.4.19) 

This inequality is usually called Friedrichs' inequality when w C an. In partic
ular, 

(1.4.20) 

Inequalities (1.4.19) and (1.4.20) are usually used to prove the inequality (1.2.4), 
the so-called the V -ellipticity condition 

a(v, v) 2'.'. C\\v\\i '<Iv E V, 

when dealing with the solvability of a weak formulation of a linear elliptic problem 
of the second order over an appropriate subspace V C H1(D). If the classical 
formulation of the elliptic problem contains first order terms, then the V-ellipticity 
need not be valid. In this case, the Garding inequality 

(1.4.21) 

can be applied, where C1 > 0, but the constant C2 may be negative (for more 
details, see [Axelsson, Barker]). 

Theorem 1.4.11. (Brouwer fixed-point theorem). Let B C X be a non-empty 
closed ball in a normed finite dimensional space X. Let S be a continuous mapping 
which maps the ball B into itself, i.e., S(B) C B. Then there exists x E S such 
that Sx = x .  

1.5. Weak solutions of boundary value problems 

The solutions of problems similar to that one considered in Theorem 1.2.6 are 
called weak solutions of problems similar to (1.1.1)-(1.1.2). 

Note that the formulation (1.2.6) is very convenient for the description of the 
original problem and also for using numerical methods (cf. Chapter 2). 

Sometimes it is convenient to rewrite the formulation similar to (1.2.6) as an 
operator equation. The most important result is the following two theorems. 



28 

Theorem 1.5.1. Let H be a Hilbert ( or Euclidean) space and let the bilinear form 
b satisfy (1.2.3). If l(v) = (h,v), then the problem (1.2.6) is equivalent to the 
linear operator equation 

Lu= h, (1.5.1) 

where IILII :S C1 and (Lu,v) = b(u,v) for all u,v EH. If, moreover, b satisfies 
(1.2.2), (1.2.4), then L = L* and Col :SL :S C1I, where Co and C1 are constants 
from (1.2.4) and (1.2.3). 
Theorem 1.5.2. (Lax-Milgram lemma). Let H be a Hilbert (or Euclidean) space, 
let b satisfy (1.2.3), (1.2.4), l(v) = (h, v). Then the problem (1.2.6) is equivalent 
to (1.5.1), and there exists L- 1 such that IIL- 1 11::; Co

1

-
Now, we present shortly an example of using Theorem 1.5.2: 

0 E £, ro C an, measd- 1 ro > 0, 

where 

r1 =an\ ro, H = WI(n, ro), 

llull = lul1 ,n, 

b(u,v) = b(0) (n;u,v) + (o-,uv)o,r1 , 

d d 

(1.5.2) 

b(0l(n; u, v) = L (arl, D1uDrv)o,n + L(brvDru - b�uDrv, l)o,n + (c, uv)o,n
r,l=l r=l (1.5.3) 

and the coefficients art, br , b�, c, a- are supposed to be piecewise smooth, i.e., all 
integrals in (1.5.2), (1.5.3) have sense when u E H, v E H. 
Lemma 1.5.3. The form b(·, ·) from (1.5.2) satisfies (1.2.3). 
Proof. It is enough to show that the modulus of each term from (1.5.2) and (1.5.3) 
is less or equal to Cllull llvll, where C is some constant.

For example, 

l(brv, Dru)o,nl :S sup lbr(x)l(lvl, IDrul)o,n 

:S sup lbr(x)I • lvlo,nlDrul1 ,n :S Cllull llvll

(see (1.1.ll)). 
For the term with a- we have to use some variant of the Trace Theorem. □ 

Let 

lbl = sup lbr(x) - b�(x)I, 
xE!1 

rE{l, ... ,d} 

lei= sup lc(x)I, 
xE!1 c(x)<O

v0 be some constant, I be a unit matrix (d x d). 
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Lemma 1.5.4. Let for all x En the matrix 

A= {(ar1 + azr)/2}1,r=l 2 voI, Vo> 0, O' 2 0, lblCd112 
+ lelC2 

= v' < vo, 
(1.5.4) 

where C is a constant from the P oincare-Steklov inequality ( 1. 1 .11). 
Then for b(·, ·) from (1.5.2) the property {1.2.4) is valid with Co= v0 - v'.

Proof. As for the previous lemma we have 

d d 

b(u, u) 2 110 L IDrul6,n - lbl L(IDrul, lu l)o,n - lei lul6,n 
r=l r=l 

2 vollull2 - d112lbl lul1,nlulo,n - lei lul6 n 
' 

2 (110 -
v') llu ll2 •

□ 

In view of Lemmas 1.5.3 and 1.5.4 and Theorem 1.5.2, the problem (1.2.6), 
(1.5.2) is correct. This problem corresponds to the mixed boundary value problem 
with the Dirichlet condition on r0 and the boundary condition of the third type 
on r1 for a common elliptic equation of the second order. 

Remark 1.5.5. When r0 = r, the condition on v0 can be replaced by the condition 
Dr(br - b�) � 0 for all r.

Remark 1. 5. 6. Conditions on the coefficient may be replaced by more common 
ones (see, e.g., [Ladyzenskaja, Ural'ceva)). 

Remark 1.5. 7. More examples on the point can be found, e.g., in [Axelsson, 
Barker)). 



Chapter 2 

Finite element method: main features 

In this chapter we briefly describe the main idea of the Rayleigh-Ritz, the Bubnov
Galerkin and the finite element methods. 

Several special questions of FE analysis, being related in a natural way with 
the next chapters, are outlined as well. 

2.1. Rayleigh-Ritz method 

Consider the problem from Theorem 1.2.6. The main idea of the Rayleigh-Ritz 
method is to replace (1.1.4) by the finite-dimensional problems 

u" = arg min<l>(v"), v" E V", (2.1.1) 

where V" = VN is some N-dimensional subspace in H with the basis { 'lj;1, ... ,'I/JN} 
and expansion 

(2.1.2) 

The functions 'I/Ji did not depend on N and VN C VN+l for the first variants 
of the method. For modern methods it is not true: the subspaces V N are defined 
by some discretization parameter h > 0 instead of N. Such parameter presents 
a certain characteristic of the used mesh. Sometimes h can be even a vector 
parameter. Hence, we should regard N = Nh as elements of a certain increasing 
sequence of natural numbers. Moreover, we will usually use the denotation Vh 

instead of VN to point out the dependence of finite element spaces on h (we will 
also use vh instead of v"). 

The problem (2.1.1) is closely related to the least square method (see, e.g., 
[Mikhlin, 1965)). 

Theorem 2.1.1. Let the conditions of Theorem 1.2.4 be satisfied. Then the 
Rayleigh-Riesz method (2.1.1} leads to the sequence of correct problems and its 
solutions UN are the closest to u elements from VN. 

Theorem 2.1.2. Let the conditions of Theorem 1.2.6 be satisfied and C = Ci12 /C�12.
Then (2.1.1} leads to correct problems, for solutions of which the following estimate 
holds: 

llu N - ull :S C <list{ u, VN }. (2.1.3) 

For the proof, see, e.g., [Axelsson, Barker, pp. 151-152]. 
Note that the method (2.1.1) can be reformulated in the following form (cf. 

(1.2.6)): find UN EVN such that 

(2.1.4) 

30 
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When L N = PN LPN and f N = PN f, we can rewrite the method as the operator 
equation in VN (cf. (1.5.1)): 

(2.1.5) 

The most important point is an algebraic form of (2.1.4), which uses the ex
pansion (2.1.2) and the vectors 

(2.1.6) 

Then the vector u which corresponds to the expansion of UN from (2.1.4) 
presents a solution of the following system of algebraic equations: 

Lu=f, 

L = Lh = (b( 1Pi, 1Pi) )f,j=l, 

where Lis the Gramm matrix of the functions 1P1, ... , 1PN and 

2.2. Bubnov-Galerkin method 

(2.1. 7) 

(2.1.8) 

(2.1.9) 

Formulation (2.1.4) for (2.1.1) enables us to introduce a more general method, 
which solves problems even when the symmetry condition (1.2.2) is violated. 

Theorem 2.2.1. {Cea's Lemma) Let the condition of Theorem 1.5.2 be satisfied. 
Consider problem {2.1.4). This problem is correct and for its solutions UN the
estimate {2.1.3) holds with C = Ci/Co. 

For the proof, see, e.g., [Axelsson, Barker, Theorem 4.3]. 
We say that {VN} approximates H as N -+ oo if 

<list{ u, VN} --+ 0 Vu E H.
N➔oo 

(2.2.1) 

An algebraic form for the Bubnov-Galerkin method is the same, see (2.1.7)
(2.1.9), the only difference is that the matrix L need not be symmetric. 

2.3. Finite element method 

The finite element method (FEM) can be considered as a special case of the 
Bubnov-Galerkin method, for which supports of almost all basic functions are 
just several cells of the mesh. Having domains with curved boundaries we have to 
take into account also an approximation of the boundary. 

In the next sections we outline several topics from FE analysis which are related 
to the main questions of the dissertation. 
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2.4. On triangulation of domain 

Definition 2.4.1. Let n be some domain in Rd _ Then a finite number of subsets 
Ti,, = { K 1, ... , KN} is called a triangulation of TI if the following assumptions hold: 

(2) for each K E Ti,,, the set K is closed and its interior K0 is non-empty,

(3) for each distinct K1, K2 E Ti,,, we have Kr n Kg= 0,

(4) for each K E Ti,,, the boundary 8K is Lipschitz continuous.

Sometimes triangulation will be also called decomposition, partition or division. 
Mostly, we deal with elements which are convex polygons or polyhedra ( then, of 

course, TI is a polygon or a polyhedron). In this case we add two more assumptions: 

(5) any face of any K1 E Ti,, is either a subset of the boundary an, or a face of
another element K2 E Ti,,,

(6) the interior of any face of any K E Ti,, is disjoint with r O n f1, where r0 and
r1 are defined as in (1.5.2).

From the assumption (5) we observe that the situation of Figure 2.4.1 is not 
allowed for all triangulations considered in the dissertation. 

Figure 2.4.l. 

The assumption (6) is called the consistency condition for mixed boundary 
conditions (see Figure 2.4.2). Note that triangulations which do not satisfy (5) 
are called nonmatching. 

Further, we present two examples of triangulation of a cube. 

Example 2.4.2. A cube [O, l]d in Rd can be divided into d! simplices AoA1 ... Ad 



with the following vertices 

where eik is the ort in Rd and 

Figure 2.4.2. 

Ao = (0, 0, ... , 0), 

Ai= Ao+ ej1 , 

A2 =Ai+ eiz , 

Ad= (l, 1, ... , 1), 

Jr E {l, 2, ... , d}, 

32=/-ji, 

]3 =I- Ji,J2, ... 

33 

(2.4.1) 

Such a division is presented in Figure 2.4.3 for d = 3: the cube is divided into two 
prismas and each of them is decomposed into three tetrahedra. 

Figure 2.4.3. 

Example 2.4.3. There also exists a different decomposition of the cube [0, 1]3 in 
R3 into 5 tetrahedra (see Figure 2.4.4). 
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Figure 2.4.4. 

A more general result on triangulation in a three-dimensional space is given by 
the following theorem. 

Theorem 2.4.4. For any polyhedron in R3 there exists a decomposition into 
tetrahedra. 

Proof. See [Krizek, Neittaanmiiki, 1996, Theorem 4.21]. D 

Remark 2.4.5. Computer generators of tetrahedral divisions are usually based on 
the Delaunay triangulation, which is uniquely determined by prescribing nodes 
only (cf., e.g., [George], [Weatherill, Hassan]). For a local refinement of tetrahedral 
meshes, see (Krizek, Strouboulis]. 

Remark 2.4. 6. For a more general case, when O is not a polyhedron we use usually 
triangulations lh(Oh ) of polyhedral domains Oh approximating in some way the 
given domain n.

Now we briefly describe the simplest way of construction of triangulations, 
which is suitable for polyhedral domains. The constructions of triangulations for 
domains with curved boundaries are presented in Part IV of the dissertation. 

We omit the index h in what follows, keeping in mind that h can be chosen 
"equivalent" to 1/k, i.e., there exist constants x1, x2, independent of h and k, 
such that 

0 < x, '.5 hk '.S X2. 

Let O be a polyhedron. Having the initial triangulation, denoted by 7(1l(O), we 
will construct new triangulations 7(k)(O), k 2 2, using a division of each simplex 
K}1) from 7(1) (0) into kd simplices K?) forming 7(k) (0). Constructions of such
a type are described below for d = 2 and 3. 

Example 2.4. 7. Consider the triangle K;1) = AoA1A2 E 7(1) (0) (see Figure 2.4.5).
In each side AiAj we put points Aij,r, r = 0, ... , k, so that Aij ,o = Ai, Aij,k = Aj 

and the intermediate points divide (Ai Aj ] into k equivalent segments. Then the 
straight lines through all those points, parallel to the sides of Kf l, define a division
of K}1) into k2 equivalent triangles forming 7(k) (0) (in Figure 2.4.5 k = 3). 
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Figure 2.4.5. 

Example 2.4.8. Figure 2.4.6 presents a similar decomposition of the tetrahedron 
K = AoA1A2A3 into 8 tetrahedra (k = 2). 

Note that in three-dimensional space the situation is considerably more compli
cated than for d = 2, since it may not be possible to divide any tetrahedron into 
coinciding similar (congruent) tetrahedra ( cf. [Goldberg]). 

Figure 2.4.6. 

2.5. On nonconforming finite element methods 

When an is piecewise curved, there are several ways of constructing finite element 
spaces. One way is to generate them by the so-called isoparametric ( curved) 
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elements (see, e.g., [Axelsson, Barker]). Note that a curved element K need not 
be convex (see Figure 2.5.1) and the space of shape functions PK may be formed, 
e.g., by rational functions. Another way is to approximate n by a polygonal
(polyhedral) domain nh c n and, then, to extend finite element functions from
nh to the whole n in an appropriate manner, see Part II for similar discussions.

Figure 2.5.1. 

When Vh CH and when the bilinear and linear forms of the discrete problem are 
identical to the original ones, the finite element method is said to be conforming. 

A nonconforming method arises when Vh (/_ H or when, e.g., some numerical 
integration is used. 

Figures 2.5.2 and 2.5.3 show two different manners of an approximation of the 
boundary. The latter case leads to Vh (/_ H as well. The finite element method of 
this type is described in details, e.g., in [Feistauer, Zenisek, 1987]. 

A nonconforming method is also obtained when the function giving the bound
ary conditions is approximated by some piecewise polynomial continuous function. 
More details on the point can be found in Part II of the dissertation, where all kinds 
of nonconformity are taken into account for three-dimensional nonlinear problem, 
and in the works mentioned there. 

Figure 2.5.2. 



Figure 2.5.3. 

2.6. Linear homotopy in plane 
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The standard element of triangulation in plane is either a usual triangle or a 
quasitriangle with one curved side (see Figure 2.6.1). 

Figure 2.6.1. 

A very convenient mapping of a quasitriangle K' = AoA1A2 (see Figure 2.6.2) 
into a straightline triangle K = b.A0A1A2 (with the same vertices) is a linear ho
motopy (see, e.g., [Korneev, 1977], [Mitchell, Wait], [Zlamal, 1973]). This mapping, 
in a local coordinate system (y1, Y2) adapted to K', is a homothetic transformation 
with respect to Y2 (y1 is fixed), such that straightline sides of K' are transformed 
into themselves. 

Definition 2.6.1. A quasitriangle K' with vertices Ao, A1, A2 is called a stan
dard quasitriangle of the order m if (see Figure 2.6.2): 

( a) in the Decart coordinate system (Y1, Y2), where Y2 lies along the straight line
(AoA2), Ao= (0, 0), A1 = (>., f(>.)), A2 = (0, f(0)) and the curve A1A2 is
given by the equation

{b) there exist two points A; and A� on the ray [A0A2 ) such that 
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A" Y2 
2 

A2

A' 
2 

Figure 2.6.2. 

(c) one of the following inequalities holds in the segment [0, >.]:

J" (y1) 2: 0, 

J"(y1) s 0. 
(2.6.1) 

(2.6.2) 

Let for K' (see Figure 2.6.2) the segments [AoA1l, [A2A1l, [A;A1 ] and [A�A1] 
lie on the straight lines described by the following equations: 

Y2 = ky1, 

Y2 - f(>..) = k1(Y1 - >..), 

Y2 - f(>..) = k�(Y1 - >..), 

Y2 - f(>..) = k{(Y1 - >..), 

respectively. Then the linear homotopy x = F(y), mapping K' into K, is defined 
by the following formulae: 

X1 = Y1 = Fi (Y1, Y2) (2.6.3) 

x2 = ky1 + (k1 - k)(Y1 - >..)[f(y1) - ky1t 1(Y2 - ky1) = F2(Y1, Y2)-

The inverse mapping y = Z(x) is defined by the formulae: 

Y1 = x1 = Z1 (x1, x2) (2.6.4) 

Y2 = kx1 + [f(xi) - kx1][(k1 - k)(x1 - >..)t 1(x2 - kx1) = Z2(x1,x2)-
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2. 7. Strongly regular families of triangulations

Let n be some polyhedron in Rd . We denote by Tii a triangulation of TI formed 
by simplices which satisfy the requirements (1)-(6) from Section 2.4 and use the 
denotations hK = diamK, KE Tii(O), h = max hK . 

KE'h(/J) 

A set of triangulations :F is called a family of triangulations if for every c: > 0 
there exists Tii E :F with h < c:. 

Further, we introduce four equivalent definitions on a regularity of triangula
tions. The proof of equivalence is only technically complicated and can be done 
as in [Krizek, 1991]. The reason of introducing these definitions is that the first 
one is standard, see [Ciarlet], but the other ones are sometimes more convenient 
to work with and they all are, in fact, used in different parts of the dissertation. 

Definition 2. 7 .1. A family of triangulations :F of a polyhedron TI into simplices 
is said to be strongly regular if there exists a constant x > 0, independent of h, 
such that for any triangulation Tii E :F and for any simplex K E Tii there exists a 
ball BK of radius (!K such that BK CK and 

(2.7.1) 

Definition 2. 7.2. A family of triangulations :F of a polyhedron TI into simplices 
is said to be strongly regular if there exists a constant xi > 0, independent of h, 
such that for any triangulation Tii E :F and any simplex K E Tii, we have 

(2.7.2) 

Definition 2. 7 .3. A family of triangulations :F of a polyhedron TI into simplices is 
said to be strongly regular if there exist constants x2 > 0 and ao > 0, independent 
of h, such that for any triangulation Tii E :F and any simplex K E Tii, we have 

(2.7.3) 

where lK is a length of any edge of K and 'PK is any angle between any edge and 
the hyperplane, being span of the other edges starting from the same vertex as the 
previous edge. 

Definition 2. 7.4. A family of triangulations :F of a polyhedron TI into simplices is 
said to be strongly regular if there exist constants x3 > 0 and a1 > 0, independent 
of h, such that for any triangulation Tii E :F and any simplex K E Tii, we have 

(2.7.4) 

where lK is a length of any edge of K and 'PK is any angle between any two faces 
of K. 

Remark 2. 7. 5. The strongly regularity property means, actually, two of the fol
lowing facts: lengths of all edges of all simplices from Tii are "proportional" to h 
and there are no "too flat" simplices. 
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Such uniform meshes gives the FEM great strength, they allow to derive a 
priori error estimates. Nonuniform meshes are desirable when the solution of the 
problem is known to vary more rapidly in certain parts of the domain than in 
others and essential when the domain has an irregular geometry, see, e.g., [Krizek, 
Neittaanmaki, 1996, Section 4.4]. 

Remark 2. 7. 6. Note that a strongly regular family of triangulations of a polygon 
is easy to obtain due to the fact that any triangle in the triangulation is divided 
by midlines into four congruent triangles, which are similar to the original one. In 
three-dimensional space the situation is considerably more complicated, since it 
may not be possible to divide any tetrahedron into coinciding similar (congruent) 
tetrahedra. 

Nevertheless, the following theorem holds. 

Theorem 2. 7. 7. For any polyhedron in R 3 there exists a strongly regular family
of decompositions into tetrahedra. 

Proof. See [Krizek, 1982]. □ 

Remark 2. 7. 8. The question of construction of strongly regular families of trian
gulations into triangles for planar domains with piecewise C2-smooth boundaries 
is considered in Part IV. 



PART II 

Finite Element Analysis of 

Variational Crimes for 

Nonlinear Heat Conduction 

Equation in 3D 
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On contents of Part II 

Part II of the dissertation consists of six chapters. First, in Chapter 3 we review 
shortly the main results obtained for nonlinear heat conduction equations, list the 
most important references on the point and give several common definitions and 
denotations used in the next chapters. 

Further, the author presents his own contribution to the field, see [Korotov, 
Krizek]. The extended material of the above mentioned paper is given as Chapters 
4-8.

The solved problem can be described as it follows. A finite element approxi
mation of a nonlinear heat conduction equation in a three-dimensional bounded 
convex domain with a smooth boundary is examined. The domain is approxi
mated by a polyhedron and a numerical integration is taken into account, i.e., 
so-called variational crimes are committed. We apply linear tetrahedral finite ele
ments and prove the convergence of approximate solutions on polyhedral domains 
in the Wf-norm to the true solution without any regularity assumptions. 



Chapter 3 

Survey of main results 
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In this chapter we present a survey of main theoretical results, obtained for nonlin
ear heat conduction equations and introduce simultaneously definitions necessary 
for the next chapters. 

More details and references on the topic are given in [Krizek, Neittaanmi:iki, 
1996], [Krizek, Liu, 1997] and [Liu]. 

Several real-life examples of a calculation of a temperature distribution can be 
found, e.g., in [Krizek, Preiningerova, 1987], [Krizek, Preiningerova, 1991] and 
[Preiningerova, Krizek, Kahoun]. 

3.1. Classical formulation 

A temperature distribution in large transformers is described by a quasilinear 
elliptic problem whose classical formulation reads: 

Find u E C1(0) such that U\n EC2(O) and

- div(A(·, u) grad u) = f inn,

u = u on ro,

au+ nT A(· ,u) gradu = g on f1, 

(3.1.1) 

(3.1.2) 

(3.1.3) 

where n E £, ( see Definition 1.4.1), n = (n1, .. . , nd)T is the outward unit normal 
to 80, d E {l, 2, ... }, f0 and f1 are defined as in (1.5.2), u is the temperature, 
f E L2(80) is the density of volume heat forces, g E L2(f1) is the density of 
surface heat sources, u is the temperature, maintained along the part fo of the 
boundary, the function a 2 0 is the heat transfer coefficient; the magnetic cores of 
transformers ( consisting of iron sheets) are nonlinear orthotropic media, the heat 
conductivities of which are represented by a diagonal uniformly positive definite 
matrix A= A(u). 

Let the functions A, a ,  f, u and g be sufficiently smooth for the time being 
( precise assumptions on these functions will be given later). The condition (3.1.3) 
is the so-called boundary condition of the third type. 

First, we describe the main difficulties for treatment of such type of equations; 
they are brought by the nonlinearity of the problem and properties of the media. 

Consider the following special case of (3.1.1)-(3.1.3) which describes a station
ary heat conduction in a homogeneous and isotropic medium 0: 

-div(A(u) gradu) = f inn,

u = 0 on ro, 

nTA(u) gradu=0 on f1, 
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where ,\: R1 -+ R 1 is a measurable bounded function such that

(3.1.4) 

Note that such a nonlinear problem can be converted by the well-known Kirchhoff 
transformation (cf. (Cermak, Zlamal], [Larsson, Thomee, Zhang]) 

to the linear problem 

-flz = f in 0,

z = 0 on ro, 

nT gradz = 0 on r 1 , 

where z(x) = JC(u(x)). From (3.1.4) we observe that JC is an increasing function, 
i.e., its inverse JC-1 exists and we have u(x) = JC-1(z(x)).

window 

outer leg 

Figure 3.1.1. 

The Kirchhoff transformation, however, cannot be applied in the case of aniso
tropic nonlinear media. For instance, in examining a temperature field in the 
magnetic circuit of a transformer from Figure 3.1.1, nonlinear temperature depen
dencies of the heat conductivities across and along the lamination differ. This is 
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Figure 3.1.3. 
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the case of an orthotropic material. The associated 3 x 3 matrix A of heat conduc
tivities is diagonal and such that an =/- a22 = a33. The temperature dependencies 
of the diagonal entries are illustrated in Figures 3.1.2 and 3.1.3. We see that the 
type of nonlinearity is different in each direction (it, moreover, depends upon the 
type of iron used to construct the sheets). 

3.2. Weak formulation 

Since the Kirchhoff transformation cannot be used, the another approach to solve 
the problem is developed (see Section 3.3). 

First, we state a weak formulation of the problem (3.1.1)-(3.1.3). We assume 
that A= A(·,·) and a= a(·) are bounded measurable functions, 

ess suplaij(x,�)I :'.SC, ess supla(s)I :'.SC, (3.2.1) 
x,{,i,j s 

where x E n, � E R 1, i, j E { 1, ... , d} and s E r 1. The components aij are assumed
to be Lipschitz continuous with respect to the second variable, i.e., there exists 
CL > 0 such that for all (, � E R 1 and almost all x E n we have

Moreover, let there exist C0 > 0 such that for almost all x E n

Cor? T/ :S T/T A(x, �)T/ "ii� E R 1 Vr, E Rd 

(3.2.2) 

(3.2.3) 
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and let 
0::; a(s) 

for almost alls E r1 . Finally, let f E L2(D), u E H1 (D), g E L2(r1) and 

V={vEH1 (D) lv=Oon ro}-

For simplicity, a possible dependence of A on x will usually not be explicitly 
indicated in what follows. Set 

a(y;w,v) = (A(y) gradw,gradv)o,n + (aw,v)o,r1 , 
y,w,v E H1 (D), (3.2.4) 

F( v) = (f, v )o,n + (g, v)o,r1 , v E H1 (D), (3.2.5) 

where (· ,  ·)o,r
1 

stands for the usual scalar product in L2(r1). Since A and a 
are bounded, we observe that both the terms in (3.2.4) are finite, i.e., a(·;•,•) is 
well-defined. 

Definition 3.2.1. A function u E H1 (D) is said to be a weak solution of the 
problem {3.1.1)-(3.1.3) if u - u E V and 

a(u; u, v) = F(v) "Iv E V. 

Remark 3.2.2. From this place we suppose that the function u, giving the Dirichlet 
boundary condition (3.1.2), is defined in the whole TT ( cf. also ( 4.2.2) and Definition 
4.2.1). In practice such a condition is usually given in the following form: 

u = g(s) on ro,

where g E L2 (r0). The reason of employing the function u E H1 (D) is the fol
lowing. Let r0 = 8D for simplicity. Not every function g E L2 (8D) need be the 
trace of some function u(x) from the space H1 (D) (see, e.g., [Necas, p. 22]), but 
we search the solution namely in this space. So, if the prescribed function g( s) is 
not the trace of any function from H1 (D), then the corresponding problem cannot 
have a solution in the sense of Definition 3.2.l. 

Also, there exists a relatively simple criteria, which holds for all considered 
in the dissertation cases, ensuring the existence of such a function u, the trace 
of which coincides with the given function g(s), see [Rektorys, Theorem 4.6.4]. 
Hence, from now on we accept the formulation given by Definition 3.2.1 when 
speaking about a fulfillment of the Dirichlet condition. 

Remark 3.2.3. Note that to prove the existence of a weak solution u E V we cannot 
apply the main theorem for monotone operators, since our problem does not lead 
to a monotone operator, in general, see [Krizek, Neittaanmiiki, 1996, Remark 9.2]. 

Moreover, the problem cannot be transformed to the minimization of a real 
functional, since the associated operator A is not potential in general, see again 
(Krizek, Neittaanmiiki, 1996, Remark 9.3]. 



3.3. Existence of the weak and discrete solutions 

Here we shall assume for simplicity that 

d E {2,3} and I'o = (/J 
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which is an interesting case in practice. For the Dirichlet boundary conditions see 
Chapters 4-8, and for the mixed boundary conditions (3.1.2)-(3.1.3) (which can 
be possibly nonlinear) we refer to [Hlavacek, Krizek, Maly]. 

We shall look for the weak solution u E H 1(0) such that (cf. Definition 3.2.1) 

a(u; u, v) = F(v) Vv E H1 (0). (3.3.1) 

To guarantee the existence of such a function u, we moreover assume that there 
exist a constant ao > 0 and a non-empty relatively open subset I'2 c I' 1 = 80 
such that 

a(s) � ao 

for almost all s E r 2. Then there exists a constant Co > 0 such that 

Collvlli :s: a(y; v, v) Vy, VE H1(n). (3.3.2) 

This inequality is a direct consequence of (3.2.3), (3.2.4) and the following Friedrichs' 
inequality (cf. (1.4.19)), 

llvlli,n :S: C(II grad vll6,n + llvll6,r2
) Vv E H1(n).

Remark 3.3.1. Using (3.2.4), (3.2.5), the boundedness of A, a (see (3.2.1)) and 
the 'frace Theorem, it is not difficult to verify that 

ia(y;w,v)I :S: Cllwllillvll1 Vy,w,v E H1 (0),

IF(v)I :S: Cllvll1 Vv E H1 (0).

Next theorem is useful. 

(3.3.3) 
(3.3.4) 

Theorem 3.3.2. Let Vh C C(IT) be a non-empty finite-dimensional subspace.
Then 

{i) there exists a Galerkin approximation uh E Vh such that 

(3.3.5) 

{ii) if the constant CL from {3.2.2} is sufficiently small, there exists a unique 
Galerkin approximation uh. Moreover, uh can be calculated by means of the 
method of successive approximations {Kacanov's method) as follows: 
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Let y0 E Vh be arbitrary. If yk E Vh is known, yk+1 E Vh is defined by the 
relation 

(3.3.6) 

and 

Proof. The proof is based on the Lax-Milgram Lemma 1.5.2 and the Brouwer 
fixed point Theorem 1.4.11, and can be done as in [Krizek, Neittaanmaki, 1996, 
Theorem 9.5). □ 

The problem of uniqueness of uh is an open problem until now. Only if the 
coefficients are small or h is large (see [Hlavacek, Krizek, Maly)), we are able to 
prove the uniqueness. 

Theorem 3.3.3 proves the existence of a solution u of the problem (3.3.1) as a 
weak limit of the Galer kin approximations uh under the following assumption: 

Let {Vhh-+o be a family of finite-dimensional subspaces of H1 (D) n C(TI) such 
that 

(3.3.7) 

This condition is easy to satisfy for many families of finite element spaces. 

Theorem 3.3.3. Let (3.3. 7) hold and let { uhh-+o be a sequence of Galerkin 
approximations satisfying (3.3.5). Then there exist a subsequence { u;;J C { uh } 
and an element u E H1 (D,) such that 

Ui,,--' u (weakly) in H1 (D) ash--+ 0, (3.3.8) 

and u is a solution of problem (3.3.1). Moreover, any weak cluster (accumulation) 
point of the sequence { uh} is a solution of (3.3.1). 

Proof. The proof is based on the Eberlein-Schmulian Theorem 1.4.8 and is pre
sented in [Krizek, Neittaanmaki, 1996, Theorem 9.6]. □ 

The corollary of the above theorem enables us to estimate the norm llull 1 by 
the "data", i.e., the solution is stable in II· Iii-norm. 

Corollary 3.3.4. There exists a constant C > 0 (independent of the data f and 
g) such that

llull1 :s; C(llfllo,n + llgllo,an). 

Remark 3.3.5. The existence of the weak solution for the nonlinear equation (3.1.1) 
with the pure Neumann boundary condition is examined in [Hlavacek). 
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3.4. Uniqueness and nonuniqueness 

First of all note that if an elliptic equation is not in the divergence form there exist 
examples of nonunique solutions (see, e.g., [Gilbarg, Trudinger, p. 209], [Meyers, 
p. 178]). We can also get non-unique solutions of our problem (3.1.1)-(3.1.3) if
the Lipschitz condition (3.2.2) is violated (see [Hlavacek, Krizek, Maly]).

Note that a proof of the uniqueness of the classical solution of the problem 
(3.1.1)-(3.1.3) is given by [Douglas, Dupont, Serrin] for the Dirichlet boundary 
conditions and by [Hlavacek, Krizek, 1993a] for mixed conditions. The uniqueness 
of the weak solution for the mixed nonlinear boundary conditions (the condition 
(3.2.2) is imposed) is proved in [Hlavacek, Krizek, Maly]. 

Throughout this section assume for simplicity again that r0 = 0, d E {1, 2, ... } 
and that there exists a constant a0 > 0 and a non-empty relatively open subset 
r2 C r1 = 80. such that 

(3.4.1) 

Theorem 3.4.1. Let (3.2.1)-(3.2.3) and (3.4.1) hold and let u1, u2 E H1 (0.) be 
two weak solutions of the problem (3.3.1). Then u1 = u2 a.e. in 0.. 

For the proof see [Hlavacek, Krizek, Maly], where also mixed boundary con
ditions are considered. The proof is based on a special choice of a test function 
VE V.

Another uniqueness theorem for nonlinear elliptic problem with the Dirichlet 
boundary condition is given in [Jensen]. 

3.5. Convergence of finite element approximations 

From (3.3.8) and the compactness of the imbedding operator H1 (0.)--+ L2 (0.) we 
can easily prove the convergence of the Galerkin approximations in the 11 • llo-norm. 
To prove even the (strong) convergence in the II • Iii-norm, we shall, in addition, 
require that 

Vh c Wl(O), llvhll1,4 � C(v) Vh, (3.5.1) 

where vh satisfies (3.3.7) and C(v) is a constant independent of h. 

Remark 3.5.1. Using the standard interpolation theory one can verify (3.3.7) and 
(3.5.1) for many families of finite element spaces (see, e.g., [Ciarlet, p. 123]). The 
functions vh can be defined, e.g., as the Vh-interpolant of v. Then we find that 

Theorem 3.5.2. Let the assumptions of Theorem 3.3.3 be fulfilled and let (3.5.1) 
hold. Then the convergence (3.3.8) is strong, i.e., 

llu - u1,,ll1 --+ 0 as h--+ o. (3.5.2) 
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Moreover, if there exists precisely one solution of the problem (3.3.1) then (3.5.2) 
holds for the whole sequence {uh}. 

For the proof see [Krizek, Neittaanmiiki, 1996, Theorem 9.10]. 

Remark 3.5.3. We will list briefly another important results. The comparison 
principle is proved in [Krizek, Liu, 1996]. The discrete maximum principle is 
considered in [Krizek, Lin] for a special type of a triangulation. The rate of 
convergence is given in [Liu, Krizek, Neittaanmiiki]. 

The other important questions as an effect of a numerical integration and an 
approximation of the curved boundary are discussed in details in Chapters 4-8. 



Chapter 4 

Setting the problem 

From this chapter we begin to consider the main questions of Part II. Chapters 4-8 
are based on the work [Korotov, Krizek], which is under review in "Numerische 
Mathematik". 

4.1. Introduction 

A finite element analysis of variational crimes, which arise in solving a nonlinear 
heat conduction problem in planar domains with a piecewise curved boundary, 
is presented in [Feistauer, Krizek, Sobotikova]. The main goal of Chapters 4-8 
is to generalize this analysis to three-dimensional domains. In particular, we ap
proximate a smooth boundary by a polyhedral one, we use appropriate numerical 
quadrature formulae (see [Engels]) to evaluate all integrals and, finally, we inter
polate boundary conditions. Doing these approximations, we commit so-called 
variational crimes, in virtue of which the used finite element method becomes 
nonconforming, cf. Section 2.5. 

A detailed analysis of variational crimes for linear boundary value problems 
is given, e.g., in [Ciarlet], [Ciarlet, Raviart], [Strang]. Its extension to a class of 
nonlinear plane elliptic problems of monotone type was first done in [Feistauer, 
Zenisek, 1987]. 

This analysis was later generalized into several directions: to pseudomonotone 
operators [Feistauer, Krizek, Sobotikova], [Feistauer, Zenisek, 1988], to nonlin
ear elliptic problems with discontinuous coefficients [Feistauer, Sobotikova, 1990], 
[Zenisek, 1990a], to nonlinear boundary conditions [Feistauer, Felcman, Rokyta, 
Vlasek], [Feistauer, Najzar], to polyhedral domains [Feistauer, Krizek, Sobotikova], 
[Krizek, Lin], etc. 

Some of these results are also surveyed in monographs [Feistauer, 1993], [Krizek, 
Neittaanmaki, 1996], [Zenisek, 1990b]. However, the above mentioned references 
.do not contain any finite element analysis of a nonlinear elliptic problem in three
dimensional domains with curved boundaries. 

For simplicity, let n C R3 be a bounded domain with a smooth boundary. There 
are several approaches how to treat the curved boundary an. The first one is to 
employ isoparametric elements. However, they do not have a simple form in R3 

(see [Bernardi] and [Ciarlet]). The ansatz shape functions are nonpolynomial; in 
favorite cases rational, but, in general, they are quite complicated. Note that for a 
small discretization parameter h it is not possible to decompose TI into tetrahedral 
elements having at most one face curved (cf. [Krizek, Neittaanmaki, 1990, p. 76]). 
Thus, isoparametric elements with at least two curved faces are used (see [Lenoir]). 

Another approach is to approximate n by a polyhedron nh and then decom
pose Tih into straight (non-curved) elements. Since we usually have no a priori 
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information about the regularity of the true solution of a nonlinear problem, lower 
order finite elements on D.h have to be applied. This manner is often used in prac
tical calculations, but for a theoretical finite element analysis the entire domain D, 
should be taken into account. 

In [Knobloch], the shape of tetrahedral elements near 80.h are slightly changed 
in such a way that D. is completely covered by them. 

Here we present a different approach. We assume for simplicity that D, is convex 
and D,h c D.. The set IT\ D.h is decomposed into two kinds of special elements -
hat and slice elements, see Chapter 6. They are not applied for computer imple
mentation, but only to prove the convergence. 

Problems which we meet, when 80. is not smooth, are outlined in Remarks 6.1.4 
and 6.1.5. The mixed boundary conditions are not considered, since the set of 
points, where one boundary condition changes to another, can have a very com
plicated structure. 

Throughout Chapters 4-8 the standard Sobolev space notation from Chapter 1 
is used. The symbol C (possibly with indices) stands for a generic constant, which 
will always be independent of the discretization parameter h.

4.2. Classical and variational formulations. Assumptions on the data 

Consider the following quasilinear elliptic problem with the Dirichlet boundary 
condition whose classical formulation reads: Find u E C(IT) such that u1n EC2 (D.)
and 

- div(A(·, u) grad u) = f in D.,

u = u on 80.,
(4.2.1) 
(4.2.2) 

where D, is a bounded convex domain in R3 with a C2-smooth boundary 80.. 
Since quadrature formulae will be employed later, we need stronger smoothness 
assumptions on data (cf. 3.2.1)-(3.2.3)), in particular, let A = (ai})t,j=l' aij =
aij ( X ) e) ) X E IT, e E R 1 and let aij ) oaij I OXk ) oaij I 8� be continuous and bounded 
in IT x R 1 for all i, j, k = l, 2, 3. Thus, there exists a positive constant C such that 

laij(x,e)I s C, l!:i

: (x,�)1 s C, 1 °;? (x,�)1 s C Vx ED, \;/� E R1 • 

(4.2.3) 
The boundedness of the derivatives oaij / 8� obviously implies the Lipschitz-conti
nuity of aij with respect to �, i.e., 

( 4.2.4) 

Moreover, let there exist Co > 0 such that for almost all x E D.

(4.2.5) 
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Finally, let f E W�(O), u E WJ(O) with p > 3 fixed and 

(4.2.6) 

For simplicity, a possible dependence of A on x will usually not be explicitly 
indicated in what follows. Set 

a(y;w,v) = (A(y )gradw,gradv)o,n, y,w,v E W:I(n), 

F(v) = (f,v)o,n, v E W:I(n). 
(4.2.7) 

(4.2.8) 

Since the elements of A are bounded (cf. (4.2.3)), we observe that the term in 
(4.2.7) is finite, i.e., a(·;·,·) is well-defined. 

Definition 4.2.1. A function u E WJ (0) is said to be a weak solution of the 
problem (4.2.1)-(4.2.2} if u - u E V and

a(u; u, v) = F(v) 'iv E V. (4.2.9) 

According to [Hlavacek, Krizek, Maly] there exists precisely one weak solution 
u E W](O).

From the properties ( 4.2.3) of the matrix A it follows that

la(y; w, v)I S Cllw ll1,nllvll1,n 'iy, w, v E w:I (0 ). 

Moreover, from the Lipschitz continuity (4.2.4 ) we have 

la(y;w,v)- a(z;w,v)I S l((A(· ,y)-A(· ,z))gradw,gradv)o,nl 
s IIA(·, y) - A(·, z)llo,nll grad w llo,nll grad vllo,oo,n 

s d2CLIIY - zllo,nllw ll1,nllvll1,oo,n 'iy, z, w E w:I (0 ) 'iv E W�(n). 

(4.2.10) 

(4.2.11 ) 

Further we introduce a polyhedral approximation nh of n. For a given dis
cretization parameter h E (0, ho) let Ti, consist of closed tetrahedra K such that, 
cf. Section 2.4: 

1) hK 
= 

diam KS Ch for all KE Ti,,
2) nh = UKETh 

K c n,
3) Qh is convex,
4) all vertices of Oh belong to 80,
5) any face of any tetrahedron K E Ti, is a face of another tetrahedron from Ti,

or a part of the boundary anh. 

Assumption 3) is used in Chapters 6 and 7. Note, that it does not follow from 
the convexity of n. To see this we can easily construct a nonconvex polyhedron, 
which consists only of two tetrahedra and is inscribed to a ball. 
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The set Tii will be called a partition of Tih into tetrahedra. Consider families 
{Oh}, h E (0, ho), of polyhedral approximations of n and {Tii}, h E (0, ho), of 
partitions of nh into tetrahedra (with ho > 0 sufficiently small). Let the family 
{Tii}, h E (0, ho), be strongly regular, i.e., there exists C > 0 such that (cf. (2.7.2)) 

Ch3 :S meas K 

for all K E fh and all h E (0, ho)- It is clear, that at most three vertices of any 
K E Tii belong to an provided h is sufficiently small. 

For any h E (0, ho) we set 

xh = { Vh E C(Tih) I vhlK E Pi(K) \:/KE Tii},

vh = {vh E xh I vhlanh = O}, 

ah (y;w,v) = (A(y) gradw,gradv)o,nh
, y,w,v E WJ(nh ), 

-
1 Fh (v) = (f,v)o,nh

, v E W2 (Oh), 

where Pi(K) is the space of linear polynomials over the tetrahedron K. 

(4.2.12) 

In view of the Sobolev Imbedding Theorem we have u E C(TI) and, thus, it 
makes sense to define the Lagrange interpolant 1rhu E Xh . Recall that 1rhu(P) =
u(P) for every vertex P of KE fh. We set 

( 4.2.13) 

Lemma 4.2.2. The Lagrange interpolant uh has the following properties: 

lim llu - uhll1 nh = 0, 
h➔O 

lluh ll1,nh :SC \:/h E (0, ho)-

(4.2.14) 

(4.2.15) 

Proof. Recall that Tih C TI for all h E (0, ho) with sufficiently small ho > 0 due to 
the condition 2). 

From [Ciarlet, Theorem 3.1.6] it follows that there exists a constant C > 0 
independent of h such that 

From (4.2.16) and the inclusion Tih C TI we immediately get 

ll1rhvlli,P,nh :S ll1rhv -vll1,p,nh + llvlli,P,nh :S 
:S C'llvlli,P,nh :S C'llvll1,p,n \:/v E W,;(n) \:/h E (0, ho),

where C' = C + 1. 

(4.2.16) 

(4.2.17) 



Again from [Ciarlet, Theorem 3.1.6] we have 

llv - 1Thvll1,p,nh :S C"hllvll2,p,nh Vv E W;(D), 
where C" is a constant independent of h and v. 
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(4.2.18) 

Let c be an arbitrary small positive number. According to [Necas, 1967, Chap
ter 2], the space C00 (TI) is dense in WJ(D) and one can choose v E C00 (D) such 
that 

€ 

llu - vll1,p,nh :S llu - vll1,p,n :S 3C', (4.2.19)

where C' is a constant from inequality ( 4.2.17). Further, from ( 4.2.17) and ( 4.2.19) 
we have 

(4.2.20) 

According to (4.2.18) and the imbedding C00 (TI) c W;(D), there exists a constant 
he E (0, ho) such that 

€ 

llv - 1Thvlli,P,nh :S 3 Vh E (0, he). 

Further, (4.2.19), (4.2.20) and (4.2.21) imply that 

llu - uh ll1,p,nh = llu - 1rhull1,p,nh 

(4.2.21) 

:S llu - vll1,P,nh + llv - 1rhvll1,p ,nh + ll1rhv - 1rhulli,P,nh 

€ € € 

:S 3G' + 3 + 3 < c.

The last inequality is valid due to the fact that C' = C + 1 > l. Hence, we have 

I� llu -"ihll1,P,nh = 0. (4.2.22) 

Using the Holder inequality 1.4.3 and the inclusion nh c n, we get the following 
inequalities (under our assumptions that p > 3 and fixed) 

ll'lf'llo,nh 

= ( lh 17Pl2 dx) 
112 

( ) 
� 

( )
1/p 

:S lh l� dx 2
p • lh l'lf'

IP dx 

� 
:S (meas Dh) 

2
v ll'lf'llo,p,nh 

� :S (meas D) 2v ll'lf' llo,p,nh 

:S C"'ll'lf'llo,p,nh 1N E Lp(Dh), 

(4.2.23) 

where the constant C"' does not depend on h, 'If' and p. Applying ( 4.2.23) to uh -u
and oi(uh -u), i = 1, 2, 3, and using (4.2.22), we get (4.2.14). 

Further, 
lluhll1,nh :S lluh - ull1,nh + llulli,nh :S lluh - ull1,nh + llull1,n :SC, 

where C is some constant independent of h. Note, that for derivation of ( 4.2.15) 
we used (4.2.14) with sufficiently small ho. □ 



5.1. Auxiliary results 

Chapter 5 

Approximate solution 

We will employ the following numerical integration formula over an element K E Ti, 

where the weights cK,k E R1 are such that 

Mx 
CK,k > 0 and L CK,k = 1, 

k=l 

and the nodes XK,k EK fork= 1, ... , MK. 
For any vh E Xh and any KE Ti, we set 

(5.1.1) 

(5.1.2) 

Definition 5.1.1. A function uh E Xh is said to be an approximate solution of
the problem (4.2.1)-(4.2.2) if 

where 

Uh - Uh E Vh,

ah(uh; uh, vh) = Fh(vh) 't/vh E vh, 

Mx 

(5.1.3) 
(5.1.4) 

ah(Yhi wh, vh) = L meas KL CK,k(A(xK,k, YK(XK,k)) grad WK f grad VK 
KE'Th k=l 

Mx 
Fh(vh) = L measKLcK,kf(xK,k)vK(XK,k), vh E Xh· 

KE'Th k=l 
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(5.1.5) 

(5.1.6) 
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Lemma 5.1.2. The seminorm I · I1,nh 
(in Wf (Oh)) is a norm on Vh uniformly 

equivalent to the norm II · lli,nh , i. e., there exists a constant C (0 < C :S 1) 
independent of h and v such that 

(5.1.7) 

Proof. Consider the space V = W½(O). It is well-known that I· I1,n and II· II 1 ,n are
equivalent on V (see, e.g., (Mikhailov, 1978, p. 149]), i.e., there exists a constant 
C > 0 independent of v such that 

Cllvlli,n :S lvl1,n :S llvll1,n Vv E V. (5.1.8) 

For sufficiently small ho we have Oh C n for all h E (0, h0). Any function 
v E Vh may be extended by zero on n \ Oh and, if we define a function v' as 

I 
{ V for X E nh, 

V 
= 0 for X E O \ Oh ,

then v' E V. 
We will prove that the constant C from (5.1.8) can be used for (5.1.7) as well. 

Indeed, for any v E Vh the corresponding function v' E V and, moreover, 

lvl1,nh = lv'l1 ,n, 

llvll 1 ,nh = llv'll1,n-

Using (5.1.8) for the function v', we have 

which implies, in view of (5.1.9), that 

with C independent of v and h. 

(5.1.9) 

□

Remark 5.1.3. The following inverse inequality holds, see [Ciarlet, Theorem 3.2.6], 

(5.1.10) 

for any strongly regular family of partitions and q E [l, oo], where the constant C
depends on q only. 
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5.2. Properties of the forms ah , Fh 

Lemma 5.2.1. There exists a positive constant C1 independent of h E (0, ho) 
such that 

(5.2.1) 

Proof. Recall that VK = vh lK, where vh E Xh . Hence, for fixed vh E Xh, VK is 
a linear function and gradvK is a constant vector for any KET,.. From (5.1.5), 
(4.2.5), (5.1.2) and (5.1.7) we have (Co is a constant from (4.2.5)) 

MK 

ah(Yh i vh, vh) = L measK L CK,k(A(xK,k, YK(xK,k)) grad vKf grad VK 
KETh k=l 

MK 

2 Co L measKLcK,kll gradvKll2 

KETh k=l 

= Co L measKll gradvKll2 

KETh 
= Co lvh li,nh 2 C1 llvh II i,nh

,

where C1 is independent of h. D 

Lemma 5.2.2. There exists a positive constant C2 independent of h E (0, h0) 
such that 

(5.2.2) 

Proof. First, we prove in details, an elementary auxiliary result. Let x, y be 
vectors from R3, A= (aij)r,j=l be a matrix with laijl SC, i,j E {l, 2, 3}, where
C is some positive constant. Then we have the following useful estimate: 

I (Ax)' YI = I t, t, x,a;;Y; I 
3 3 3 3 

S LL laijl lxil IYil S CLL lxil IYil
i=l j=l i=l j=l 

= c( t, lx,1) ( t, lv;I)

Co 3c( t, lx,12) 
212 

( t, IY;l2) 
212

The last inequality is due to the well-known "norm inequality". 
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Now, from the above auxiliary result, (5.1.5), (5.1.2), (5.1.7) and the discrete 
Holder inequality we have 

lah(Yh;wh,vh)I = I L measKI:cK,k(A(xK,k,YK(XK,k)) gradwKf gradvKI
KETh k=l 

Mx 

:S L measKLcK,kl(A(xK,k,YK(XK,k) gradwxf gradvKI 
KETh k=l 

Mx 

:S C2 L measKLcK,kll gradwKIIII gradvxll 
KETh k=l

= C2 L [JmeasKII grad WKII] [JmeasKII grad VKII]
KETh 

= C2lwhl1,nh lvhl1,nh :S C2llwhll 1 ,nh llvhll1,nh
, 

where C2 is some positive constant independent of h. 

□ 

Lemma 5.2.3. Let f E W�(n) and let (5.1.2) hold. Then there exists some 
positive constant C3 such that 

Proof. First we prove that 

(5.2.4) 

where C is some positive constant independent of h. Indeed, in view of [Ciarlet, 
Theorem 4.1.5] we have the following estimate 

lh(vh) - Fh(vh)I :S L 11 fvK dx - measK I: CK,kf(xK,k)vK(xx,k)I
KETh K k=l 

:S L ChK(measK)112-l/qllflli,q,Kllvxll1,2,K
KETh 

for q E (3, oo], where hK = diamK. 
Taking q = oo (note that in the above inequality the constant C may depend 

on q, but if q is fixed then C is fixed) and using the obvious inequality 

llfll 1 ,oo,K :S llflli,oo,nh , (5.2.5) 
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we have by the Cauchy-Schwarz inequality that

IFh(vh) - Fh(vh)I :S Cllfll 1,oo,nh L hK(measK)112 llvKlh,2,K
KETh 

( )

1/2 

( )

1/2 

:S Cllfll 1,oo,nh L hJ< measK L llvKlli,2,K 
KE� KE� 

:S Chllfll1,oo,nh llvhll 1,nh •

Moreover, llfll 1,oo,nh :S llflli,oo,n and, thus, we have

(5.2.6)

Since

then
(5.2.7)

with a positive constant C' independent of vh and h. Hence, from (5.2.6) and
(5.2.7) we prove (5.2.3) in the following manner

IFh(vh)I :S IFh(vh) - Fh(vh)I + IFh(vh)I

:S Chllflli,oo,nllvhll 1,nh + C'llvhll1,nh 

□

5.3. Existence of the approximate solution 

Theorem 5.3.1. Let the assumptions of Lemma 5.2.3 and assumptions (4.2.3} on 
aij be satisfied. Then, for any h E (0, ho) there exists an approximate solution uh E
Xh from Definition 5.1.1. Moreover, there exists a constant C > 0 independent of 
h such that 

(5.3.1)

Proof. To prove the theorem we use the scheme of proof as described in [Krizek,
Neittaanmaki, 1996, Theorem 9.16] with some modifications. 

In view of (5.1.3), we can write the solution uh in the following form

(5.3.2)
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Consider a mapping S defined as follows: if z E Vh then S z E Vh is the unique 
solution of the problem 

(5.3.3) 

We show now that S is well-defined. In view of linearity of ah ( • ; • , •) with respect 
to the second argument identity (5.3.3) can be rewritten in the following form 

(5.3.4) 

For z E Vh fixed, Gh is obviously a linear functional on Vh. 
Let us show that it is also continuous. By (5.2.2), (5.2.3) and (4.2.15) we have 

i.e.,

IGh(v)I = !Fh(v)- ah(uh + z;uh,v)I 
'.',:'.: !Fh(v)I + iah(uh + z;uh, v)I 

'.',:'.: C2llvlli.�h + C3lluhll1,nh llvlli,nh 
'.'_:'.: C4llvll1,nh, 

(5.3.5) 

where C4 does not depend on h.

The Lax-Milgram Lemma 1.5.2, (5.2.1) and (5.2.2) imply that the mapping S
is uniquely determined. 

Setting v = Sz in (5.3.4) and using (5.2.1) and (5.3.5), we may write that 

(5.3.6) 

where the constants C1 and C4 are from (5.2.1) and (5.3.5), respectively. Conse
quently, the mapping S is bounded, 

(5.3.7) 

Note, that the constant C4/C1 does not depend on h.

We show now that the mapping Sis Lipschitz continuous in Vh, i.e., there exists 
a constant eh > 0 such that 

(5.3.8) 

Let y and z be arbitrary elements of Vh - Consider the matrix A= (aij )f,j=l =
A(xK,k, (uh+ z)(xK,k)) - A(xK,k, (uh+ y)(xK,k)). Its elements can be evaluated 
in view of (4.2.4) as follows 
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Let v = Sy-Sz. Since v E Vh , we have by the above inequality, (5.2.1), (5.3.3), 
(5.1.2), the triangle inequality (1.1.8), (5.3.7), the discrete Holder inequality and 
( 4.2.15) the following estimates: 

C1llvlli,nh ::; ah(ih + y; v, v) 
= ah (uh + y; Uh + Sy ) V) - ah (uh + y; Uh + s z, V) 
= Fh(v) -ah(uh + y; uh+ Sz, v) 
= ah(uh + z; uh+ Sz, v) - ah(uh + y; uh+ Sz, v) 

MK 

= L measK L CK,k[(A(xK,k, (uh+ z)(xK,k)) 
KETh k=l 

-A(xK,k, (uh+ y)(xK,k))) grad(uh + Sz)K] grad VK
MK 

::; CL L measK L cK,kllz - Yllo,oo,nh II grad(uh + Sz)KIIII grad VKII 

::; CLllz -Yllo,oo,nh L measKII grad(uh + Sz)KIIII grad vKII 
KETh 

::; C£ilz - Yllo,oo,nh (luhl1,nh + I Szl1,nh ) lvl1,nh 

::; CLllz -yllo,oo,nh (C + C4/C1)llvll1,nh 

::; C5llz -Yllo,oo,nh llvll1,nh -

Hence, from the equivalence of all norms in the finite-dimensional space Vh , we 
find that 

Therefore, (5.3.8) is proved. 
Using (5.3.7), (5.3.8) and the Brouwer fixed-point theorem 1.4.11, we get the 

existence of a fixed point z � Sz. Setting uh= uh+ z, we obtain the approximate 
solution. 

The estimation (5.3.1) is a consequence of the boundedness of S (see (5.3.7)) 
and (4.2.15). □ 

5 .4. The error of numerical integration 

Remark 5.4.1. Proving Lemma 5.2.3 we established (cf. (5.2.4)) 

(5.2.6) 
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Lemma 5.4.2. Let (5.1.2) hold and let the assumptions (4.2.3) on aij be satisfied. 
Then there exists some positive constant C independent of h such that 

liih(Yh; wh, vh) - ah(Yh; wh, vh)I :S 

:S Chlwhl1,nh lvhh,nh + Ch1
-i IYhl1,nh lwhl1,o,nh lvhl1,,0,nh 'v'yh, wh, vh E Xh, 

(5.4.1) 
where either 

a= p, (3 = 2 or a= 2, (3 = p (p > 3),

and ah(·;· ,·) and ah(·;·,·) are defined by (4.2.12} and (5.1.5), respectively. 

Proof. The proof is based on the inverse inequality 5.1.10, and can be easily done 
as in [Krizek, Neittaanmaki, 1996, Lemma 9.17] with n replaced by Oh . □



Chapter 6 

Slice and hat elements 

IT= ITh u cih. 

We will decompose the set wh into special elements of two kinds. Let K1 , ... , Kr 

be those tetrahedra from T,,. which have three vertices on 80. Let 

i.e.,
I 

80h = LJ Fi. 
i=l 

Figure 6.1.l. 

Let F1, ... , Fr, I::; I, be only those faces such that Fi (/_ 80, i = 1, ... , I. If O is 
strictly convex then I = I. However, if 80 contains a part of a plane then we can 
get I< I. 

Let Kf be a tetrahedron symmetric to Ki with respect to the plane containing 
the face Fi, i.e., Fi = Kin Kf. (Note that Kf (f. T,,..) Define 

l. -Hi = Ki n O for i = 1, ... , I. 

Such a set will be called a hat element because it looks like a hat on the element 
Ki (see Figures 6.1.1 and 6.1.2). Since Oh is convex, the interiors of all hat elements 
are mutually disjoint. 

64 
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Figure 6.1.2. 

Let S1, ... , BJ be the closures of components of the set wh \ LJ{=1 Hi. Any such 
set Sj , j = 1, ... , J, will be called a slice element because it looks like an orange 
slice (see Figures 6.1.l and 6.1.3). 

Thus, we can decompose ,ih into hat and slice elements, i.e., 

I J 

wh = (LJ Hi) U (LJ Sj)-
i=l j=l 

Figure 6.1.3. 

Remark 6.1.1. We introduce a simple example, which shows that the slice element 
need not occur between two neighbouring Kf and K f even if n is a strictly 
convex domain. Let n be the unit ball and let c be a small circle on its surface 
an. Figure 6.1.4 shows a position of four elements K1, K2, K3, K4, each of which 
has three vertices on c and the fourth vertex is common for all these elements. 
For simplicity we marked only faces F1, ... , F4 in the figure. It is easy to see that 
the hat element H1 is surrounded by three hat elements H2 , H3, H4 in a such way, 
that there are no slice elements between H1 and Hi, i = 2, 3, 4. 

Remark 6.1.2. The reason, why we define two kinds of elements to decompose wh , 
is that it helps us to extend continuous piecewise linear functions from nh to the 
whole domain n so that the extended functions remain continuous and piecewise 
linear. If we would consider only one kind of elements ( say, "hat" elements) then 
we could not get the continuity of extended functions between adjacent "hat" 
elements, since any linear function in R 3 is uniquely determined by values only
at four points which do not belong to one plane. Three of these values are given 
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Figure 6.1.4. 

at vertices of Fi, i E {1, ... , J}. The fourth value in each "hat" element cannot 
guarantee the required continuity over the whole domain n. 

Lemma 6.1.3. There exists a positive constant C independent of h such that 

(6.1.1) 

Proof. We will present only a short sketch of the proof. There exists a finite 
number of overlapping parts of an such that each part is a graph of a C2-function 
in some coordinate system. In the same system, a part of anh represents a graph 
of a continuous and piecewise linear function which interpolates the part of an. 
Using interpolation properties of linear elements in the C-norm, we come to 

(6.1.2) 

which proves the lemma. □ 

Remark 6.1.4. An arbitrarily short part of an edge of a convex domain need not 
lie in one plane, see, e.g., the intersection of two cylinders in Figure 6.1.5. Thus, it 
is not possible to decompose a neighbourhood of such an edge into elements (hat 
elements, slice elements, tetrahedral elements, ... ) which have at most one face 
curved. It is obvious that any edge of one face curved elements belong to some 
plane. This is the reason why we do not consider TI with edges. 

Remark 6.1. 5. There are problems also with isolated vertices. Consider, for ex
ample, a domain, which looks like a drop (see Figure 6.1.6). Its boundary is, of 



' 

' 

CJ,,,: 

Figure 6.1.5. 

Figure 6.1.6. 
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course, non-differentiable in one point (vertex) only. It is easy to show that the 
second derivatives are unbounded near this point. Hence, we would not be able to 
prove Lemma 6.1.3 for a drop domain by the presented technique. 

To see that the second derivatives are unbounded, we present the following 
simple example. 

Example 6.1.6. Consider a "tangentional cone" to a given drop-domain (see Fig
ure 6.1.7). 

Choose the Cartesian coordinates (x1, x2, x3) so that 

is the equation of the tangentional cone (see Figure 6.1.7), where 'Y > 0 is a given 
constant. 
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Figure 6.1.7. 

Let x3 = -€, where c is some small number, then 

xf + x� = ,y2c:2 . 

If X2 2: 0 then 

Obviously, 

and 

Then 

x2 = f(x1) = ('y2c2 - xi)112 . 

/ (xi) 
= -x1('y2c2 - xf)-1/2

/' (x1) 
= -(-.,,2c:2 - xf)- 1/2 - Xi(-.,,2e2 - xi)-3/2 . 

/' (0) = -1/yc: ➔ oo as c ➔ 0. 



Chapter 7 

Extension of the finite element 

approximations to the whole domain 

Using the terminology of [Feistauer, Zenisek, 1987), we first define an analogue 
of "associated function" under our assumption on the given three-dimensional 
convex domain 0: if vh E Vh then we extend it by zero in n \ nh and the resulting 
function ( defined in 0) is denoted as vh and called the associated function with vh. 
A situation with an analogue of "natural extension" (see also [Feistauer, Zenisek, 
1987] for terminology) is much more complicated in the three-dimensional case. 
As we shall see later we have to extend functions from Xh to hat and slice elements 
being parts of wh. 

Note that we must also provide a continuity of extended functions. This is 
done "automatically" in two-dimensional case, but in the three-dimensional case 
we meet several obstacles to guarantee the continuity over IT. 

7.1. Natural extension 

The natural extension vii, of vh E Xh will be a piecewise linear function which is 
continuous on IT such that vii,ln

h = vh. If vh E Xh then vii, on each hat element 
Hi is defined by vhlK; using the symmetry with regard to the face Fi, i = 1, ... , I, 
i.e., for any x.l E Hi we set vii,(x.l) = vh(x), where x is the mirror image of x.l 

with respect to Fi.
Before we define vii, on slice elements, we mention the following property of 

partitions of ITh, which is provided by the property of the strong regularity, see 
Definition 2.7.4. There exists a constant 0o > 0 such that 

0 < 0o::; 0, (7.1.1) 

where 0 is the angle between any two faces of any element Ki , i = 1, ... , J. 
Consider two "neighbouring" elements Ki

1 
and Ki

2
, i1, i2 ::; I. For simplicity 

we write 1 and 2 instead of i1 and i2 in what follows. There may occur two different 
situations. 

Case (i). Let K1 and K2 have a common face which we denote by Fi2- Consider 
the profile being the result of the following procedure. Let Zi2 = Fi n F2 (it is a 
straight line segment with the end points on 80). We cut the elements K1 and 
K2 (and H1 , H2) by the plane orthogonal to h2 and passing through the middle 
point of [i2 . A sketch of such a profile is presented in Figure 7.1.1. 

Let cp be the angle formed by those faces of K t, K f which are images of Fi2 
(denoted by Ff2 , Fl2 ) after symmetrical reflections with respect to the faces F1 

and F2 . They have Zi2 as a common edge and ai, i = 1, 2, are the angles between 
Fi and F12, i = 1, 2. 
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Fl2 

Figure 7. 1. 1. 

We will show how to extend a function vh E Xh on slice elements. We suppose 
that the angle cp satisfies the condition 

0 < cp :S 7r - 200. (7.1.2) 

When h is small enough then (7.1.2) is, obviously, valid. Denote by S12 the slice 
element between H1 and H2, if it exists. 

Vertices of the triangles Fl2 
and Ff2 form a tetrahedron, which lies between 

Kr and Kj-. At those vertices, which are the end points of li2, the values of the 
extended function vii, are equal to the values of vh at these points. At other two 
vertices, the values of vii, are the same and equal to the value of vh at that vertex 
of the triangle F12, which does not belong to [i2 . Obviously, values at those four 
points define uniquely vii, on the slice element S12. 

Case (ii). Let K1 and K2 have only one common edge li2 - Suppose that there 
are M tetrahedra K1, ... , KM E Ti-,, M?: 1, between K1 and K2, which have li2 

as a common edge. We make the profile in a similar manner as in Figure 7.1.1, 
see Figure 7.1.2. Here, by /31, ... , /3M we denote the angles formed by the faces 
of K1, ... , KM having li2 as the common edge. By a1 (a2) we denote the angle 
between two faces of K1 (K2), which have li2 as a common edge. 

Let cp be the angle described in the same manner as for case (i). We cut cp into 
M angles cp1, ... , cp M such that 

M 
cp = L'Pj and = 

j=l 
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Figure 7.1.2. 

First, let M = 1, i.e., we have only one tetrahedron K1 between K1 and K2. 

Again suppose that cp = cp1 :S 1r - 200 and define vi, in the following manner. 
Values of vj', at those vertices, which are the end points of li2 are equal to values 
of vh at these points. 

Further, we denote by Ff and F} the faces common for K1
, K1 and K 1

, K2 , 

respectively. Let F{'l. and Fi'l. be the faces-images of Ff and Fd-, respectively, 
after "reflection procedure". 

Then, the values of v;;, at those vertices of F;,1. and Fi'l. which do not belong 
to Zi2 are equal to the values of vh at the corresponding vertices of F;,J. and Fi'l. 

(which do not belong to li2 as well). 
These four given values define, obviously, vj', on the slice element S12. 
The case M 2: 2 is only technically more complicated. 

7 .2. Basic estimates 

In this section we establish basic estimates for vj',. First, prove a simple auxiliary 
result. 

Lemma 7.2.1. Let ABCD be a tetrahedron. Then there exists such a vector 
f E R

3
, lllll = 1, that the projections of all points of the tetrahedron along the 

vector f into the plane containing the triangle ABC belong to this triangle. 

Proof. Take some point OE 6.ABC and consider the vector DO. Then we may 
- DO

choose l as ---. □ 
IIDOII 

Lemma 7.2.2. There exists a constant C such that 

I 

I: llvi',lli,H, :S Chllvhlli,nh 
Vvh E Xh. 

i=l 

(7.2.1) 
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Proof. Consider an element Ki , i = 1, ... , I, and the corresponding hat element 
Hi = Kf n TI. Let f = (li, l2, l3) be a vector such that all points of Kf (and of 
Hi) can be projected along it into Fi. 

Choose the local Cartesian coordinate system (y}, y;, yt) such that y}, y; are 
in Fi and yr, is along the outward normal to Fi . Recall that the extended function 
v;;, is linear in Hi . If y = (Y1, Y2, y3) E Hi and y0 

= (y�, yg, 0) is a projection of y 
into Fi along the vector f then 

As lly-y0 II :S Ch for y0,y E Kf, we get 

lvJ;,(y)l2 :S 2lvJ;,(y0)1 2 + 2C2h2 I o;p I
K.L 

1
2 

. 

Therefore, from (7.2.4) we come to 

llvJ;,II6,H; = r lv;';(y)l2 dy :S 2 r lv;';(y0)1 2 dy + 2C2h2 r I°v5I
2 

dy 
}H, }H; }H, al 

:S C2h2 llv;';ll6,F; + C3h2
II grad v,';II6,H; 

and thus we get 
llvi:II6,H, :S C4h2 (llvhll6,F; + llvhlli,KJ • 

In a similar manner we derive 

(7.2.2) 

(7.2.4) 

(7.2.5) 

(7.2.6) 

To proceed our proof we use a discrete analogue of the trace theorem (7.2.7), 
which is given in Theorem 7.2.3. Having (7.2.5), (7.2.6), taking sum over all Hi 

and using (7.2.7), we derive easily (7.2.1). □ 
Theorem 7.2.3. (The trace theorem in the spaces Wd-(Oh)). There exists a con
stant C such that 

(7.2.7) 

Proof. See the proof of Theorem 3.3.5 from [Feistauer, 1987], which is based on 
the proof of the standard trace theorem (see, e.g., [Necas, 1967]). □
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Lemma 7.2.4. There exists a constant C > 0 independent of h such that

J 

L llvhlli,sj '.S Ch2llvhlli,nh 'ivh E Xh.
j=l 

(7.2.8) 

Proof. For a given slice element Si let Hj1 
and Hj2 

be its adjacent hat elements, 
associated to Kii and Kh . Let us write 1 and 2 instead of j1 and j2 in what 
follows. 

Consider again two possible different cases: 
(i) K1 and K2 have a common face F12,
(ii) K1 and K2 have only a common edge li2-

Case (i). Consider the following local Cartesian coordinate system (x1, x2, X3).
The axis x1 lies along l12, the axis X3 is perpendicular to x1 and lies in the 
plane bisecting the angle cp and the axis x2 is such that the system (x1, x2, x3) is 
Cartesian. 

Let Ff
2 

and Ff2 be defined as in Section 7.1 and let T denote the tetrahedron 
formed by vertices of Ff

2 
and Ff2 (Sj C T). 

From interpolation properties in two-dimensional case, condition (7.1.2) and 
from C2-smoothness of an we observe the existence of such a positive constant C 
that 

Si c TnL, 

where L = {(x1,x2,x3)I O :S X3 :S Ch2 } is a layer of thickness O(h2 ). 
Obviously, for case (i) we have 

82vhlT = 0. 

Then (7.1.2), (7.2.9) and (7.2.10) imply 

llvhll6 s '.S Ch2llvhll� pi nL·
' J ' 12 

(7.2.9) 

(7.2.10) 

(7.2.11) 

There exists a unit vector f such that all points of Kf can be projected along f
into Fi. Let the point x = (x1, x2, x3) belong to Ff2 n L and x0 = (x�, xg, xg) be 
the projection of X into F1 along f Then we have 

Further, (cf. (7.2.3)), 

lvh(x) l2 :S 2{1vh(x0)12 
+ llx -x0112

1
8;f IK.1J}·

1 
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Since there is a linear affine one-to-one mapping between x and x0 , we get by the
substitution theorem and the above inequality that

(7.2.12)

From the symmetry with respect to F1 , (7.2.11) and (7.2.12) we get

(7.2.13)

Now we deal with grad v;'; over Si . For its first component we have

because v;'; is linear continuous on Sj , and h2 lies in the axis x1. The second
component is zero in view of (7.2.10). So let us examine the third component. 

Consider a unit vector iJ parallel to the segment F{2 n { x1 = 0}. Then

Condition (7.1.2) implies that cos( <p/2) ::::: cos(1r /2-00), i.e., 1/ cos( <p/2) ::::: 1/ sin Bo,
which leads to

l83v;';lsj 1
2 

::::: cj �v
; j

2 

::::: C1 II grad vhlK1 112
•

Hence, there exists a constant C such that

II grad v;';ll6,sj ::::: Ch2 JI grad vhll6,K1 :=::: Ch2 llvhlli,K1 • 

Further, (7.2.14) and (7.2.13) imply

llv;';lh,sj ::::: Ch2(llvhlli,K1 + llvhll5,FJ·

(7.2.14)

(7.2.15)

Case (ii). Let M = 1 for simplicity, let us form the same coordinate system
(x1, x2, x3) as for case (i). We will also use denotations introduced for case (i).

Property (7.2.10) is violated, but (7.2.9) is valid. Then analogously to (7.2.11),
using the Taylor formula, we get

(7.2.16)

The term llv;';JI� pi nL can be estimated as in case (i). And the only problem is to
' 12 

estimate the value 82v;'; lr· From geometrical considerations we have

0 * I 
_ sin(,Bi/2) avh 

I2Vh T - • ( /2) ,;i - , sm <p uµ Kl 



T 

<p 

I 
I 

I --

Iµ 

Figure 7.2.l. 
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where K1 E Ti,, is the tetrahedron between K1 and K2 and jJ, is a unit vector in 
R3 , which is perpendicular to the plane bisecting the angle (31 (see Figure 7.2.1). 

Obviously, 

and thus 

i.e.,

0o ::; f31 ::; cp < 1r - 200,

sin(f3i/2) 
< cos 0o

sin(cp/2) - sin(00/2)' 

(7.2.17) 

Doing an analogous analysis to that one of case (i), we easily get the estimation 
similar to (7.2.15). The case M > 2 can be treated in a similar way. Having 
(7.2.15), (7.2.17), taking sum over all Sj and using (7.2.7), we get (7.2.8). □ 

Theorem 7.2.5. There exists a constant C such that 

Proof. Obviously, (7.2.1) and (7.2.8) imply (7.2.18). 

Theorem 7.2.6. There exists a constant C such that 

llvh - vhll1,n::; Ch1I2ilvhi11,nh 'r:/vh E vh,

lvhli,q,wh ::; Ch11qlvhl1,q,nh 'r:/vh E xh 'r:/h E (0, ho) 'r:/q E [1, oo].

(7.2.18) 

□ 

(7.2.19) 

(7.2.20) 

Proof. Formula (7.2.19) is a direct consequence of Theorem 7.2.5 and the definition 
of 'Uh, 

Using (7.2.6) and (7.2.14), we see that (7.2.20) holds, since vh is piecewise linear. 
□
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Lemma 7.2.7. The following relations hold 

[[w - 7rhw[fi,nh ➔ 0 as h ➔ 0, (7.2.21) 

[[7rhw[l1,q,Dh + [(7rhw)*[1,q,D '.S C(w,q) 'vw E wg(n) 'vh E (0,ho) 'vq E (!,oo). 
(7.2.22) 

Proof. By the Sobolev imbedding theorem w E W,;(D) is continuous. Hence, from 
the standard interpolation theorem (see [Ciarlet, Theorem 3.1.6)) we have 

llw - 7rhw[[1,nh :S Ch[[w[[2,nh :S Ch[[w[[2,n ➔ 0 as h➔ 0, 
i.e., (7.2.21) is valid.

Further, by (7.2.20),

[(7rhw)*[1,q,wh :S C1h11q [7rhW[1,q,Dh ·
From here and [Ciarlet, Theorem 3.1.6), we see that 

[[7rhw[[1,q,nh + [(7rhw)*l1,q,n :S C2[[7rhw[[1,q,nh 

C2([[w - 7rhw[[1,q,Dh + l[w[[1,q,nh ) :S C3(h[[w[[1,q,nh + [[w[fi,q,n) :S C4ffw[[2,q,D· 

Lemma 7.2.8. The following relations hold 

l[vi;,lli,n + l[vh[[1,n :S C[[vh[[1,nh 'vvh E Vh 'vh E (0, ho), 

[[w[f 1,wh ➔ 0 as h ➔ 0 'vw E WI(D). 

□ 

(7.2.23) 

(7.2.24) 

Proof. Estimation (7.2.23) is a consequence of (7.2.20) and the definition of i)h · Es
timation (7.2.24) follows from (6.1.1) and the absolute continuity of the Lebesgue 
integral. □ 
Lemma 7.2.9. The following relations hold 

[[uh - u[[1,nh + [[u;;, - u[[1,n ➔ o ash➔ 0, 

l[uh[l1,nh + [[u;;,[[i,n :SC, 

[[uh[[1,q,nh + [ui;,[1,q,n :S C(q) 'vh E (0, ho) 'vq E [1,p]. 

(7.2.25) 

(7.2.26) 
(7.2.27) 

Proof. The first term in (7.2.25) tends to Oas h ➔ 0 in view of (4.2.14). Further, 
[[u);, - ulli,n = [[uh - u[li,nh + [[u;;, - u[[i,wh . The first term in the right-hand side 
of the above inequality tends to zero (see (4.2.14)). For the last term we have 

[[u;;, - u[l1,wh '.S [[ui;,[[1,wh + [[u[[1,wh · 
From (7.2.18) and the absolute continuity of the Lebesgue integral (cf. (7.2.24)) 
both terms in the right-hand side of the above inequality tends to zero. Thus, 
(7.2.25) is proved. Also, from (7.2.18) and (4.2.15) we get easily (7.2.26). The 
proof of (7.2.27) is similar to the proof of Lemma 3.1.3 from [Feistauer, Sobotikova, 
1990). □ 



Chapter 8 

Main convergence results 

In this final chapter of Part II we present the main convergence results: first, in 
Theorem 8.1.2 we prove the weak convergence, and, then, in Theorem 8.2.1, we 
prove the strong convergence of the approximate solutions to the exact (weak) 
one. 

Note that these theorems generalize Theorems 9.24 and 9.25 from (Krizek, Neit
taanmaki, 1996] to the three-dimensional space. 

8.1. Weak convergence 

For each h E (0, ho) we define a function u� E WJ(O) corresponding to the ap
proximate solution uh as follows: according to Definition 5.1.1 we express uh in 
the following form: 

with Zh E vh. Then 

where uh is the natural extension of uh and Zh is the associated function. 

Lemma 8.1.1. There exists a constant C such that 

(8.1.1) 

(8.1.2) 

Proof. The proof is trivial and similar to [Feistauer, Sobotikova, 1990, Lemma 3.1.6]. 

Let 00 be an open subset in 0. We put 

an0
(y;w,v) = (A(-,y) gradw,gradv)o,n0 , y,w,v E Wf(Oo). 

From the boundedness of A in O x R 1 we, obviously have

D 

(8.1.3) 

(8.1.4) 

Theorem 8.1.2. If uh = 'ih + zh, zh E Vh, is an approximate .solution from 
Definition 5.1.1 and u� is the function corresponding to uh by (8.1.1), then 

u�--' u (weakly) in Wf (0) as h---+ 0,

where u E WJ is the weak solution of the problem (4.2.1)-(4.2.2). 

Proof. From (8.1.2) we have llu�ll1,n � C for all h E (0, ho). Since the functions 
u� belong to WJ(O), then, as a consequence of the Eberlein-Schmulyan Theorem
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1.4.10, there exists an element u E Wd-(D) and a subsequence {uU C {uU such 
that u� -' u as h --+ 0. Hence, we must prove, in fact, that any weak cluster point 
of the family {uh}, h E (0,ho), is the weak solution of the problem (4.2.1)-(4.2.2). 

Let u be one of such cluster points. We denote the corresponding subsequence 
{ uU convergent to u as { uU for simplicity, i.e., 

uh-' u (weakly) in Wf (Q) as h--+ 0. 

We will show that u is the solution of (4.2.1)-(4.2.2). 

(8.1.5) 

Note that V = W� (Q) is weakly closed and the sequence zh = uh - ui, belongs 
to V. It means that the weak limit of {zh} also belongs to V. From (8.1.5) uh -' u 
as h ➔ 0 and from (7.2.25) we have ui, --+ u as h --+ 0, it implies ui, -' u as h --+ 0. 
Hence, u - u is a weak limit of zh as h --+ 0 and, therefore, belongs to V. 

To prove the condition a(u; u, v) = F(v) for all v E V, we first consider an 
arbitrary v E V n C00 (IT). Let Vh = 1fAV E Vh, Then, by (7.2.18), 

llv - v;';lli,n = llv - v;';lli,nh + llv - v;';lli,wh 

:S C(hllvlltn + llvlli,wh + llv;';lli,wJ 
:S C(hllvll� n + llvlli 00 nmeas wh + hllvh ll� n ). 

' ' ' ' h 

From here, (6.1.1), (7.2.21) and (7.2.22) we get 

llv - v;';l11,n ➔ 0 as h--+ 0, 

llvh ll1,q,nh :S C(v,q), q E (!,oo]. 
(8.1.6) 

From the fact that ui, = u'ii + z;';, the definition of uh and (7.2.19) we obtain 

Estimates (8.1.7) and (8.1.2) imply that 

llui, - uh lli,n --+ 0 as h --+ 0. 

Further, from (8.1.8) and (8.1.5) we easily find that 

ui, -' u in Wf (Q) as h --+ 0. 

(8.1. 7) 

(8.1.8) 

(8.1.9) 

Using (8.1.9) and the compact imbedding Wd-(D) '--+ L2 (Q), see the Kondrasov 
Theorem 1.4.7, we get the strong convergence 

(8.1.10) 



Obviously,
a(u; u, v) - F(v) = [a(u; u - uii,, v)] + [a(u; uii,, v) - a(uii,; uii,, v)]

+ [a(uii,; uii,, v - v;:)J + [awh (uii,; uii,, v;:)J
+ [ah(uh;uh,vh) - ah(uh;uh,vh)] + [Fh(vh) - Fh(vh)]
+[F(v;:)-F(v)]+ [- ih Jv;:dx]

=ii+ ... +Is.
The terms Ii, ... , Is can be estimated for h ➔ 0 in the following manner: 
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1. The mapping y E W}(n) f---+ a(u,y,v) E R1 is a continuous linear functional
(see (4.2.10)). Thus, uii, converges to u weakly in W}(n) and Ii ➔ 0 as
h➔0. 

2. By (4.2.11), (8.1.2) and (8.1.10),
II2I $ Cllu - u'ii,llo,nllu'ii,ll1,nllvll1,oo,n $ Cllu - uii,llo,nllvlli,oo,n -t 0.

3. In view of (4.2.10), (8.1.2) and (8.1.6),
1131 s Clluii.II 1 ,nllv - v;:II1,n s Cllv - v;:II1,n ➔ o.

4. It follows from (8.1.4), (7.2.18) and (8.1.6) that
IJ4I S Clluii,II1,wh llvii,II1,wh S Ch2 lluhll1,nh llvhll1,nh S Ci(v, 2)h2 ➔ 0.

5. By (5.4.1), (5.3.1) and (8.1.6),
II5I S Chlluhll1,nh llvhlli,nh + Ch1-31Plluhlli,nh llvhlli,P,nh -+ 0.

6. We have 1161 ➔ 0 in virtue of (5.2.6) and (8.1.6). 
7. The Cauchy-Schwarz-Buniakovskii inequality and (8.1.6) imply

lhl = IF(v)-F(v;:)I = IU, v-vii,)ol s llfllo,nllv-v;:llo,n s Cllv-v;:1I 1 ,n ➔ o.
8. By the Cauchy-Schwarz-Buniakovskii inequality, (7.2.18) and (8.1.6),

llsl S 1 IJv;:I dx S llfllo,nllv;:llo,wh S Chllvhll1,nh ➔ 0.
Wh 

As a result we see that u satisfies the identity
a(u;u,v)=F(v) \fvEVnC00(IT)

and, hence, by the density of V n C00 (IT) in V and the continuity of a(u; u, ·) and
F(·) we get a(u;v,v) = F(v) for all v E V. By [Hlavacek, Krizek, Maly], u isunique and, thus, the whole sequence u� converges weakly to u, i.e., the theorem
is proved. □
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8.2. Strong convergence 

Now we will establish the strong convergence. 
Theorem 8.2.1. We have uh➔ u {strongly) in WJ(D) ash-+ 0 and

lim llu - uhlli nh = 0.
h-tO 

Proof. We write again u = u + z, z E V and uh = uh+ zh, zh E Vh. Let us
consider a sequence {zm};:';'=1 CV n C00(S1) such that

Let us set 

Thus, z'f E Vh and from (7.2.21) and (7.2.22) we have

llzm - z;:"111,nh -+ 0 ash-+ 0, 

llzi:"111,q,nh + l(z;:")*11,q,n :S C(zm,q) Yh E (0,ho) Yq E (!,oo].

Let us define 
v;:" = Zh - z;:" (E Vh)-

By (5.2.1), (5.1.4) and the definition of a weak solution we obtain 

C1llv;;"lli,nh 
:S ah(uh;v;:",v;:")
= ah(uh; Uh+ Zh, v;:") - ah(uh; Uh+ z;:"' v;:")
=Fh(v;:")-ah(uh;uh+z;:",v;:")
= [Fh(v;:")-.F\(v;:")]+ [-1 J(v;:")*dx]

Wh 

(8.2.1) 

(8.2.2) 

+ [F((v;:")*) - F(v;:")] + [a(u; u, v;:") - ah(uh; uh+ z;:", v;:")]
= J1 + ... + J4.

Further, we can write 

J4 = a(u; u, v;:") -ah(uh; uh+ z;:", v;:")
= [a(u;u+z-uh -(z;:")*,v;:")]

+ [a( u; uh+ (z;:")*, v;:") - a( uh; uh+ (z;:")*, v;:")]
+ [a(uh;uh + (z;:")*,v;:") -a(uh;uh + (z;:")*, (v;:")*)]
+ [a(uh;uh + (z;:")*, (v;:")*) - a(uh;uh + (z;:")*, (v;:")*)]
+ [awh(uh;uh + (z;:")*, (v;:")*)]
+ [ah(uh;uh + z;:",v;:") -ah(uh;uh + z;:",v;:")]

= D1 + ... +D5.

(8.2.3) 

(8.2.4) 
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We will estimate the individual terms Ji, J2, h and D 1, ... , D 6. By (5.2.6), 

The Cauchy-Schwarz inequality and the estimate (7.2.18) imply that 

Further, using the continuity of the functional F and (7.2.19), we get 

In virtue of (4.2.10), the following inequalities 

llz - (zr)*ll 1 ,n s llz - zm
lli,n + llz

m - (zr)*ll 1 ,n,

llzm - (zr)*lli,n '.S C(llzm - zrll 1,nh + llz
m

ll1,wh + ll(zr)*ll1,wh ),

(7.2.18), (8.2.2) with q = 2 and (7.2.23), we have 

ID1I = la(u; u - u;. + Z - zm 
+ zm - zr + zr - (zr)*, vr)I

s C(llu - ui.11 1,n + llz - zm ll1,n + llz
m - zrll1,nh 

+ llzm ll1,wh + C(zm, 2)h1I2)llvrll1,nh '

Using (7.2.23), (7.2.26) and (8.2.2), we can show that 

ID2I s Cllu - u�llo,q,nlui. + (zr)*l 1,p,nllvrll 1,n 

'.S C1llu - u�llo,q,nC(zm,P)llvrll 1 ,nh 

with 1/p + 1/q = 1/2. 
Estimates (4.2.10), (7.2.26), (8.2.2) and (7.2.19) imply that 

ID3I s C(zm,2)Ch1I2 11vrll 1,nh '

The term D4 can be estimated in a similar way as D2: 

(8.2.5) 

(8.2.6) 

(8.2.7) 

(8.2.8) 

(8.2.9) 

(8.2.10) 

Now, using the compact imbedding WJ(D) c...+ Lq(D) for q E (1, 6), see Kondrasov 
Theorem 1.4.7, (7.2.19), (8.1.2), (7.2.26), (8.2.2) and (7.2.23), we find that 

(8.2.11) 

In order to estimate D5 , we use (8.1.4), (7.2.18), (7.2.26) and (8.2.2) with q = 2. 
Then 

(8.2.12) 
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Finally, by (5.4.1) with a= p, f3 = 2, (5.3.1), (7.2.26) and (8.2.2) 

ID61 :S C(hllih + zhll1,nh + h1 -3/Plluhll1,nh lluh + zhll1,p,nh )llvhll 1 ,nh 

1 3/ 
(8.2.13) 

:S C1(h + C(zm,p)h - P)llvhlli,nh •

Now taking into account (8.2.3)-(8.2.13), we obtain the estimate 

C1llvhll 1 ,nh :S C(h112 
+ llu - u�ll 1 ,n + llz - zm ll1,n + C(zm, 2)h1/2

+ llzm 
- zhll1,nh + llzmll1,wh 

+ C(zm,P)llu- u�llo,q,n + C(zm,p)h1/2 
+ C(zm,p)h1-2IP).

Let us consider m fixed and pass to the limit for h ➔ 0. Using (8.2.2), (7.2.24) 
with w = zm, (7.2.25), (8.1.5) and the compact imbedding W:£(0) c...+ Lq(O), see 
the Kondrasov Theorem 1.4.7, which imply that u� ➔ u in Lq(O), q E [1, 6), as 
h ➔ 0, we conclude that 

lim sup llvhll1,nh :::;: Cllz - zm ll 1 , m = 1, 2, ... ,
h--tO 

where C is independent of m. 
Further, 

llu - uhll1,nh = ll(u + z) - (uh+ zh)ll1,nh 

:=::: llu - uh II 1,nh + llz - zm 
II 1 ,nh + llzm - zh lli,nh + llzh - zh II 1,nh .

Taking into account that zh - zh = vh, and passing to the limit for h ➔ 0, we 
obtain by (7.2.25) and (8.2.2) that 

lim sup llu - uhlli,nh :::;: Cllz - zm ll 1 ,n, m = 1, 2, ....
h--tO 

Passing to the limit form➔ oo and using (8.2.1), we find that 

The strong convergence u� ➔ u in W}(O) is a consequence of (4.2.15), (7.2.19), 
(7.2.18), (7.2.24) and (8.1.1). □ 



PART III 

Equilibrium Finite Elements 
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On contents of Part III 

Part III consists of one chapter - Chapter 9. 
The main result can be formulated as it follows: the space of divergence-free 

functions with vanishing normal flux on the boundary is approximated by sub
spaces of finite elements that have the same property. The easiest way of generat
ing basis functions in these subspaces is considered. 

This chapter is based on the published work [Korotov, 1997a]. 



9.1. Introduction 

Chapter 9 

Equilibrium finite elements 
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The main result is a construction of finite element subspaces of the spaces of 
divergence-free functions. Such a problem is frequently met when we treat numer
ically some phenomena in continuum mechanics, electromagnetism, heat and fluid 
flow problems, etc. 

Namely, we shall describe an internal finite element approximation of the fol
lowing space which appears in variational formulations of a considerable number 
of problems, see, e.g., [Girault, Raviart], [Hlavacek, Krizek, 1984], [Krizek, Neit
taanmaki, 1990], [Nedelec], [Temam]: 

(9.1.1) 

We will deal only with the three-dimensional case: n c R 3 is a bounded domain 
with a Lipschitz continuous boundary, (·, ·)o is the inner product in [L2(n)]1, 
l = l, 2, 3, Hk(n) is the standard Sobolev space with the norm II· Ilk and f. w is
the standard inner product of vectors f and w in R 3. In this chapter we keep the 
symbol "-+" for all vectors. 

We will generalize the results which were obtained in [Krizek, Neittaanmaki, 
1986] for wider class of domains. 

9.2. Auxiliary results 

First we recall some known important facts. 
Introduce a space of vector-functions the divergence of which exists in the sense 

of distributions (see, for example, [Girault, Raviart]) 

H(div;n) = {qE [L2(n)]3 
I :lcp E L2(n): (q, v'z)0 + (cp,z)o = 0 Vz E HJ(n)} 

(9.2.1) 
and its subspace of divergence-free (so-called solenoidal) functions 

H(div0 ; n) = {qE [L2(n)]3 

I (q, v'z)o = 0 Vz E HJ(n)}. (9.2.2) 

Note that for both spaces the test-functions z vanish on the boundary an, so there 
are no conditions upon the normal flux ii· q on an, where ii is the outward normal 
to n. 

Let w = (w1,w2,w3) E [H1(n)]3 and z E Cgo(n) be arbitrary functions. Then 
(curl w, v'z)o = (w, curl v'z)0 = 0 due to the Green formula (1.4.18), where 

(9.2.3) 
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Hence, the density C3°(0) in HJ(O) implies 

(9.2.4) 

Ree.all (see (Girault, Raviart, p. 16)) that the functional if-+ ii· if Ian defined on 
[ C00 (TT) ]3 can be extended by continuity to a linear continuous mapping from the
space H(div; 0) into s- 112(80), where the latter is the dual space to the space of
traces H112 ( 80) of functions from H1 (0). In this case, the Green formula takes
the form 

(if, v7 z)o + ( div q, z)o = (ii· if, z)an le/if E H(div; D)Vz E H1(D), (9.2.5) 

where (·, ·)an denotes the duality pairing between s- 112(8D) and H1I2(8D).
Now we will formulate and prove Theorem 9.2.1. 

Theorem 9.2.1. Let f = (li, l2, l3) be a constant vector in R
3 and D c R

3 a
bounded domain with a Lipschitz continuous boundary. Then 

Ho(div0; D) = curl W, (9.2.6) 

where 

w = { w = (w1, W2, W3) E (H1(D)]3 I ii-curl w = 0 on 8D, f.w = 0 in O}. (9.2.7) 

Proof. Let w E W be given. Then 

(curl w, v7z)0 = (- div curl w, z)o +(ii· curl w, z)an = 0 Vz E H1(D) 

(see formulae (9.2.4), (9.2.5)). Hence, it follows from curl w E H0(div0; 0) that 

Ho(div0; D) ::> curl W. 

Conversely, let if= (q1,q2,q3) E Ho(div0;0), i.e., 

divif = 0 in D, 

(if· ii, l)an = 0. 

(9.2.8) 

We can extend q (according to (Girault, Raviart, pp. 27-28)) to the whole space so 
that the extended function q E (L2(R3 )] 3 would be still divergence-free and have 
a compact support. Let qj be the Fourier transform of qj, j = 1, 2, 3, 

(9.2.9) 
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Here i is the imaginary unit, i.e., i2 
= -1. In what follows we will write Ri for 

the three-dimensional space with coordinates (6, 6, 6). The condition div q = O 
implies that 

(9.2.10) 
i=l 

We seek a function$ in [L2(RVJ3 such that curl<p' = q, i.e.,

{ 
�1 = 2�1r(6�3 - 6�2),

q2 = 211r(6<p1 - 6<p3), 
(]3 = 2i1r(6c,o2 - 6c,o1)-

(9.2.11) 

Obviously, the third equation of (9.2.11) is a consequence of the first two and 
equation (9.2.10), hence, in fact, we have only two equations to define three un
known functions C,01, C,02, cp3. 

Further, we add the following third condition which is suitable for our purposes: 
3 

I:ti<pi = 0 
i=l 

which, after the Fourier transform, takes the form 
3 

LliC,Oi = 0, 
i=l 

(9.2.12) 

(9.2.13) 

due to the fact that lis a constant vector. Equation (9.2.13) is the third relation 
connecting the functions c,o1, C,02, rh. 

Hence, taking the first two equations from system (9.2.11) and equation (9.2.13) 
we obtain the system 

1 (: ' 

(: 

' 

q

1 <,,2<p3 - <,,3<p2 = -2 .'
7rl 

(: 

' (: ' 

q

2 
<,,3<p1 - q<p3 = -2 .'

7rl 

lic,o1 + l2c,o2 + l3<p3 = 0. 
In the matrix form it may be rewritten as follows: 

The solution is 

(9.2.14) 

(9.2.15) 

(9.2.16) 
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The function defined by (9.2.16) represents the unique solution of system (9.2.14), 
because the determinant of the matrix in (9.2.15) is not equal to zero. 

Now, we have the following facts: 
1) (jj are holomorphic in R�, since the supports of ijj are compact (see [Girault,

Raviart, p. 27]).
2) The Fourier transform is a linear continuous operator from L2 (R 3) to L2 (R�),

hence (jj E L2(RV,j = 1, 2, 3.

We recall the following theorem: 

Theorem 9.2.2. Let k and d be any integers. Then 

(see, for example, {Vladimirov]), where the sign "' " means the Fourier transform 
and a is a multi-index. 

According to Theorem 9.2.2, in order to get 'Pj E H1(D), j = 1, 2, 3, we shall 
prove the following theorem. 

Theorem 9.2.3. The statements 

(a) ej 'Pi(e) E L2(RV, i,j = 1, 2, 3,

{b) 'Pi(O E L2(RV, i = 1, 2, 3
are valid, where 'Pi(e) and R� are described above. 

Proof. Condition (a) can be proved immediately from formula (9.2.10). We also 
have 

where C > 0 is a constant. Hence, we must check only the boundedness of 'Pi in 
the neighbourhood of zero. 

Condition (9.2.10) implies 
(9.2.17) 

From 1) we have 

in a neighbourhood of 0. Here llell means the usual Euclidean norm of the vector 
( = (6, 6, 6). Hence, J is bounded as e ➔ 0. □ 

By restricting the inverse transform cp of J to D, we get a function cp E [H1(D)]3 
such that 

curlcp = if 
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and, moreover, the important identity f. <j5 = 0 is valid. Note that in [Girault, 
Raviart] and [Krizek, Neittaanmaki, 1986] the vector f is, in fact, equal to (0, O, 1). 

□ 

9.3. Equilibrium finite elements 

Let Wh be an arbitrary finite element space of W whose functions are contin
uous and piecewise polynomial on some partition of IT. We define the space of 
equilibrium finite elements as 

Due to Theorem 9.2.1, Qh is a subspace of H0(div0 ; n). Recall (see [Krizek, Neit
taanmaki, 1986], Corollary of Theorem 1) that, if {Wh} is a system offinite element 
subspaces of W such that the union U

h 
Wh is dense in W with respect to the II· 111 

norm, then uh 
Qh is dense in Ho(div0 ; n) in the II · llo norm. 

Definition 9.3.1. A domain n C R3 is said to belong to the class I:,* if it can be 
transformed by a rotation in R3 to the domain n' from the class t:, (see (Krizek, 
Neittaanmaki, 1986}), i.e., 

(i) n' is a bounded domain with a Lipschitz boundary,
(ii) there exists a simply connected domain w C R 2 and a positive function

F: w -+ R 1 (in general discontinuous) such that

n' = {(x1,x2,x3) E R3 I (x1,x2) E w, 0 < x3 < F(x1,x2)}. 

Remark 9.3.2. Denote by 800 the base of the domain n, i.e., w is the image of 
800 under the above rotation. Then there exists a constant vector f E R3 which 
is perpendicular to the base of such a domain (see Figure 9.3.1). 

Figure 9.3.1. 
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Further we shall require the following property of finite element subspaces (0 E 
£,* with the vector [) to be valid: 

where 

and the points 

are connected by the following relation: 

Xi - x? = a - li, i = 1, 2, 3 (a is a constant), 

(9.3.1) 

(9.3.2) 

(9.3.3) 

i.e., the point x0 is the projection of the point x onto the base of the domain along
the vector f.

For simplicity we choose the vector f to be of the unit length, i.e., 

IITTI = (l� + l� + l�) 112 = l. (9.3.4) 

Note that the operator curl : Wh ➔ Qh = curl Wh is not bijective in general, so 
we need to define Vh c Wh such that curl: Vh ➔ Qh is bijective. 

The next theorem generalizes Theorem 2 from [Krizek, Neittaanmaki, 1986]. 

Theorem 9.3.3. Let O E t:,* and let the vector f correspond to this domain (see 
Remark 9.3.2). Let Wh C W satisfy (9.3.2) and Qh = curl Wh . Then for the 
space vh C wh such that 

vh = { iJ E wh I iJ = 0 on 800} 

the mapping 

is bijective. 

Proof. Injectivity. If curl iJ = 0 for some iJ E Wh then there exists s E H1 (0) (note 
that n is simply connected) such that 

iJ = grads. 

Moreover, s E H2 (0) C C(D). Hence, s is continuous in n and, of course, s is 
a piecewise polynomial function. Due to these facts the following formula makes 
sense: 
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where the point (x1, x�, xg) E 800 is the projection of the point (x1, x2, x3) to the 
base of n along the vector f. It is obvious that 

8s - -
--::. = l • 'v s = l • v = 0,
az 

which implies that s(x) = s(x0). 
Since v = 0 on 800, we get that s is constant on 800 and, then, in the whole 

domain n. This means that v = 0 in IT. 
Surjectivity. Let if E Qh be an arbitrary vector function. According to Theo
rem 9.2.1, there exists a continuous piecewise polynomial function w = (w1, w2, w3) 

such that w E Wh, f. w = 0 and 

if= curlw. 
- - - - -

Let V = w - w, where w = (w1, W2, W3) is defined by (9.3.2) and (9.3.3). Then 
v= 0 on 800 and vE Vh C Wh. 

Now we check whether the relation 

if= curlv 

holds. 
In fact, we must show that 

-

curlw = O inn. 

Let us introduce the following convenient notation: 

-

aw3 _ aw2 
= 

6-i,
8x2 8x3 
aw1 _ aw3 

= 

6-2,
8x3 8x1 
aw2 _ aw1 = 6-3.
8x1 8x2 

(9.3.5) 

Since w is, in fact, the trace of won 800 along the vector fwe have the following 
obvious conditions: 

-

3 0 

Lli �
Wj = 0, j = 1,2,3 inn. 

i=l uXi 

As f. w = 0, we also have 
3 

LliWi = 0 inn. 
i=l 

(9.3.6) 

(9.3.7) 



92 

And, of course, the following condition will be taken into account: 

ii· curl �lano = 
0. 

For simplicity, we suppose that l3 -=J. 0. Then (9.3. 7) yields 

Hence, 

and consequently, 
l3Li1 = lifi3. 

(9.3.8) 

It is easy to check that if l3 is zero then the above equality also holds. Similar 
argument leads to the equalities l2fi1 = lifi2 and l3Li2 = l2Li3. 

These equalities constitute the system 

(9.3.9) 

Obviously, only two equalities from system (9.3.9) are independent. Condition 
(9.3.8) implies 

lifi1 + l2fi2 + l3!i3 = 0 

(since 11n1 = 1 and l= -ii on ano, if n E ,C*). 
Taking the system 
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with zero right-hand side, we see that, if 

-li

i o = -li . 11n1 = -ti :1 o,
[3 

then the only solution is ..6.1 = 62 = ..6.3 = 0. Obviously, if li = 0 then we take 
other two equations from (9.3.9). □ 

Remark 9.3.4. Note that we have to form finite elements according to the position 
of the base of such domain in the space, so conditions (9.3.2) and (9.3.3) are 
quite natural and can be easily satisfied when employing prismatic or rectangular 
c0-elements.

Also, the restriction f. w = 0 is not very difficult, because lis a constant vector. 
The basis in Vh can be obtained from the finite element ·basis of finite element 
subspaces of H1 (D,). 

Under the assumptions of Theorem 9.3.3 we can introduce basis functions of 
the space Qh = curl Vh . Namely, let {vi}�1 

be basis in Vh , then 

qi = curl vi, i = 1, ... , m (9.3.10) 

are basis functions in Qh C Ho( div0 ; D) since the linear mapping 

is bijective under our conditions on the domain n. Moreover, we see that supp qi � 
supp vi, i = l, ... ,m. 

Note that qi are not, in general, continuous in the whole TI. However, similarly 
to [Krizek, 1982) we may prove, by the Green formula (9.2.5) that the normal com
ponent n1 • qi is continuous at each common face f of any two adjacent elements, 
where n1 is a normal to f.

Example 9.3.5. Let the vector l = (0, 0, 1) for simplicity. We introduce a typical 
shape of divergence-free basis functions derived from the usual trilinear elements, 
the ansatz-polynomials, which are of the form 

on every rectangular element, see [Ciarlet). Assume for simplicity that a uniform 
mesh (with the mesh size h) is given and let, e.g., y = (0, h, h) be a nodal point 
in TI. If y rJ. an then we can have two standard basis functions vi ' vi+l E vh for 
some i E {1, ... ,m} such that 

supp vi = supp vi+1 = [-h, h) x (0, 2h) x [0, 2h). 
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This support consists of eight elements. One of them is, for instance, K = [0, h] x 
[0, h] x [0, h], and we may immediately obtain 

(9.3.11) 

Now a direct calculation leads to 

(9.3.12) 

Similarly we obtain qi and qi+1 on the other seven elements of supp vi . 
Suppose further that y = (0, h, h) E an. For simplicity let n = (0, 1) x (0, 1) x 

(0, 1). In this case, we have a2v3(y) = a3v2(Y) for any v E Vh , since (-1, 0, 0) 
is the exterior unit normal to an at y. Thus by (9.3.11) we find that vi E Vh 

(vi+1 (/. Vh)- The corresponding support of qi will consist of four elements only
and, e.g., qi lK will be given by (9.3.12). 



PART IV 

On Construction of Strongly 

Regular Family of Triangulations 

for Planar Domains 
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On contents of Part IV 

The main topic of Part IV is the construction of a strongly regular family of 
triangulations for planar domains with piecewise C2-smooth boundaries. 

The contents is based mainly on the own work of the author, see [Korotov, 
1997b). 



Chapter 10 

Strongly regular family of triangulations 

for planar domains 

97 

In Section 2.6 we introduced the conceptions of the standard quasitriangle (see 
Figure 2.6.3) and the linear homotopy mapping (defined by the relations (2.6.3)). 

For conveniency of the reader we reproduce here Figure 2.6.3 again. 

Figure 2.6.3. 

These ideas are found to be very convenient for the construction of the strongly 
regular families of triangulations for planar domains with piecewise C2-smooth 
boundaries, see Section 2.7 for definitions. 

First, in Section 10.1, we present a constructive proof of an existence of the 
strongly regular family of triangulations for the standard quasitriangle, see Def
inition 2.6.1. Further, in Section 10.2, an algorithm of a division of the planar 
domains into a finite number of the standard quasitriangles is presented. The 
main result is formulated as Theorem 10.2.2. 

In Section 10.3 the similar approach is applied to the convex quadrangle. Section 
10.4 presents a short survey of the other approaches to the problem for planar and 
space domains with smooth boundaries. 

10.1. Construction of triangulations for the standard quasitriangle 

Throughout this section we use number of denotations from Section 2.6. 
From now on we suppose that for n ➔ oo and l = >./n (>. is the y1-coordinate 

of the point A1 , see Figure 2.6.3) we have 

(10.1.1) 
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where C1, C2 are the constants independent of n and h, i.e., the number l can be 
taken, in fact, as the discretization parameter instead of h. 

First, we formulate the base result. 

Theorem 10.1.1. For any standard quasitriangle K' of the order m 2:: 1 we may 
find a sequence of polygonal domains {K�} such that [A0A1 ] U [A0A2] C oK� and 
either K' C K� or K� C K' for all h E (0, ho), where ho is a sufficiently small 
number. 

For this sequence {KU we may form a family of triangulations F = {'Tii(K�)} 
such that for any h E (0, ho), any triangulation fh E F and any triangle K E 7ii 
the following estimates (cf. (2. 7.3)) hold: 

x1h :S lK :S x2h, 
0 < 0 :'.S 'PK :'.S 7r - 0, 

(10.1.2) 

(10.1.3) 

where lK is a length of any edge of K and 'PK is the minimal angle between edges 
of K. Here, x1, x2, 0 are the constants independent of h. 

Thus, there exists a strongly regular family of decompositions into triangles for 
the standard quasitriangle of the second order. 

Proof. We form the necessary polygonal domains K� and their triangulation in 
the following manner: first, we divide the segment [A0A1 ] by the points A00 = Ao, 
A11 , . . .  ,Ann = A1 into n equivalent segments (see Figure 10.1.1 with n = 4). 

Second, we form rays, which are parallel to the segment [A0A2] and start from 
the points Aoo, ... , Ann · On each ray we take a point Arn = (lr, Yir), r = 0, ... , n,

such that 
(10.1.4) 

We joint all points Yir 
by the straight lines segments and denote the resulting

piecewise linear graph by the symbol f*. 
To provide the inclusion K� ::, K' we shall take f* 2:: f and to construct 

K� CK' we shall take f* :Sf . This graph f*, together with the segments [A0Ai]
and [AoA2], form the boundary oK�. 

Further, the segments [ArrArn] are divided by the points Arq (r :S q :S n)
into n - r equivalent smaller segments. The points Ar-lq and Arq, also Arq 
and Ar+lq+l, are joint by the straight line segments. As a result we get some 
triangulation of Kh (see Figure 10.1.1). 

Now, we prove that the estimates (10.1.2) and (10.1.3) hold. 
We denote by the symbol r the curved part of the boundary of the quasi triangle 

K'. Let r0 denote a part of the boundary of the original domain n (K' � n),
where the essential boundary condition is given (cf. (1.5.2)). We always suppose 
that, either f C fo or r C of!\ fo. 

We will present a method of choosing the points Arn i it depends on the position
of r with respect to r0, and on which of the conditions (2.6.1), (2.6.2) holds in 

[0, >.]. 
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Figure 10 .1.1. 

Case (i). If r c r0 and (2.6.2) holds then the points Arn can be taken as the 
points of an intersection of the defined above rays with r.

The same points can be taken when r n ro = 0 and (2.6.2) holds. 
For both cases the constant C3 in (10.1.4) is equal to 0. 
In fact, for both of the above possibilities the vertices of the resulting trian

gulations are the images of the vertices of the usual triangulations of the triangle 
K = 6AoA1A2 under the linear homotopy mapping. 

Case (ii). Let r c r0 and (2.6.1) hold. Consider several subcases. Let n be 
an even number. 

(1) If r is even, then Arn are the points of an intersection of r and the rays
defined above.

(2) If r is odd, then Arn are the first points of an intersection of the rays with
the tangent lines to r at the neighbouring points Ar-ln and Ar+ln (which
have been already found).

Doing this procedure we observe that 

Let n be an odd number, i.e., let n = 2k + 1. Then, for r = 0, l, ... , 2k - 2 we 
use the same rule as in (1) and (2). 

Two points Arn with r = 2k - 1 and r = 2k are left. To define them we use 
the following procedure: they are taken as the first points of an intersection of the 
corresponding rays with the tangent lines to r at the points A2k-2 ,n and A2k+1,n· 
Obviously, now, 
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The defined procedure is correct if f*(y1) > ky1, where y2 = ky1 is the equation 
of the straight line (A0A1). This, obviously, holds if 

(10.1.5) 

i.e., n 2:'. >./I.
The case, when rnr o = 0 and (2.6.1) holds, can be treated in a similar manner. 
Now, we will show that for the constructed triangulation the properties (10.1.2) 

and (10.1.3) are valid. We observe that any vertex Arq 
of the triangulation of Kh

has the following coordinates in the Descartes coordinate system (Y1, yz): 

( 
y;1 - krl 

) Arq 
= rl, krl + ---(q - r) . 

n-r 

Consider the segment [Arq
, Arq

+i], its length 

From the trivial geometrical observations (see Figure 2.6.3) we have (y1 E [0, >.]): 

Then, in view of (10.1.4), 

Having (10.1.5), we observe that for sufficiently large n

f(rl) - krl Further, denote the value---- by Sr, then 
n-r 

Consider the vector 

where, obviously, 

k - k1 < Sr < k - k".1 - l - l 

Ar-l,qArq 
= (l, y), 

Y* krl y* - k(r - l)l
y=kl+(q-r) rl

-
-(q-r+l) r-l,l 

n-r n-r+l

(10.1.6) 

(10.1.7) 

(10.1.8) 

(10.1.9) 
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Obviously, to get estimates similar to (10.1.6), it is enough to evaluate the second
coordinate y only. 

We observe that
(10.1.10)

Then
( ) (Sr l ) ( (Sr-1 l ) y:S:kl+ q-r -+C3-- - q-r+l) ---C3--- .

l n-r l n-r+l 

From (10.1.7) we have
!!.l- :S:k+(q-r)(k-kn-(q-r+l)(k-kD+C3 l(

q-r 
+ q-r+l

)·
n-r n-r+l 

Obviously, 0 ::::; q - r ::::; n. Also, when r = n then the constant C3 from (10.1.4)can be taken equal to zero. All these facts imply 
y - < C4
l -

, 

where C4 is some constant. Analogically,
y

0 <Cs::::; y· 

Further, from (10.1.11), (10.1.12) and (10.1.8) we get
l < IAr-lqArql < C .- l - 6 

From (10.1.13) we have

(10.1.11)

(10.1.12)

(10.1.13)

(10.1.14)
Now, (10.1.6), (10.1.13) and (10.1.14) imply, obviously, (10.1.2) and (10.1.3). □
Corollary 10.1.2. From the constructions given in the proof of Theorem 10.1.1
we observe that there exists a bijective piecewise continuous differentiable mapping
between points y E r and points y* of the graph f*

y* = Y + �(y), �(y) = (6(y),6(y)), (10.1.15)
such that

(10.1.16)
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10.2. On a division of domains into the standard quasitriangles 

Theorem 10.2.1. Let n be a simply connected planar domain with the boundary 
an, which consists of a finite number of arcs 'Yr meeting at the interior angles cp, 
where 

0 :S 'Po :S cp :S 21r - 'Po, (10.2.1) 

and each arc 'Yr is twice differentiable and is either convex or concave with respect 
to n. Then there exists a division of TI into a finite number of the standard 
quasitriangles of the second order with the curved sides on an only. 

Proof. For simplicity, we present only an algorithm for a construction of such a 
division. 

Let ho be some fixed number, sufficiently small with respect to the smallest 
radius of the curvature of any curve 'Yr · First, we build an uniform rectangular 
mesh in R2 with the step-size equal to ho. 

Further, we define a polygon P C n in the following manner. If a square from 
the uniform mesh belongs to n, then we divide this square into two triangles by 
drawing one of its diagonal and include the both triangles into P. If only three 
vertices of some square and the triangle, formed by these vertices, belong to n, 
then we also include this triangle into P.

Now, consider a strip between aP and an. Obviously, connecting the vertices 
of P with certain points of the boundary an (e.g., along the normal to an) or 
(and) with the point-intersections of the arcs forming an, we can divide the strip 
into a finite number of the standard quasitriangles with the curved side on an 
only (see Figure 10.2.1). □ 

Figure 10.2.1. 
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Theorem 10.2.2. Let n be a domain described in Theorem 10.2.1. Then there 

exists a strongly regular family of triangulation n into triangles with h -+ 0. 

Proof. If the division of the given domain n into a finite number of the standard 
quasitriangles from Theorem 10.2.1 is performed, then for any number n-+ oo we 
form triangulations of each of the quasitriangles as in Theorem 10.1.1. Obviously, 
all triangulations of all quasitriangles (for fixed n) can be taken together as the 
global triangulation of the whole domain n in view of a way of the construction. 

The only obstacle is to provide the nonexistence of common points for any two 
piecewise linear approximations of two neighbouring arcs, built outside of n. But, 
this requirement is, obviously, fulfilled in view of (10.2.1) for sufficiently large n,

i.e., for small h. □ 

10.3. On triangulation of the convex quadrangle 

Let Oh be a convex quadrangle (see Figure 10.3.1). 

Figure 10.3.l. 

We will show how to construct a strongly regular family of triangulations for 
such a kind of planar domains. This method is used in [Zienkiewicz] for an auto
matic construction of meshes. 

Let the inner angle with the vertex at the point Ar , r = 1, 2, 3, 4, be denoted 
by ar and the lengths of the sizes [A1A2], [A2A3], [A3A4] and [A4A1) by li, l2, l3 
and l4, respectively. 

We divide the segments [A1A2) and [A4A3] by the points At and A�
2

, i =
0, ... , n1, into n1 equivalent segments. Here, 

We join the points At and A�
2

, i = 0, ... , n1, by the segments, and each such 
segment [AtA�J is divided by the points A), j = 0, ... , n2, into n2 equivalent 
segments; we joint then the neighbouring points A) and A}+1 by the segments. 



104 

Further, each of the resulting quadrangles ( the total number of small quadrangles 
is equal to n1n2) is divided by one of the diagonals into two triangles. As a result 
we obtain some triangulation of the given domain n.

Theorem 10.3.1. Let the discretization parameter h and the numbers n1, n2 
satisfy the following relations: 

0 < x\ :S: hn1 :S: x2, 
0 < x3 :S: hn2 :S: x4, 

(10.3.1) 
(10.3.2) 

where Xi, i = 1, ... , 4, are independent constants, as n1, n2 ➔ oo. Then the al

gorithm described above leads to a strongly regular family of triangulations of the 

quadrangle 0. 

Proof. Let the Descartes coordinate system (y1, Y2) be such that A1 = (0, 0) and 
the axes y1 lie along the segment [A1A2). 

Further, suppose for simplicity that 

(10.3.3) 

It is not difficult to see that the vector AtAt has the following coordinates 

(10.3.4) 

Further, we easily find that 

(10.3.5) 

Consider now the quadrangle Qi = AtAi+ 1 A��1 A�
2 

with the vertices on the sides 
[A1A2) and [A4A3). 

It is easy to check that all inner angles cp of Qi satisfy the condition 

0 < 'Po :S: cp :S: 1r - 'Po,

where cp0 is a constant independent of n1 as n1 ➔ oo. 
Indeed, consider, e.g., the angle A1 AbA�

2
• In view of (10.3.4) and (10.3.5) we 

find that 

(10.3.6) 
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For the sides of the quadrangle Qi we have the estimates 

Dividing Qi into n2 quadrangles Qij, we find analogously, that for all inner angles 
'I/; of the quadrangle Qij 

0 < 'l/Jo S 'I/; S 7f - '1/;o, (10.3. 7) 

where the constant '1/;o does not depend on n1 and nz. Moreover, for the sides of 
Qij we have estimates: 

l4sinaifn2 S IA;A;+il S max{l2 sina4;l4sina3}/(n2sin<po), (10.3.8) 

min{li;l2} sin<po/n1 S IA;A;+1
1 S max{li;l3}/(n1sin'l/;o)- (10.3.9) 

Obviously, (10.3.7), (10.3.8) and (10.3.9) prove the theorem. □ 

10.4. Remark on another approaches 

There are several different approaches to the problem when the given domain has 
C2-smooth boundary: based on the rectangular mesh, see [Korneev, 1977] and on 
triangulations of a circle, see [Matsokin, 1975a]. 

These algorithms can be generalized for three-dimensional smooth domains as 
well, see [Korneev, 1979b] and [Matsokin, 1975b]. 
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