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Abstract: While the concept of distributed systems encapsulating and isolating function-

alities and errors inside their services is a great benefit for a system, it can also introduce

various problems. One of these drawbacks is that if an error occurs in one of the services,

the rest of the system is not aware of it and the error might go unnoticed. This would delay

fixing it and allow the same error to keep repeating and causing issues. This problem is

addressed in this thesis by creating and applying an error monitoring framework for a single

service of a distributed system. The framework is supposed to monitor for different kinds of

errors in the target service and its resources. When these metrics notice errors, they should

be indicated to the developers or system admins in different ways like notifications or vi-

sually on a monitoring dashboard. The framework is also tested by applying it to Akamon

Innovations’ Dataplatform system’s Timeseries service and measured against various need

statements given by Akamon.

Keywords: Distributed Systems, Error Monitoring, AWS, Cloud Computing

Suomenkielinen tiivistelmä: Yksi hajautettujen järjestelmien suurimpia etuja on niiden

tapa kapseloida ja eristää toiminnallisuuksia ja virheitä yksittäisten palvelujen sisään jol-

loin ne eivät häiritse muun järjestelmän toimintaa. Tämä voi kuitenkin luoda uuden ongel-

man jos virheistä ei kommunikoida palvelun ulkopuolelle. Virheet voivat tällöin jäädä kehit-

täjiltä huomaamatta jolloin ne jatkavat esiintymistään, vahinkojen aiheuttamista ja niiden ko-
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rjaus viivästyy. Tähän ongelmaan kehitetään ratkaisu tässä tutkielmassa luomalla viitekehys

virheiden monitoroinnille hajautetussa järjestelmässä. Viitekehyksen on tarkoitus huomata

erilaisia virheitä kohde palvelussa ja tuoda ne kehittäjien ja järjestelmän valvojien tietoisu-

uteen esimerkiksi ilmoituksilla tai monitorointtikäyttöliittymillä. Viitekehys testataan Aka-

mon Innovationin Dataplatform-järjestelmän Timeseries-palvelussa ja sitä arvioidaan Aka-

monin antamia tarvevaatimuksia vastaan.

Avainsanat: Hajautetut järjestelmät, Virheiden monitorointi, AWS, Pilvipalvelut
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Glossary

ARN Amazon Resource Name is a unique identifier specifying an

AWS resource explicitly within a platform or environment.

AWS Short for Amazon Web Services, an on-demand cloud comput-

ing provider which offers different platforms, APIs, services

and resources for companies or individuals.

Cloud provider An IT company that hosts, manages and provides scalable on-

demand computing resources over the internet.

CloudFormation AWS service used for modeling and setting up usage of AWS

resources to automate provisioning and configuring them.

CloudWatch AWS service used for monitoring resources, applications and

infrastructure on the AWS cloud.

CodePipeline AWS service used to enable continuous delivery with model-

ing, visualizing and automating the steps of releasing software.

CRUD Abbreviation for CREATE, READ, UPDATE and DELETE, which

are the basic operations to implement a persistent database.

DLQ A feature of SQS that is used by source queues for their unpro-

cessed messages to debug or handle the errors that caused the

message processing to fail.

EDA Event-driven architecture is a software design pattern in mod-

ern microservices where the system’s services activate triggers

and communicate with events carrying some state or identifier

to depict an action happening.

FaaS Function-as-a-Service is a cloud service used to provide a plat-

form for running custom functions without the need for creat-

ing or managing infrastructure for them.

IaaS Infrastructure-as-a-Service is a cloud service used to provide

computation, storage, and networking resources on demand

over the web on a pay-per-use basis

IAC Infrastructure-as-Code is a technique for creating, managing
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and automating IT system infrastructure as if it were software

and data.

IT Information Technology refers to the use of computers, stor-

age, networking and physical devices, infrastructure and pro-

cesses to manage electronic data.

IPC A mechanism that allows processes or services to communi-

cate with each other and synchronize their actions.

KPI Key Performance Indicator, which can mean any metric that

can measure performance in some capacity such as errors, re-

source usage or computation power.

PaaS Platform-as-a-Service is a cloud service where an entire soft-

ware development and deployment environment with resources,

development tools and infrastructure is provided on a pay-per-

use basis.

SaaS Software-as-a-Service is a cloud service that provides com-

plete cloud-based applications for the use of their customers.

SES Simple Email Service is a platform for managing, sending and

receiving emails with configured addresses and domains.

SQS Simple Queue Service is a scalable messaging service offered

by AWS that allows distributed and decoupled distributed ser-

vices to communicate through hosted message queues.

X-Ray X-Ray is an AWS service that collects data about an applica-

tions requests and offers tools to view, filter and analyze them

for fixing issues or optimization.
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1 Introduction

Distributed systems have become a common architectural paradigm in software develop-

ment, especially after the rising popularity of cloud computing and cloud services. Dis-

tributed systems are made out of multiple independent computation pieces that strive to

achieve the functionality of a singular system by communicating with each other (Thoke

2014). Each computation piece is responsible for their own actions and functionality and

should encapsulate themselves so that there would be minimal dependencies between differ-

ent parts. Van Steen and Tanenbaum (2016) and Thoke (2014) explain that the strengths of

distributed systems are high scalability and load balancing, improved performance by con-

currency, flexibility and modularity, fault isolation and tolerance and increased reliability.

They also list distributed systems weaknesses to include increased communication over-

head, higher latency, network dependency, complexity of infrastructure, security risks and

difficulties in debugging, monitoring and troubleshooting.

This thesis will focus on solving the difficulty of monitoring and troubleshooting errors in

different services of a distributed system. This problem is caused by distributed systems

services encapsulating their functionality so that their internal errors would not affect the

rest of the system. This also causes the errors to be hidden from the outside, which means

that they will easily go unnoticed, keep causing problems and will not be fixed. This problem

also occurred on Akamon Innovations’ Dataplatform system, where they noticed that if an

error occurred on some part of the system, they might only notice it by chance or if an end

user brought it to their attention.

To solve this problem a framework was developed for monitoring distributed systems which

allowed different errors to be tracked in the systems’ services and brought to the develop-

ers’ attention by notifications and monitoring dashboards. The framework was tested by

applying it to one of Dataplatform’s services and analyzed for how well it works and fits

the given requirements. Design science was chosen as the research strategy, since it revolves

around developing and analyzing an artefact in development cycles. Firstly existing research,

technologies and frameworks for similar use cases and systems were researched. Then the

framework was designed and developed so that it would fit the subject system and the re-
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quirements set for it. After that the framework was analyzed to see how well it matched the

given requirements and solved the research questions. If it did not fulfill all of the require-

ments, new development cycles were created and gone through until it did.

Chapter 2 will go over and explain distributed systems, common terms and technologies

in using or developing them and explain more about Akamon Innovations’ Dataplatform-

system, which will be the subject of the developed framework. Chapter 3 will go over what

monitoring is and how it is done in distributed systems, as well as explore existing solutions

that could fit or be used for the solution of this thesis. Chapter 4 will explain the research

objectives of this thesis, the research problem and strategy, the design process we that will be

used and the evaluation criteria for the framework. Chapter 5 will go over the development

and implementation of the framework. Chapter 6 will go over the results of applying the

framework to the target service and analyze and evaluate how well the framework fills its

requirements as well as describe any further development subjects. Finally Chapter 7 will

summarize the contents and results of this thesis.
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2 Distributed systems

With the development and evolution of computers and networking, it has become possible

to create a whole new type of computer system based on multiple independent computers

working together over a designated network. These kinds of systems are called distributed

systems, based on their ability to host the systems independent computers geographically

very separately, as long as they are connected to a common network. This network is used

to bind the computers together to create a cohesive singular system and to allow the systems

computers to communicate and interact with each other. The concept of distributed systems

has been around for quite a long time already but technology is still being developed for it

and it has become a very popular concept amongst technology companies.

This chapter will first study and define what distributed systems are and how they work in

Section 2.1 as well as go over different types of distributed systems in Section 2.2. After that

some common modern technologies that are being used with distributed systems are dis-

cussed in Section 2.3. Lastly the Dataplatform information system by Akamon Innovations

will be explored in Section 2.4 since it is the subject system for the framework developed in

this thesis.

2.1 What are distributed systems

A way to define a distributed system would be that it is a collection of autonomous comput-

ing pieces that appear to the user as a single coherent system according to Van Steen and

Tanenbaum (2016). From this definition two important characteristics of a distributed sys-

tem can be found. The first is that it is composed of autonomous or independent computing

elements. These elements could be any kind of computing units like computers, IoT devices

or even software running on the cloud. The term independent for these units means that

they do not rely on each other to work, but rather encapsulate their functionality and do their

computation independently from the other units of the system. This would mean that if one

computing unit stops working or responding, it would not break the entire system, but the

other units could still work and perform their own actions and keep the system running.
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The second important characteristic from the definition of Van Steen and Tanenbaum (2016)

is that the system should appear to its users as a single system. This means that even though

the system is made up of many independent computing units, it is supposed to feel and

look like a single system to the outside. For this goal the system’s units are expected to

work together and communicate with each other to achieve the system’s functionality (Thoke

2014). The independence and loose coupling of the computing units also ensures that if one

part of the system stops working, it would not break the entire system, so it would still

seem like a singular system where only a part of it would not work. Comparing this to a

traditional monolithic system where a problem in one part would cause the entire system to

malfunction, distributed systems can achieve better fault tolerance while still seeming like a

singular system like a monolithic one.

These aspects are also brought up by Verissimo and Rodrigues (2001) as they gave three

aspects that define a distributed system. The first is that the system needs to include multiple

computers, just as explained earlier that the systems are composed of multiple computation

units. The second aspect is that the different computers need to be connected through a com-

mon network, as mentioned above as the way to make the computation units work together.

The third aspect is that the systems parts need to share their state. This means that while each

piece of the system has its own state according to the encapsulation principle, the pieces need

to communicate this state to others so that the system that they comprise can have a defined

state. This would tie in with the way that distributed systems are supposed to appear as single

cohesive systems with a defined state to the outside.

2.2 Different types of distributed systems

Van Steen and Tanenbaum (2016) explain three different types of distributed systems based

on the types of units that the systems are made out of. These three types are distributed com-

puting systems, distributed information systems and pervasive systems. Distributed com-

puting systems can be further divided into cluster computing, grid computing and cloud

computing.

Cluster computing systems are made out of many identical or very similar high-performance
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computers that are used together to increase the computational power and performance of

the entire system. By increasing the number of computation units and organizing workload

distribution and shared memory, the system’s tasks can be split into smaller pieces and solved

in parallel on the computation units. Afterwards the results are brought together from the

computation units to solve the original larger task. These types of systems are generally

used in projects that require high computation power like scientific research and simulation

(Yeo et al. 2006).

Grid computing on the other hand is a system that is composed of many different kinds of

computation units that might differ by their software, hardware or network topology. They

are often systems aimed at creating federation for smaller systems or individual units so

that software can be run on different computers of the grid rather than always needing to

use the same one. So while cluster computing is focused on running single large jobs split

into smaller parts in parallel, grid computing is used for running many independent single-

machine jobs or batches of jobs (Iosup and Epema 2011).

The third type of distributed computing and the type of the system that is used as the target

in thesis is cloud computing. The idea of cloud computing is to buy computation power and

virtualized resources like storage and networking from cloud providers such as institutions

or private companies. These cloud providers can offer their services or resources in different

layers, which are Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Soft-

ware as a Service (SaaS) (Srinivas, Reddy, and Qyser 2012). Cloud providers have made

cloud computation very easy to adopt for any types of companies by creating lots of differ-

ent tools and services and allowing the user to dynamically increase their usage according to

their needs and paying by usage or subscriptions.

Distributed information systems are essentially information systems that are made available

by different endpoints and allow various kinds of client systems to contact and perform op-

erations on them. Also known as web services, the idea is to expose an information system

through common web technologies and standards (Alonso et al. 2004). This allows better

interoperability and system integrations and reduces heterogeneity between different com-

ponents in the target system. By using common web standards to expose the system, new

components could be continuously developed and integrated into the system without needing
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to make sure that they are compatible. The systems parts could internally be built in whatever

technology or architecture, but as long as their exposed interfaces followed the same stan-

dard they could be bound together. The development of web services has also led to further

advances in service-oriented architecture, an architectural style of IT systems that use small

independent web-based services, that are individually tied to certain business functionalities,

to be consumed by clients from different applications (Oracle 2005).

Pervasive systems, also known as ubiquitous computing, are the third type of distributed sys-

tems and they differ quite a lot from distributed information systems and distributed comput-

ing systems. Pervasive systems are composed of multiple kinds of IoT, mobile and embedded

devices and systems, often integrated into their environment. Pervasive systems should be

distributed, connected through a common network and transparently accessible according to

Poslad (2011). They should also aim to hide the human-computer interaction and to be con-

text aware to achieve a seamless interaction with their environment and be able to observe

it.

2.3 Technologies in distributed systems

Even though the concept of distributed systems has been around for some time, new tech-

nologies for distributed systems are continuously being developed. Earlier different types of

distributed systems were studied and it became clear that the concept covers a lot of different

types with even more technologies that can be used with each type. Since the target system

of this thesis is classified as a distributed information system, this section will go over some

of the most common technologies used in those systems while focusing on the technologies

that are used in the target Akamon Dataplatform information system.

2.3.1 Cloud services and providers

Providing computing resources over the web has become a very popular business field for

many IT companies. For example, Amazon Web Services (AWS) offers a wide variety of

on-demand cloud computing platforms, services, infrastructure and APIs to consumers and

companies, which are highly reliable, easily scalable and relatively low-cost (Mathew and
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Varia 2014). By using cloud services companies can access a shared pool of affordable

computation resources by hosting applications through virtualization, accommodating for

diverse computational requirements with a single physical infrastructure without the need to

invest in the infrastructure itself (Srinivas, Reddy, and Qyser 2012). Scaling resource usage

with cloud providers is made easy with pay-by-usage and subscription-based allocation. This

means that customers only need to pay for the resources that they use and if they would

need more resources like computation power, they can just scale their usage up and pay

accordingly, instead of needing to add more computers to their local systems.

Cloud providers such as Azure and AWS offer many different cloud services that customers

can use and combine according to their own needs. These include computation services,

networking, storage, databases, analytics, application services, deployment and management

and mobile applications (Mathew and Varia 2014). Since the target system in this thesis is

heavily based on AWS resources, services and infrastructure, some of the most common

AWS services are explored next.

For computation AWS offers the Elastic Compute Cloud or EC2, which provides resizable

compute capacity with containers meant to make web-scale computing easier and faster for

developers. EC2 also includes load-balancing, auto-scaling, lambdas and other useful fea-

tures for development. For networking, AWS offers the Virtual Private Cloud (VPC), which

allows customers to create and provision a logically isolated section of the AWS cloud. They

can manage AWS services within that network and configure the network themselves. For

storage AWS offers the Simple Storage Service or S3, which provides a safe, secure and

highly scalable object storage for developers. Different use cases for S3 could be back-up

storage, content storage for images or files, data storage for analysis and many more. AWS

also offers many types of databases, like the Relational Database Service (RDS) for relational

databases or DynamoDB for NoSQL databases. AWS also offers the Simple Queue Service

(SQS) for messaging and message queues, which can be used for example in messaging be-

tween services in distributed systems. AWS also provides services for CI/CD pipelines and

DevOps work, as well as identity management for service security.

These were just a few examples of the different kinds of services that AWS supports and

provides. The most important feature of AWS is that the developers are free to choose the

7



resources that they wish to use and pay for them according to their usage. With such a wide

collection of different services and resources, AWS allows the developers to create all kinds

of different applications, services, platforms and anything that they need to. AWS has also

created the AWS Software Development Kit (SDK) to help the developers in their work with

AWS resources.

2.3.2 REST

REST has become a common approach in modern web services and their interfaces. It is

an architectural style or practice in the relationship between a client and a server (Fielding

2000). As the name Representational State Transfer or REST implies, its focus is to perform

the operations requested by the client without holding information about the server’s state.

Applications or services that implement the REST architecture, also called RESTful services,

are expected to expose and enable CRUD operations on the server through HTTP methods

such as GET, PUT, POST and DELETE (Halili, Ramadani, et al. 2018).

Halili, Ramadani, et al. (2018) explain that REST has become the go-to option for system

interaction by the usage of RESTful web services as the way that cloud providers deliver their

services. REST has been adopted as a kind of standard in distributed systems, with many

big technology companies also using it. Adopting a good REST architecture will make the

services easier to access by using a common standard, which will also reduce the learning

curve.

The learning curve and comprehensibility of the REST architecture is also supported by its

flexibility for message formats, by being able to communicate with JSON, plaintext and

other known common message formats. Using these simpler message formats allows REST

to have better performance and lighter bandwidth, when compared to SOAP for example.

These simpler messages also make it easier for any clients to consume the messages. The

simplicity, variety of message formats and a common standard for operation makes REST a

very good architecture to use in distributed systems, which want to communicate with each

other without tightly coupling their interfaces.

REST of course is not the best solution for all kinds of problems but a good option to consider
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when developing software. Halili, Ramadani, et al. (2018) also explain that REST can have

disadvantages such as being too light weight for communication that requires moving large

amounts of data. REST also depends on the HTTP standard for security and is not very

reliable if it is not done correctly.

2.3.3 Cloud service classification

As already explained in Section 2.2, AWS like many other cloud providers have settled in on

three main classes for cloud services. These classes are Infrastructure-as-a-Service (IaaS),

Platform-as-a-Service (PaaS) and Software-as-a-Service (SaaS) (Boniface et al. 2010) (Goyal

2013). Many companies have followed in the footsteps of the cloud providers and adopted

some of these classes for their own internal systems as well.

IaaS is the practice of cloud providers selling their own hardware and resources to run the

customers software, usually through virtual machines (Goyal 2013). With IaaS the customers

can buy easily scalable and cost-effective hosting without needing to worry about managing

the hardware themselves. IaaS is provided by many cloud providers for private companies

that need hardware to run their software but have such special needs or context that they do

not wish to use premade platforms or software for their applications or systems.

PaaS is the practice where the provider is selling a platform and an environment consisting

of different services for the customer, which the customer can use on their own developed

system. The provided platform can include services for storage, networking, hosting, de-

velopment tools and computation (Goyal 2013). The customers can explicitly choose which

services they want to use and on what scale and they are designed to be easy to integrate by

being available on the cloud by common interfaces.

SaaS is the practice of providing premade applications or software as a service over the

internet or distributed environment for the client (Goyal 2013). SaaS is usually used by

clients that do not have their own software development team and would rather want to buy

an application or access to one for their business case. Some companies might buy their back-

end system as SaaS but use it on their own client application, which reduces their required

workload for a whole working system. Using SaaS can also decrease the initial resources
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and time needed to get an initial version of the application online.

2.3.4 Serverless computing

With the ease of scaling their resources with cloud computation, some companies have opted

to overscale their resources because of their fear of being underscaled at some point. This

practice goes against the scale-on-the-go idea of cloud computing, since the developers are

overscaling and thus holding and paying for unused resources. A new paradigm called

serverless computing has been developed to solve this issue by leaving the optimization

of resources for the cloud provider, who gives true dynamic scalability and pay-as-you-go

services for the customer (Castro et al. November 2019). This makes it easier for customers

to develop properly scalable services without needing a lot of knowledge about cloud com-

puting or work for configuring their resources. Serverless computing can be seen as a lighter

and simpler version of normal IaaS cloud computing, where the customers resource usage is

automatically configured by the cloud provider.

Castro et al. (November 2019) define serverless computing as follows: "Serverless comput-

ing is a platform that hides server usage from developers and runs code on-demand auto-

matically scaled and billed only for the time the code is running". The two key aspects of

serverless computing found from this statement are that billing is done only per code runs

and usage is automatically scaled according to usage. Because of this automatic scaling from

0 upwards, the software needs to work when starting up from zero. This means that some

level of statelessness is required from the software. This has evolved serverless computing

to be used for running simple programs and functions, which has earned a new name of

Function-as-a-Service (FaaS). Castro et al. (November 2019) define FaaS as being a server-

less computing platform where the given code or function is executed on triggers activated

by events or requests.

2.3.5 Event-driven architecture

Event-driven architecture (EDA) is a way of asynchronously messaging between services

in microservices or service-oriented architecture systems with minimal dependencies and
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loose coupling between the services (AWS 2023f). In EDA events are meant to trigger

state changes or updates on the target system in a way where the systems services do not

communicate directly to each other but through a shared independent middleware. Sliwa

(2003) describes that events are supposed to be records of different actions that happened in

the system. Events should also carry information about the actions, like a new state, any data

to save or an identifier of the specified action occurring, so that other services that need to

react to those actions can notice them and react correctly.

In event-drive architecture there are three different roles: an event publisher, an event con-

sumer and an event router (AWS 2023f). Event publishers are any services or software that

are allowed to send events to the system that others can react to. Event consumers are parties

that subscribe or listen to specific or any events and usually react in a given way when notic-

ing their tracked event happening. Event routers are the medium for delivering the system’s

events from the publishers to the correct subscribers, for example message queues or event

bridges.

In a process workflow a publisher is triggered by an action, such as user input, to communi-

cate to other services of the system that a specific action occurred. To communicate this, it

publishes an event that matches the action to the event router, which indicates that the given

action occurred in some part of the system. The event router receives the event message and

checks which parts of the system are subscribed to that specific type of event. Once it finds

the correct subscribers, it sends the event to them and they consume it and react according

to their own logic to complete the workflow. This publish-subscribe approach allows simul-

taneous one-to-many messaging and the rule-based event matching allows the subscriber to

listen to a large number of sources at the same time (Sliwa 2003)

2.4 Akamon Dataplatform

The target system for the framework developed in this thesis, Akamon Dataplatform, is a

distributed information system based on a service-oriented architecture and used by many

different applications from Akamon Innovations (Akamon Innovations Oy 2024). It uses an

event-driven architecture for messaging between its loosely coupled services. A picture of
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Dataplatform’s architecture is presented on Figure 1. This section explains the architecture

and current monitoring capabilities of Dataplatform.

Figure 1. Akamon Dataplatform architecture.

2.4.1 Dataplatform architecture

Akamon Dataplatform is a distributed information system that is constructed of several in-

dependent services that are run on the AWS cloud in a cloud computing style. On top of

using AWS for hosting the entire system in an IaaS style, many of Dataplatforms services

utilize different AWS services for their functionality in a PaaS way. Dataplatform also uses

the AWS Cloud Development Kit (CDK) framework, which makes managing and deploying

AWS resources much easier by defining the applications cloud infrastructure as code (AWS

2023a).

Dataplatform deploys an event-driven architecture in its service messaging with the AWS

EventBridge, which supports an event-driven communication model with subscribe-publish

relations. The events are received with the help of AWS Simple Queue Service (SQS),
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which allows the events to be stored in a queue before handling to ensure that no events

are dropped. With event-driven messaging, Dataplatforms services become very loosely

coupled and independent since they do not need to rely on the receiving service to handle

their message and respond to it correctly. They can simply send their outgoing message to

the AWS EventBridge and forget about it and it is the consuming services responsibility to

handle the event correctly after receiving it from the EventBridge event bus. EventBridge

also allows multiple services to consume singular events, which makes the architecture and

workflows more dynamic.

Dataplatform includes lots of serverless computing inside its services in the form of event-

handlers that are subscribed to specific events from the EventBridge event bus. When one

of Dataplatforms services publishes a specific event, the subscribing service consumes the

event and triggers the correct handler to perform according to its specific functionality. Con-

suming the event might include running lambda functions, performing data manipulations,

using AWS services, for example sending emails with AWS SimpleEmailService (SES), or

anything that the specific service has been configured to do depending on its purpose or

business case.

Many of the services within Dataplatform also expose their functionality through REST

APIs. These APIs allow different applications from Akamon to access and manage these

services and the Dataplatform system. REST APIs also allow authenticated third parties to

access Dataplatform if they wish to integrate their own systems to work with it. The REST

APIs support many different endpoints to allow different operations for the services. The

REST APIs can also publish events on certain actions to the Dataplatform if they need to

activate certain actions in the system.

2.4.2 Dataplatform monitoring

Akamon Innovations’ Dataplatform does not yet have a proper dedicated monitoring plat-

form or framework to use for monitoring the system and its different services. Because

of the nature of a distributed system being made out of independent services, it is difficult

to have unified monitoring tools that encompass the entire system and all its services. AWS
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offers some solutions like the AWS CloudWatch service which allows resource specific mon-

itoring, or the AWS CodePipeline, which shows a graphic and textual representation of the

CI/CD process of any deployed applications.

Dataplatform does contain some default monitoring provided by using AWS services and

infrastructure. By deploying AWS infrastructure like serverless lambdas or API gateways,

AWS automatically attaches an AWS CloudWatch log group for those resources, where that

individual process’ logs can be monitored. This is currently used for all types of monitoring

in Dataplatform, like debugging, error monitoring and general operation monitoring. The

logs in a resource’s log group usually include information about the invocation of the re-

source like its start and end times, any runtime logs from the resource like default console

logging and any other default information from different AWS services.

Dataplatform also includes monitoring of the service deployment process through the AWS

CodePipeline. Dataplatform’s services can have very different architectures, but they all

include being deployed through the AWS CodePipeline. This pipeline exposes a default

monitoring view of each service’s deployment process, its different steps and their statuses.

Individual steps can also be further monitored with the help of AWS CloudFormation ser-

vice, which includes lots of information about the deployment steps and their events and

operations, which allows the entire deployment process to be monitored very thoroughly.
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3 Monitoring

This chapter focuses on learning about monitoring and its usage in distributed systems. Sec-

tion 3.1 studies what software monitoring is and how it is done in distributed systems. After

that different techniques for monitoring are explored as well as their strengths and weak-

nesses in Section 3.2. Then Section 3.3 lists how monitoring information should be dis-

played. Finally Section 3.4 explores some existing technologies and tools for monitoring

cloud based distributed systems. This research should help to find or design a framework

for monitoring cloud based distributed information systems like the target system Akamon

Dataplatform.

3.1 Monitoring in distributed systems

Monitoring software systems is the act of following the target systems state, actions and pos-

sible errors and responding to them. Monitoring is usually displayed as either textual with

software logs or graphical by monitoring dashboards and components or as a combination of

them both. Software monitoring is used for many things, including profiling, performance

analysis, software optimization, fault-detection, diagnosis, recovery and debugging (Del-

gado, Gates, and Roach 2004). Its goal is to determine if the system or software is working

as intended, and if it is not, monitoring should help in finding the reason why not or why it

is behaving the way it is.

There are some differences when comparing monitoring in a sequential program versus a dis-

tributed one. The independence of services, asynchronous execution of tasks and messaging

between services cause many problems for monitoring. These include having many foci-of-

control, communication delays in messaging, nondeterministic nature, monitoring altering

system behaviour and more difficult developer and system interaction (Joyce et al. March

1987). Tsai, Fang, and Chen (1990) also emphasize the difficulties of multiple asynchronous

processes, critical timing constraints and bigger communication delays in distributed sys-

tems. One common problem between distributed and sequential systems is the need to make

large amounts of monitoring data readable and understandable for the user.
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Joyce et al. (March 1987) found many important characteristics about monitoring distributed

systems. First of all, collecting monitoring information should be done with the same inter-

process communication (IPC) facility as the services use for communication, since it allows

simpler design, debugging and maintenance for the monitoring system, as well as being

simpler to port in, since it is already used in the target system. Also, the detection and

collection of monitoring data should be separate from its analysis and display, which allows

better separation of functionalities and less coercion, which in turn allows both parts to be

developed independently without dependencies to each other. Monitoring should also allow

better understanding of the system’s nondeterministic functionality and help with recreating

event flows for testing and troubleshooting.

Telang (2023) also list a few best practices for monitoring distributed systems. Firstly using a

log management tool is encouraged, as it makes collecting and managing logging data easier.

Secondly setting up alerts is mentioned, as they are a good method to quickly receive knowl-

edge of an independent service malfunctioning or certain events triggering, rather than have

them happen silently and only knowing about them after the users notice the problems in the

application. The third practice is using log aggregation to help collect data from multiple dif-

ferent servers to one place if the target system is distributed, which gives expanded visibility

and reachability by showing the status of every system and service within the organization

in one place and spotting issues very quickly. Newman (2023) also mentions autodiscovery

to being beneficial in software system monitoring, which makes system scaling easier, pro-

vides better reliability through noticing errors and problems early and staying up to date on

the system’s performance and resource management.

For adding monitoring to a distributed system Telang (2023) give three steps to follow. The

first is to define the key performance indicators (KPI), or metrics for measuring performance,

that you wish to monitor in your system. For the KPIs it is required to decide which metrics

the KPIs should track like errors or service downtime and over what time. Next the monitor-

ing infrastructure needs to be selected as well as any monitoring tools that the system might

require and these should then be deployed to interact with the target system. The final step

is to collect and analyze the monitoring data for the goals set for the monitoring. This can

be done by following the monitored metrics, responding to the monitoring infrastructures
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alarms or other performance indicators or viewing the monitoring data on a dashboard or

other components.

3.2 Different types of monitoring

A distributed system’s monitoring can be split based on the target or level of the monitoring,

the data that it monitors or the goals of the monitoring. A system’s monitoring can be done

on different parts or levels of the system, including service, system, infrastructure and ap-

plication level monitoring (Telang 2023) (Newman 2023). Monitoring can also be classified

based on its goals and target datapoints, including the system’s availability, performance,

security, errors and resource usage (Kufel 2016) (Harness 2023).

Telang (2023) splits monitoring distributed systems in two types, application-level monitor-

ing and infrastructure-level monitoring. Application-level monitoring can be used to detect

slow response times or errors in the application. Infrastructure-level monitoring can be used

on either hardware or software, depending on the type of distributed system in question.

Monitoring the infrastructure’s hardware can be done by monitoring that the physical com-

ponents, such as servers and storage, are working properly. Monitoring the infrastructure’s

software is used to check that the application is available, running and working as intended

and it can include monitoring databases, web servers, cloud services and other software parts.

Newman (2023) also splits monitoring software into two categories, systems and services

monitoring. They consider system monitoring to include monitoring servers, virtual ma-

chines, containers, devices or cloud deployments. Service monitoring they consider to in-

clude anything that runs on the target system. This can include monitoring single applications

or software, cloud services, databases, processes, APIs or network connections and messag-

ing. Newman (2023) explains that while service level monitoring is focused on individual

parts of the system, the system level monitoring is used to give a top-level view of the entire

system or a unified view of all the parts of the system together.

Hariri and Mutlu (1991) split availability monitoring in distributed systems to include two

different levels, user and component level. User level is used to determine the availability

of the systems tasks based on the availability of the system’s components. Component level

17



is used to measure the availability of individual components or services. Harness (2023)

define availability monitoring to measure how well the system is accessible, operational

and responding to user requests. A clear standard has not been defined for implementing

availability monitoring, but many companies either do it by designing and providing abstract

stochastic models while others simply rely on logging any failures that affect the systems

availability (Haberkorn and Trivedi 2007). Kufel (2016) explain availability to be calculable

as a percentage by comparing the time when the system was available and responsive to the

whole tracked duration.

Performance monitoring is used to measure the applications throughput with metrics about

network usage like its response time or bandwidth usage, CPU and memory utilization and

storage usage. It can be used to identify slow database operations, network latencies or CPU

usage spikes (Harness 2023) (Kufel 2016). Kufel (2016) explain that monitoring a distributed

system’s performance can help with identifying overutilized and underutilized systems and

services that need to be fixed with better resource investment or sharing, redesigning ar-

chitectures or application decommissions. Performance monitoring can be used to forecast

future demands for computing power to allow it to be allocated early before system shortages

occur.

Error monitoring is used to detect and raise alarms on errors, such as code run exceptions, er-

rors and crashes (Harness 2023). It usually also includes relevant information to be gathered

about the error to make solving it easier. Error monitoring can not only be used for notic-

ing errors, but also testing individual components of the system and measuring the system’s

reliability (Zulkernine and Seviora 2002). Noticing errors and failures as early as possible

also gives value to the system by allowing the errors to be communicated to any customers

or relevant third parties and also to be fixed as fast as possible so that they would not keep

repeating and causing issues.

Resource monitoring is used for tracking software resources like CPU usage, memory and

disk space, to prevent resource-intensive processes, memory leaks and disk space shortages

which could be costly or break the systems or one of its services (Harness 2023). Resource

monitoring is especially important in cloud systems where running out of resources is un-

common because of automatic resource allocation, but if the used resources are subscribed
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to with a pay-per-use model then using any excess resources will incur extra costs.

Security monitoring is done to detect and alert on security vulnerabilities like malware,

phishing, unauthorized access or loose system role restrictions (Harness 2023). Security

monitoring can also be used to store and analyze security events such as DDoS attacks,

brute forced access with multiple login attempts from a single source or unauthorized ac-

cess attempts from non-admin users (Newman 2023). Security monitoring can increase the

integrity, confidentiality and availability of the system and its services and it might also be

required by the industry’s regulations like GDPR.

3.3 Displaying monitoring information

There are also a few different ways to display the monitoring data for the user or developer,

the most common being textual or graphical. Joyce et al. (March 1987) found that both

graphical and textual monitoring views should be used, since they offer more complete views

of the system together. They found that graphical displays would be best for overall system

status monitoring, as they can represent the entire system and its parts and their metrics in

different types of diagrams and graphs. These graphics are usually done in a way which

allows the user to see the system’s status easily with a glance, for example by separating the

system’s services or different parts in their own boxes and coloring them red or green based

on their status.

Joyce et al. (March 1987) explained that textual displays are better for lower-level error and

functionality monitoring and debugging. With textual displays an error or code run can be

monitored as a list of logs, which are ordered by code execution, which creates a timeline

of the run. This same idea can be familiar from stack traces, which are a very common way

to represent steps in function workflow runs. A textual trace is considered better for errors

because it is easier to follow exactly what happened in the run, in what order and what led to

the error, whereas a graphical view of the same subject could not easily make that information

as easy to understand while providing detailed information about what happened.
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3.4 Monitoring tools and existing technologies

Many monitoring tools and applications already exist that are meant for monitoring dis-

tributed systems. Several cloud providers like AWS and Microsoft Azure offer some logging

tools and services which are meant to be used together with their cloud resources, services

and infrastructure. Several private companies or open source projects also offer many dif-

ferent external tools and services for monitoring your applications or software. These tools

are usually designed to be easy to add to the target system without affecting its functionality.

In this section we will explore some of the tools and technologies that AWS offers for mon-

itoring, since the target system in this thesis is based on AWS infrastructure, services and

resources.

3.4.1 CloudWatch

CloudWatch is one of AWS’s most used monitoring tools and it allows observing and mon-

itoring the target resources, applications and infrastructure on AWS, on premise or on other

clouds (AWS 2023c). CloudWatch collects real-time logs, metrics and event data from ser-

vices and infrastructure and enables that data to be visualized and analyzed. This data can

be used to monitor the target system’s health, performance, operations or networks. Cloud-

Watch also enables setting alarms with actions for different metrics that are monitored, al-

lowing the system to react to anomalies or changes. CloudWatch includes many different

features meant for different services or resources, aiming to enable complete monitoring and

transparency for all kinds of systems.

CloudWatch also provides developers with resources to create dashboards for displaying

their monitoring information. These dashboards are highly dynamic and can be customized

with some predesigned components, or widgets, to display the monitoring data. Developers

can also create their own widgets with lambda code and HTML to fit just right for their mon-

itoring needs. CloudWatch also includes some automatically generated dashboards meant

for monitoring the system’s AWS resources split by their parent service. For example for

the target systems DynamoDB instances a dashboard is generated which includes informa-

tion like the number of errors generated by DynamoDB, the amounts of consumed read and
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write capacity on DynamoDB tables and the amount of successful and failed requests to

DynamoDB.

3.4.2 X-Ray

X-Ray is another service that AWS offers for monitoring cloud infrastructure and resources.

X-Ray enables requests to be traced as they operate inside the target system, allowing a

transparent view of the system’s actions and workflows across services and applications

(AWS 2023e). X-Ray gathers data from traced requests and responses, AWS resources,

microservices, databases and APIs with information about what happened, when and what

the outcome was. This data can then be used to analyze, optimize and find issues such as

long delays, overloading or security risks. X-Ray’s trace data can also be used to create trace

maps, which display all of the resources or applications that the traced request went through,

for example any front-end UIs, back-end REST APIs and databases. This way trace maps

create a visual representation of the target system’s workflows, which can be used to find

bottlenecks, latencies, redundancies or other issues.

3.4.3 CloudTrail

CloudTrail is another service provided by AWS for tracking what is happening in the target

cloud system, whether it is running on premise, on AWS or another cloud provider. Cloud-

Trail is used for recording and monitoring user activity and service calls as events, providing

information about who performed what actions, where they did them and when were they

done (AWS 2023b). CloudTrail mainly records three types of events: management events,

data events and insight events. Management events include information about resource man-

agement such as who created, deleted or accessed what resources and when. Data events

capture information about actions performed on data such as reading a database. Insight

events are used to bring attention to irregular activities which the admins should look in to,

like unusually high error rates or unauthorized accesses. CloudTrail also includes a Cloud-

Trail Lake which is a data lake meant for storing, accessing and analyzing CloudTrails event

data, which can be used for security audits and operational issue troubleshooting.
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3.4.4 MyApplications

AWS MyApplications is a management tool in the AWS Console meant for monitoring and

managing AWS applications costs, health, security and performance (AWS 2023d). MyAp-

plications provides a dashboard which includes separate widgets that display information

about important application metrics such as service and resource costs and usage, computa-

tion statistics about running instances, load balancing, alarms and their statuses, performance

metrics, security risks and much more. MyApplications dashboard is highly dynamic since

it is generated with Infrastructure-as-Code (IaC), which allows it to also be configured and

modified by the developers to include information they wish to monitor. MyApplications

works as a system level dashboard providing information about the developers entire AWS

infrastructure on a single dashboard.
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4 Research objectives

This chapter explains the research objectives of this thesis. Firstly the research problem

is formulated in Section 4.1 and the research strategy and methodology are explained in

Section 4.2. Next in Section 4.3 the design process for the monitoring framework is planned

and discussed. Finally the evaluation criteria for the developed solution is created in Section

4.4 that will be used to evaluate how well the developed solution works and fits the given

needs.

4.1 Research problem

The subject of this thesis is to design and develop a framework for monitoring errors in a dis-

tributed system and its services. This framework will be applied to the Akamon Dataplatform-

system and later evaluated on how well it accomplishes its goals. Akamon gave the following

need statement for the monitoring framework, translated to English from Finnish:

"We should have system monitoring at such a level that we would get an alert

if any part of Dataplatform fails. In it’s current state, for example, if writing

measurement data to the database doesn’t work, we will only know about this

when a customer reports that the measurement data has not been updated or by

chance we notice the error messages in the logs. It is important to note that

malfunctions do not necessarily only apply to updating data, but errors can also

happen in our data search interfaces."

Starting with this need statement the problem statement is constructed as follows. The

wanted functionality from the framework is to receive an alert if any part of the Dataplatform

system fails. An alert and the mention of failure means that the monitoring should be scoped

to only include reacting to failures or errors. The statement also mentions receiving these

alerts from any part of Dataplatform, which means that the framework should be able to be

applied to any of Dataplatform’s services. It is also explained that currently there is no func-

tionality for receiving alerts of errors in the different services of Dataplatform. This means

that this framework will serve as a proof of concept and an initial version of error monitoring
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in Dataplatform, instead of improving existing monitoring techniques or resources. Finally

some cases are mentioned where errors can happen, which means that the framework should

account for many different types of errors in different resources instead of focusing on a

specific error.

From these notes the following problem statements can be built:

PS1 "How would we monitor a distributed system on service level so that alarms

are activated on errors or failures in any of the system’s services and infor-

mation about the errors is provided to help solve them"

PS2 "How could we enable notifications for the systems alarms so that develop-

ers would be notified as soon as possible when an alarm activates to enable

them to address the problem quickly"

4.2 Research strategy

Design science was chosen as the research method for this thesis, since the objective is to

develop and test a framework for error monitoring in a distributed system. Design science is

used to design and develop an artefact in development cycles (Wieringa 2014). The develop-

ment cycles include two steps which are iterated over until the developed artifact satisfies the

given requirements. These steps include developing the artefact according to a development

plan and evaluating the developed artifact with the given requirements.

Hevner A. R. (2004) list different research guidelines for design science in information sys-

tems which will be considered in this research. These include the following:

• Design as an Artifact: Design science research must produce a viable artifact in the

form of a construct, a model, a method, or an instantiation.

• Problem Relevance: The objective of design science research is to develop technology-

based solutions to important and relevant business problems

• Design evaluation: The utility, quality, and efficacy of a design artifact must be rigor-

ously demonstrated via well-executed evaluation methods.

• Research contributions: Effective design science research must provide clear and
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verifiable contributions in the areas of the design artifact, design foundations, and/or

design methodologies.

• Research rigor: Design science research relies upon the application of rigorous meth-

ods in both the construction and evaluation of the design artifact.

• Design as a search process: The search for an effective artifact requires utilizing

available means to reach desired ends while satisfying laws in the problem environ-

ment.

• Communication of research: Design science research must be presented effectively

both to technology-oriented as well as management-oriented audiences.

The goal of this thesis is to develop a framework for monitoring errors in a distributed sys-

tem’s service and evaluate it by applying it to one of the target system’s services. This should

result in developing a model and method for developing the previously mentioned monitoring

per the Design as an Artifact guideline. Also applying the framework to the target systems

service can be seen as an instantiation. The Problem relevance was mentioned earlier to

be the difficulty of locating errors in a distributed system caused by the independence and

fault isolation of the system’s parts or services. The Problem relevance is also evident from

Akamon’s need statement given in Section 4.1. The Design evaluation of the framework will

be done in Chapter 6 with the evaluation criteria presented in Section 4.4 after applying the

created framework to the target Timeseries service.

The result of this thesis should be qualified as a Research contribution, since the produced

design artifact can be used for monitoring distributed systems which organizations could ap-

ply for their own systems. Research rigor should be evident from the design, application

and evaluation of the framework, where the design is created with industry standards and

qualified tools from AWS and the evaluation criteria come from the target system’s opera-

tional environment and its requirements. The guideline Design as a search process should

be fulfilled by the earlier study of the problem environment and existing monitoring tools,

as well as applying an iterative design process as explained in the next section. This thesis

and its content should also be constructed in a way that any audiences can understand its

concepts and results which should satisfy the Communication of research guideline.
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4.3 Design process

The chosen design process consists of 6 steps which are problem identification and mo-

tivation, objectives of a solution, design and development, demonstration, evaluation and

communication, as explained in the process model for design science in information systems

by Peffers et al. (2006). Based on this model a new version of the design process was created

for this thesis, which is displayed in Figure 2. This process will be followed during this

research by first identifying, explaining and motivating the research problems in Section 4.1.

The objectives of the solution are then explained through the created problem statements. In

Chapter 5 the artefact will be designed and developed, as well as demonstrated by applying

it to the target system. In Chapter 6 the framework and its application to the target system

will be evaluated with the evaluation criteria 4.4. If the evaluation criteria is not fulfilled,

a new development cycle will be started by moving to the design and development step to

further develop the artefact in the correct direction, as explained in Section 4.2. Finally once

the framework and its implementation fit the evaluation criteria, the last step will be fulfilled

by publishing the research as a masters thesis.

Figure 2. Design process for developing the framework.
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4.4 Evaluation criteria

The success and level of functionality of the created framework will be evaluated with the

requirements given by Akamon. Individual evaluation criteria can be separated to a list from

the given requirements in the following way:

EC1 The framework is able to detect runtime errors or failures.

EC2 The framework is able to activate alarms on errors or failures.

EC3 The alarms should be able to be subscribed to so that they would send notifications to

the subscribers when activating.

EC4 The frameworks alarms can be displayed in a dashboard.

EC5 The frameworks alarms contain enough information on the error to help find and solve

it in the right part of the system.

EC6 The framework can be applied to any service within Dataplatform with minimal mod-

ifications.

By evaluating the developed framework with these criteria, it can be measured how well the

framework works and what parts of it should be improved. The previous evaluation criteria

were also approved by Akamon Innovations to fit the given need statement and the goals of

the monitoring framework.

To measure the framework against the evaluation criteria, the framework will be applied to

the Timeseries service of Dataplatform. In the evaluation phase of the design science devel-

opment cycle, the framework will be applied to the chosen Timeseries service and analyzed

to see how well it works and fits the given requirements. If after the analysis there are still

some requirements that are not yet fulfilled, the development will be continued on those

parts of the framework. This development cycle is repeated until all the evaluation criteria

are fulfilled.
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5 Design and implementation

This chapter goes over designing and developing the framework for monitoring errors in a

distributed system and its services. Section 5.1 explains the design of the framework and its

monitoring components. The framework is then developed and applied to the chosen Time-

series service in the Akamon Dataplatform system in Section 5.2 which will also later be

used to evaluate the framework in Chapter 6. Since the target system is based on AWS in-

frastructure and services, the application of this framework will also be heavily AWS based.

5.1 Framework overview

Firstly all the different aspects that the framework needs to implement per the research ques-

tion and the framework’s criteria are gone through. Since the goal of the framework is to

monitor for errors, the monitoring targets need to be chosen to include any possible causes

of errors in the target service. Then alarms need to be created for these errors, which should

activate when the error metrics cross a given threshold of error counts. The alarms should

also enable automatic actions to be made when the alarm goes into an active in-alarm state.

These actions should include displaying the errors in dashboards and sending notifications

of the errors to the developers or other appropriate parties.

5.1.1 Monitoring targets

The first step in creating monitoring to a given service is to design the KPI to monitor in that

service (Telang 2023). Per the research question, the goal of this framework is to monitor

for different errors in the individual services of the target distributed system. These services

can include many different technologies, resources and external services that should be con-

sidered to be monitored to make sure the entire service is included in the monitoring and

all the services possible errors could be caught. The targets can include serverless lambda

functions, databases, REST APIs and any other software or resources that the target service

and system use for its functionalities. The targets for the monitoring and their error metrics

should be considered case-by-case depending on the service and the resource to be monitored
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and the goals of the monitoring.

Since the target service for error monitoring can include so many different technologies and

resources with all of them having many different types of errors, it is important that the

monitoring design considers as many of the different types of errors as possible. While

designing error monitoring for a system or service, it should be considered which of all the

possible errors should be monitored for since all of them might not be needed. Including all

the possible error types of the target application in the monitoring can increase the cost of

the monitoring resources unnecessarily and increase the system’s, the monitoring resource’s

and the infrastructure’s complexity. This can lead to making the monitoring dashboards

cluttered and hard to analyze, flooding the notification channels and making the monitoring

infrastructure very hard to maintain.

On top of the service’s resources, runtime logic errors or bad functionality in code could

also be considered to be included in the error monitoring. These types of errors are usually

handled in the code for example by logging an error message or throwing an exception. For

catching error log messages, the computation log stream should be a target for the monitor-

ing. It should be noted that for noticing these runtime logic or business errors, the correct

handling for these error cases should be well designed and implemented in the service when

adding the log error messages to be monitored. This means that for example only actual

errors should be logged as error messages, rather than logging non error cases as error mes-

sages. Since it is harder to notice from the individual messages whether the message is

caused by an actual error and not a normal logged message, error logging should be properly

separated from the normal log messages in some way which the monitoring tools can use to

separate their targets, for example a log level.

5.1.2 Raising alarms

After an error threshold is breached in the target service, the monitoring framework should

be able to notice it, react to it and act accordingly instead of passing it and continuing nor-

mally. This means that alarms need to be created and configured for the errors that are being

monitored. These alarms should be tied to follow the chosen monitoring targets or KPIs and
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activate and change their alarm status to an activated "IN ALARM" state when the alarm’s

configured error threshold is exceeded. These alarms should be configurable to allow them

to be only activated by the errors that they are meant for and to be activated by different types

of errors, since there can exist so many in the target service.

Another important part of activating an alarm on noticing an error is the ability to also act

on it. Depending on the type of error and resource or service that it appeared on, as well

as the contextual business logic and functionality, the actions to perform can vary a lot.

The alarms should be able to perform any types of activities on noticing an alarm to enable

the error monitoring to be more dynamic and recover correctly from the errors or perform

further actions to increase the system’s fault tolerance. The actions to perform can also be

used to develop the error monitoring further by increasing the information gathered from the

errors, performing different actions like enriching the error data with a stack trace, sending

notifications about the noticed errors to outside the system or any other actions that the

developers wish to add to the alarms to handle their errors correctly.

An important aspect to also consider is how often the alarm should activate when noticing

errors. In a software system some functions might cause single errors very rarely or a very

large amount in a short time frame, depending on how often they are run and what they

do. For example if the system performs batch data update operations on a large amount of

data points and a high number of them result in an error, it would cause the alarm to also

be activated a high number of times for basically the same problem. Especially when using

actions on alarms, activating the alarm on every error might cause an unnecessarily high

number of alarm activations and actions to be run, which could for example lead to flooding

the alarm notification channel.

This problem could be solved for example by setting a higher threshold for the number of

errors in a given time frame for those resources where the normal number of errors is high.

On the other hand, some functions or resources might be wanted to activate an alarm on a

single error, for example in critical operations which should never fail. From this analysis it

is clear that the alarm activation threshold, error criticality level and evaluation period length

for each alarm should be considered case-by-case depending on the monitored resource, its

context and functionality.
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5.1.3 Sending notifications

When an error occurs in the target service, it is very important to notice it and act on it

as fast as possible to enable it to be fixed as early as possible. This way the error would

cause minimal damage for the system and its users and organizations. With the ability to

activate alarms and perform actions on them, the damage that the error causes for the system

can be reduced and solving the error can be made easier for the developers by providing

important data about what activated the alarm. The error would still need to be investigated

and fixed by the developers so that it will not keep happening and causing issues. For this

goal, it is necessary that the developers gain knowledge of the errors and when and where

they happened. This was also one of the requirements for the error monitoring framework.

For this, notifications would need to be sent to the developers through a messaging channel

like a private issue board, a messaging platform, an email or with an SMS message. De-

pending on the developers’ choice of communication channel, the notifications should also

be configurable to fit different needs or monitoring goals of the organization. These con-

figurations could include selecting the recipients of the notifications, like a common issue

board or an email list, which developers can subscribe and unsubscribe from. It is also im-

portant to note that notifications from different alarms might want to be received by different

developers but not everyone, for example a team working on a front-end application would

not probably need to receive notifications of an alarm activating for back-end database read

operation errors. The notification feature should take this alarm specific subscription point

to consideration if the chosen notification channel is done with individual messaging rather

than a generic common notification board, where all notifications are gathered to common

shared platforms.

It should also be considered how often a single alarm should send notifications. If a noti-

fication were to be sent each time an alarm goes into an active state, it could easily flood

the error notification channel if there is an alarm which goes into alarm state many times in

a short timespan. This could lead to other notifications being hidden in this flood of alarm

notification messages and would make it harder to notice any of the notifications of other

alarms. To solve this a cooldown between notifications could be considered, so that the same

alarm does not send a big batch of notifications for the same error appearing a large amount
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of times in a small time window. This problem should be considered separately from the

alarm error threshold and evaluation period problem, since the threshold of errors in a given

time frame should be used for activating the alarm and the notification cooldown problem

should be used for how often notifications should be sent, since not every alarm activation

necessarily needs to send a notification.

5.1.4 Monitoring dashboard

It is important for monitoring software to display both textual and graphical data to achieve

a complete view of the entire target system. One way to achieve this is by implementing

a dashboard which would allow the monitoring data to be displayed with different kinds of

visual and textual components. It is important that the target systems developers carefully

choose what kinds of data they wish to view on the dashboard about their target system and

design the components to use in the dashboard according to those needs (Janes, Sillitti, and

Succi 2013). With error monitoring the data could include service or resource error alarm

statuses, metrics of errors noticed in the target service or resource, a log stream of error

messages and any further information about the errors that the targets can produce.

For graphical displays of the alarms and errors of the target service the dashboard could

include graphs and alarm status components. An alarm status component could be used to

display the target services resources alarms current status, which would make it easier to see

the status of each part of the service as well as the entire services overall status at a glance.

This could be done for example by binding the alarms to a graphical on/off component which

shows normally working components with a green light and components in error states as

red. Graph components could be used to display the number of errors over a given time

period which could be used to see how often a given error happens in the target resource.

While the status component could show the current status of each alarm, the graph compo-

nent could show the history of those alarms to get a better view of how the alarm behaves

and errors are produced over time.

To include textual data the dashboard could also either include textual components, for ex-

ample to display the target resources error logs, or components which would allow the mon-
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itoring targets logs to be accessed. This would allow the dashboard to be used to dive deeper

into the problems that are observed and help solve them by providing further information

about the events that led to the observed errors. A log stream component could also be used

to follow the logs of the monitoring targets with filtering for error messages, which would

allow errors that are logged but do not activate an alarm to be discovered. These kinds of

errors could be logical or other run time errors that are not software related or handled as

proper errors that would cause alarms to activate. A log stream component could also be

used as a tool to increase the monitoring in the service by discovering new types of errors

that were not yet monitored and alarmed for.

Any other dashboard components could also be designed and used based on the developers’

goals, users’ or customers’ requests or the KPIs that are monitored. Also, since the service

can include many different monitored resources and technologies, they might be wanted to

be displayed differently on the dashboard. Having a flexible platform or method for creating

the dashboard and its components would be important to allow as much freedom for the

monitoring as possible.

5.2 Implementing the framework

In this section monitoring tools will be designed and developed for monitoring the target

services resources error metrics, creating alarms for those metrics and adding actions such

as notifications for those alarms. In the design easily reproducible methods are wished to be

used to make it easier to apply these same monitoring tools for the target system’s other ser-

vices as per the evaluation criteria EC6. AWS tools, resources and services will be used as

much as possible since the target system is already heavily AWS based and thus the monitor-

ing could be easier to integrate to the existing platform and have fewer outside dependencies.

This would also allow the monitoring to be easily accessible in the AWS Console, where all

the other resources and services of an AWS based platform can be accessed.
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5.2.1 Metrics and alarms

By default, AWS CloudWatch provides some premade monitoring metrics for their resources

and services, which include metrics for different errors that the target can run into. Initially

error metrics for only AWS lambdas, REST APIs and DynamoDB tables were searched for

since the target Akamon Timeseries service only included these resources. For lambdas there

exists a metric for measuring the number of invocation errors, such as timeouts and excep-

tions. For REST APIs there exist error metrics for tracking different client-side errors such

as bad requests and server-side errors such as internal service errors. For DynamoDB tables

AWS has also split the error metrics into user and system errors, where user errors include

bad requests and requests to update non-existing resources, and system errors include 500

coded errors such as internal service errors. These monitored metrics should be chosen based

on what errors the monitoring is supposed to catch and from which resources or services.

CloudWatch also includes Alarm constructs that are meant for following a given metric and

reacting to the followed metric’s behaviour. These alarms can be configured with a spe-

cific threshold of the metric’s invocations and an evaluation period’s count and length. The

threshold of invocations is used to define the number of invocations that need to be breached

to cause the alarm to activate. The evaluation periods can be used to set a number of back to

back periods that exceeded the metrics threshold to activate the alarm and the length of those

periods. The alarm also takes in a comparison operator to be used for determining the alarms

activation based on the number of invocations and the invocation threshold, for example by

comparing if the number of invocations in the given evaluation period is larger than the set

invocation threshold in which case the alarm would be activated. AWS CloudWatch Alarms

also allow certain actions to be attached to them which will be invoked when the alarm

changes to an activated state. These actions can be used for example to run lambda functions

or send default alarm notifications with the AWS Simple Notification Service (SNS).

The premade error metrics were first tested by creating three test functions with AWS lamb-

das and adding the invocation error metrics and simple CloudWatch Alarms for each of them.

The three different lambdas were supposed to cause errors in different ways to see how well

the metrics and their alarms worked and what data they provided about the alarm state. The

first lambda was configured to throw an error in code, which resulted in the error metric
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counting one error and the corresponding alarm being triggered. The second lambda was

configured to sleep for 10 seconds while the lambda’s timeout value was set to 5 seconds to

simulate a lambda timing out. This also caused the error invocation metric to count one error

and the correct alarm was activated. The third lambda only had a simple case of logging

an error message, which did not cause the invocation error metric to count an error and that

metrics alarm did not activate. This meant that catching errors in code such as logic errors

would need to be monitored in a different way by analyzing the log stream.

CloudWath also allows creating custom metrics for different datapoints or KPIs. One of

these metrics is a MetricFilter construct, which is a metric created for reading and filtering

the given resources or services logstream with a specified filter pattern. This MetricFilter

construct was used for monitoring the target services resources log streams with a filter

pattern that would search for matches of logs which included the text "Error". This meant

that any runtime error cases would need to be logged with a message that would include the

word "Error" and this would cause the MetricFilter to count one invocation. An alarm was

also created for this metric like all the other error metrics of the framework, which would

allow the same activations and actions to be applied for this metric. The MetricFilter worked

on the error logging test function correctly by counting one error invocation when the error

message was written on the lambdas log stream and the corresponding alarm was activated.

CloudWatch also includes a construct called composite alarms, which are in essence parent

alarms for following the given child alarms states. This means that they can bind multiple

alarms into one and by comparing the child alarms states to the given alarm rule they can

determine their own alarm state. These kinds of composite alarms were used for all of the

resources mentioned before to bind all of the alarms of a single resource under one composite

alarm with an alarm rule "Any Of". This meant that if any of the composite alarm’s child

alarms were activated, the parent composite alarm was also activated. These composite

alarms could enable each resource’s overall error status to be easily monitored with a single

alarm. This could be useful for example in a dashboard with alarm status components so

that the components could be created for each resource rather than each resources alarms

and notifications could be subscribed for by entire resources rather than needing to subscribe

every alarm of a single resource.
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5.2.2 Monitoring the target service

When applying the error monitoring framework to the target Timeseries service, all of the

services monitoring targets were firstly recognized and the error metrics and their alarms

were created for each target. The created monitoring resources also mention dashboard

widgets, which are dashboard components meant for viewing the monitoring data. These

will be further explained in the next subsection.

For lambda functions the default invocation errors metric was used with the metric calculat-

ing the sum of error invocations in one-minute periods. Then an alarm was created for the

default invocation error metric with an invocation threshold of one and a comparison oper-

ator of "GREATER THAN OR EQUAL TO THRESHOLD" which meant that even one error

would cause the alarm to activate. The alarm’s evaluation period’s length was also set to one

minute from the default value of 5 minutes. For the lambda functions logs a MetricFilter

with a filter pattern of "Error" was also created with a corresponding alarm to notice any

errors in the logs. This alarm had the same configuration as the one created for the default

error invocation metrics alarm. The error metrics, alarms and dashboard widgets that were

created for the lambda resources can be seen on a model in Figure 3.

Figure 3. Model for creating error monitoring for an AWS lambda resource.

For monitoring the target services REST APIs both the user error metric and the server error

metric were used to achieve maximum error coverage. Since the REST API construct itself
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does not include any custom logging but rather only the resources default logs, it was decided

that a log MetricFilter was not needed for this resource since any errors would already be

caught by the error metrics and filtering in the logs would not help catch any extra errors. For

the REST APIs alarms the same configuration was used of having the error threshold at one

instance and the evaluation period at one minute to activate the alarms as early as possible on

single errors. The REST APIs entire monitoring model can be seen on Figure 4. It includes

the created error metrics, their alarms and the dashboard widgets created for the alarms.

Figure 4. Model for creating error monitoring for an AWS REST API resource.

For monitoring the target services DynamoDB tables it was wanted again to include all

the possible errors that the resource could produce, which meant that the default user error

metrics and the system error metrics were used. The system errors metric also needed to be

configured for specific database operations and one metric had a maximum capacity of 10

operations per metric. This meant that all of the operations could not fit into one metric, so

the operations were split into two metrics. The first metric included all of the different read

operations and the second metric included all of the create, update and delete operations.

This was thought to be the best course since it allowed all of the operations to be monitored

for errors while also keeping the amount of metrics and alarms as small as possible. If each

operation type had its own metric, then all of them would also need an alarm to be created

for them, which would easily clutter the monitoring infrastructure and could increase the

monitoring costs unnecessarily. A model for monitoring errors in DynamoDB tables can be

seen on Figure 5 with the resourcers error metrics, alarms and dashboard widgets.
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Figure 5. Model for creating error monitoring for an AWS DynamoDB table resource.

5.2.3 Dashboard

For viewing the target service’s error metrics and their alarms a dashboard could be used,

since it can make important data easily accessible and readable. For this feature AWS Cloud-

Watch includes a Dashboard construct which can be used for creating monitoring dashboards

with configurable widgets for displaying the monitoring data. While AWS provides some

premade service specific dashboards for monitoring your cloud resources like S3 databases

or EC containers, it also allows the developers to completely build their own custom dash-

boards for their data and monitoring needs.

For the dashboards CloudWatch offers different widgets for displaying the monitoring data

such as graphs, gauges, status indicators, charts, different tables and number displays. Cloud-

Watch also allows the developers to add pictures and text to the dashboard with Markdown

and create custom widgets for the dashboard with lambda functions that take in the monitor-

ing data and output the custom widget code. For the Timeseries service’s error monitoring

dashboard the data was focused on error metrics and alarms and their statuses. For display-

ing this data, the AlarmStatusWidget, LogQueryWidget and AlarmWidget were chosen to be

used.

The AlarmStatusWidget is used to display a given alarm’s status with colors and icons as well

as the alarm’s name. The widget turns red with an exclamation mark when the target alarm

goes to an activated "IN ALARM" state, to green with a check mark icon for an "OK" state
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and grey for a "NO DATA" state. This allows the target alarm’s state to be determined on a

glance value. The widget can also be opened to see information about the alarm such as its

description info, the alarms state change reason to see what caused the alarm to activate and

a link to the alarm’s resource page which includes even more information about the alarm

like its state history.

In the Timeseries service’s error monitoring dashboard an AlarmStatusWidget was created

for all of the service’s resources composite alarms. By adding the widget only for the com-

posite alarms, it would show the overall alarm state of each of the resources of the service

while keeping the number of widgets to a minimum to not clutter the dashboard. The alarm

that caused the composite alarm to activate can be seen in the composite alarm’s resource

page, which can be accessed through the widget. An example of the AlarmStatusWidgets on

the dashboard can be seen in Figure 6, where a DynamoDB resource "EntityTable" and

the lambda function "IloDataUpdateFn" have encountered errors and changed to an "IN

ALARM" state. The rest of the resources’ alarm statuses are in "OK" state meaning that

they have not encountered errors during the last evaluation period.

Figure 6. The AlarmStatusWidget displaying the status of each composite alarm of all the

resources in the target service.

The LogQueryWidget is used for scanning and displaying the target logs as a table with a log

message on each row. The data displayed of each log as well as selecting which messages

are shown is configured with an SQL-like query string, which filters the given logs and

then chooses which fields of the logs to show on the table. The log groups given to the

LogQueryWidget in the Timeseries service’s error monitoring were all of the log groups of

the Timeseries service’s lambdas. The query string used for filtering and selecting shown log

message data on the widget was:
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fields @timestamp, @log, @message, @logStream, level

sort @timestamp desc

filter @message like /Error/ or level like /ERROR/

limit 20

The query filter string specifies that the LogQueryWidget should display the fields timestamp,

log, message, logStream and level of a single log message on the columns of the widget’s

table view. The query filter also sorts the logs by their timestamp to be descending so that the

latest log is at the top. The query filter string also filters the given logs to only show logs that

include the word "Error" in their message or logs which have their log level set to "ERROR".

The query filter also limits the logs to 20 to not take up too much space of the dashboard.

The timestamp field displays the time when the log was created, the message field is the logs

message, the logStream field includes a reference to the log stream where the log belongs

and the level field is used by AWS tools to split logs to different levels for different handling.

The logStream field can be used to navigate to the message in its log stream where other

logs of the same run can be seen to figure out the context of what happened before the error

message was logged. An example of the widget can be seen in Figure 7, which is split into

two parts to fit the page.

The AlarmWidget is a widget for displaying the target alarms activation history with the

alarm’s metric counts and the activation threshold. While the AlarmStatusWidget only shows

the alarm’s current status, the AlarmWidget can be used to see the history of the alarm’s status

activations. The graph can also be used to monitor the alarm’s metrics values, for example if

the error metrics are consistently near the alarm activation threshold but never cross it, those

errors should be studied and fixed even though they are not activating alarms or displayed in

an error state in the AlarmStatusWidget.

An example of the AlarmWidget can be seen in Figure 8. In the example figure it can be seen

that there was one caught error at 15:50 UTC time in the "IloDataUpdateFn" lambda’s logs

and before that there were no errors for about 3 hours. After the one error count there were

no errors for 10 minutes, so the alarm changed back to an "OK" state. The error threshold

can also be seen at the top as the red line at 1 count, meaning that even one error causes the

associated alarm to activate. If the error count would be higher than the threshold, the graph
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Figure 7. LogQueryWidget displaying error logs of the target services resources.

would show the error count which is also useful to see how many errors are happening in the

target during each evaluation period.

5.2.4 Alarm notifications

One of the framework’s requirements was the need for sending notifications of alarm acti-

vations to given subscribers with information about the activated alarms. The first solution

designed for this was to use AWS CloudWatch alarm actions with the AWS Simple Notifi-

cation Service (SNS), which is a service used for sending messages through different com-

munication channels to the configured receivers. With SNS an alarm activation topic could

be created and an action of sending a notification email to that topic could then be added to

the created alarms. This SNS topic could be subscribed by all the parties that wish to receive

notifications of that alarm activating.

With this solution the alarm notification topics should also be designed to allow individuals

to only subscribe for some of the alarms but not all of them, since everyone might not need
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Figure 8. AlarmWidget displaying the error metrics, threshold and activations of the target

alarm.

to be notified of every alarm’s activation. If the chosen notification channel is a single Teams

channel which would display notifications of all of the system’s or services’ alarms, a single

SNS topic would be enough and all the alarms would send notifications to that topic. How-

ever if the alarm notifications are wanted to be able to be subscribed by resource, individually

or some other grouping, a new SNS topic would need to be created for each of them to be

subscribed by the correct receivers so others would not be needlessly notified. One thing to

note with this approach is that it could lead to a very high number of SNS topics and a lot of

complexity with managing subscriptions for each topic.

The default alarm activation notification email from SNS includes information about the ac-

tivated alarm such as the alarm’s name, description, state change data including the previous

and current states, the reason of the state change, timestamp of when the alarm was acti-

vated, which account the alarm exists on and the alarm’s ARN (Amazon Resource Name)

which can be used to access the alarm from the AWS Management console or through the

CloudWatch API. The notifications also include information about the metric that the alarm

is tied to, including the metric’s name and namespace, data point or KPI dimensions, evalua-

tion period length, the set evaluation statistic and data unit name. The notification email also

includes a link to access the activated alarm in the AWS Management console and another
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link for unsubscribing from the notifications SNS topic.

Another way to send alarm activation notification emails would be to use the AWS Simple

Email Service (SES). It is a cloud-based email service provider for high value email automa-

tion that is easy to integrate to different applications or AWS services and resources. It can

be used to send customized emails from an authenticated user to chosen recipients. Using

SES for sending alarm activation notifications instead of using the alarm actions with SNS

would allow the notification emails content to be more customizable to fit the organization’s

needs. SES would also allow using email addresses as recipients which would avoid the

added complexity of managing many different SNS topics and their subscribers.

It is important to note that SES requires the users to create email identities for sending emails

and these identities need to verified by AWS if they are wanted to be used in non-sandbox

environments. SES also includes some restrictions for sending emails like a daily send limit

and measurements for bounces and complaints. Exceeding the bounce or complaint limits

can cause your email identities to be restricted from sending emails for a while. These mea-

surements and limits should be continually considered and monitored when sending alarm

notification emails with SES.

Akamons Dataplatform also includes a Message service with the functionality to send emails

with external email software which was considered to be used for the alarm notifications, but

since the Message service is part of the system to monitor it could also include errors that

should be monitored. If an error would occur in the Message service it could lead to the

service not sending any alarm activation notifications, which could lead to errors happening

with no notifications being sent about them. For this reason, it was thought that directly

using an AWS service like SES would be safer since the errors there would be handled by

AWS and they would notify their customers and users of services being down, which the

developers could react to then by for example monitoring the system for errors another way.

To send notification emails with SES some handler such as a lambda function would need

to be created which would handle using SES to send the notifications. When using SES

for sending notification emails for activated alarms, the function that would send the noti-

fications would need to trigger reactively when alarms change to active states. This could
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be done by either running the notification function as an alarm action similarly to the SNS

notifications or the function could be triggered by alarm activation events sent to the AWS

EventBridge. By default, CloudWatch publishes alarm activation events for every activated

alarm to AWS EventBridge’s default event bus, which the notification function would listen

to. The default alarm activation event contains information about the activated alarm such

as the alarm’s name, its tracked metrics, a timestamp of the activation, reason for activation

and information about the resource which activated the alarm.

For sending alarm notification emails, the SES email notifications were chosen. They al-

lowed the most customizability for the email’s content and future development, and easier

subscription management by not needing to create and subscribe individual SNS topics. The

trigger for the notification handler was chosen to be the default alarm activation event from

the AWS Eventbridge’s default event bus rather than using alarm actions, since the alarm

activation events would already include lots of useful information about the alarm and its

targets without the need to fetch that data from CloudWatch with extra queries. The event

triggered notification function would also fit in well with the rest of the Dataplatform system

because of its event-based design as well as allow future development so that other sources

could also publish events for the notification handler if needed.

The created alarm notification handler includes a simple serverless lambda function which

would receive a CloudWatch alarm state change event as input from the system’s default

event bus and send a notification email with SES with information about the activated alarm

to the correct subscribers. In the notification handler’s construct code the default event bus

was added as an event source so that its events could be caught and a rule was created to

filter the events that should be handled by the notification handler. The created rule included

checking that the event’s source is "aws/cloudwatch", which is the default source for the

alarm state change events, the detail type of the event is "CloudWatch Alarm State Change"

and the event’s details included that the event’s current state was "ALARM", so that only

alarms changing to an active state would activate the notification handler and not for example

alarms changing from an "ALARM" to an "OK" state.

The alarms were chosen to be subscribed individually to allow the most preciseness in receiv-

ing notifications. For this the subscriptions for the alarm activation notifications are handled
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with a JSON file including a list of subscriptions with each subscription including the target

alarm’s name and the email addresses which should receive notifications when that alarm

activates. After an alarm activates and the alarm’s state change event causes the notification

handler to run, the subscriptions are scanned to find the email addresses that are subscribed

to that alarm’s notifications. These email addresses are then added as receivers to the SES

email request along with the other data of the email’s content. As future development the

handling of alarm activation subscriptions could be changed to saving them in a database

instead of the JSON file, which would make them easier to manage. The subscriptions’ data

model could also be changed to include either the target alarm’s resource name, service or

some other way of grouping if the alarms would be wanted to be subscribed by those instead.

The alarm activation notification email’s body is created with the alarm state change event’s

data, which includes information about the activated alarm and its metrics. The email body

is constructed with HTML and it includes the activated alarm’s name, its metric’s names,

namespaces and dimensions, the alarm activation reason, timestamp of the alarm’s activation

and the region and account that the alarm exists on. Depending on the developing organiza-

tion’s needs this data could also be enriched with any other data they wish to view on their

notification emails. These could include for example a link to the activated alarm, its target

resource or service in the AWS Management console or to some monitoring interface such

as a dashboard. These could be used to access the alarm and its target resource to see more

information about what caused the error and could help with fixing the problem faster.

The notification handler’s architecture can be seen in Figure 9 and its functionality can be

seen on a sequence diagram in Figure 10.
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Figure 9. Architecture diagram of the notification handler’s infrastructure.

Figure 10. Sequence diagram of the notification handler’s functionality.
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6 Evaluation of the framework

In this chapter the created framework of error monitoring in a cloud based distributed system

is evaluated based on the evaluation criteria mentioned in Section 4.4. Firstly the frame-

work’s application to the target Dataplatform system is evaluated in Section 6.1 to determine

how well it works and what its results are. Then the framework and its application to the

Dataplatform Timeseries service are measured against the given requirements and evaluation

criteria in Section 6.2 to see how well the framework fits its given purpose and goals. Finally

some future development cases are examined in Section 6.3 for improving or extending the

frameworks functionality.

6.1 Framework operation

After the monitoring framework was applied to the target Timeseries service of Akamon

Dataplatform its functionality was tested by causing different errors that should be caught by

the error metrics and alarms. The tests were done by sending test events or requests to the

target service. The errors were expected to be caught by the measured error metrics in each

resource, activate the correct alarms for those metrics, send notifications about the alarm

activations and display the error data on the service’s dashboard.

6.1.1 Lambda errors and alarms

For testing the invocation error metrics in lambda resources, an empty event was sent to those

handlers. This empty event would be qualified as an improper input that could not be handled

by the target lambda, which correctly counted one instance of the invocation error metric.

This test correctly activated the lambda invocation error metric alarm as well as the lambda’s

composite alarm. The correct lambda resource’s composite alarm’s AlarmStatusWidget wid-

get also showed the alarm as activated on the service’s dashboard. The AlarmWidget widget

for the lambda invocation errors alarm also showed one instance of errors at the alarm’s

threshold correctly.

For testing the lambda resources error log filter metric an invocation of the target lambda
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was activated which produced a log message including the word "Error" to the lambda’s

log stream. This caused the correct error log filter alarm to activate and that alarm’s parent

composite alarm was also activated. This caused that resource’s AlarmStatusWidget widget

to show as activated and the error log filter metric’s AlarmWidget graph also showed one

invocation of the error log filter metric at the correct time at the alarm’s threshold level.

Additionally the LogQueryWidget widget displayed the correct error log on the top row of

the widget’s table with information about the log’s source, time, a link to the log stream

which the log belongs to and the log’s entire message.

The lambda error alarms were also noticed to be activated by a handler which included faulty

code that caused its invocations to try running and fail to compile the handler’s code. This

activated the lambda’s error log filter metric and alarm, but not the invocation alarm. The

compile failure was also shown on the LogQueryWidget and the resource’s composite alarm’s

activation was shown on the composite alarm’s AlarmStatusWidget. The resource’s log errors

AlarmWidget graph also counted the failed compilations as error metrics because the failed

compilation produced an error message. This proved that the error log filter metric and alarm

could also be used to catch code compilation errors on code runs, which the invocation metric

did not catch.

6.1.2 DynamoDB errors and alarms

The DynamoDB user errors metric and alarm were tested by sending a faulty query to the

default DynamoDB API. The query was a GetItem operation with a request body that in-

cluded a resource target key, or the key of the item to fetch, that did not exist in the target

table’s model. This caused an error response with the message "The provided key element

does not match the schema", which is one of the errors that users can make with DynamoDB

requests and an error that the user errors metric should catch. This error was correctly caught

by the created metrics and its alarm and the alarm’s parent composite alarm were correctly

activated. The composite alarm also showed as active on the dashboard AlarmStatusWidget

and the alarm’s AlarmWidget graph showed one instance of the error at the alarm’s threshold.

The other metrics for DynamoDB could not be tested, since they were errors meant to mea-
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sure internal service errors split into read and write operations. Since internal service opera-

tions are handled by AWS, errors in them like a service outage could not be reproduced for

testing this framework. However, these metrics and alarms were deemed to also work, since

the other metrics and alarms worked according to the AWS documentation and the same

documentation stated these ones to work similarly.

6.1.3 REST API errors and alarms

The REST API error metrics and alarms were tested by sending a test request to the API to

trigger a user side error also known as a 4XX error. The test query that was used included

the target service’s and API’s default query path with no specific resource, which should

result in a "NotFound" error. According to the AWS documentation this should be one of

the types of errors that the REST API user errors metric should track and after testing it the

created metric correctly counted one instance of bad request. The test request also correctly

activated the REST API user errors metric’s alarm and the resource’s composite alarm. This

could be seen on the service’s dashboard since the REST API’s AlarmStatusWidget turned

to an activated state indicating an alarm activating, as well as the error instances breaching

the alarm threshold on the alarm’s AlarmWidget graph.

Similarly to the DynamoDB server-side metrics the server-side metrics of the REST API

could not be tested, since they measure internal service errors. Since those kinds of errors

are handled by AWS, again it was deemed okay to trust the AWS documentation that those

internal service errors would be caught by the server-side error metrics and activate the cor-

rect alarms and send notifications about them.

6.1.4 Subscribing and sending notifications

The notification handler was tested with the same test cases that were used to activate the

different resource’s alarms. After each of them activated an alarm, the notification handler

was activated and sent a notification to the subscribers listed in the subscription file. The

notification handler was able to listen to the AWS EventBridge’s default event bus and with

a rule for catching alarm state change events with a detail of the alarm being in an active
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state, the notification handler was activated correctly. This handler received the alarm state

change event as input and that information was used to construct the notification email. The

notifications were sent for all of the test cases and their individual metric’s alarms but not the

composite alarms like they were configured to.

The notification email’s subscriptions were handled with a local JSON file, where alarms

could be subscribed and unsubscribed by adding an entry with the receiver’s email address

and the target alarm’s name. The handler correctly sent notifications about different alarms

activating to the correct subscribing email addresses as set in the subscriptions file. The sent

notification included the activated alarm’s name, the resource’s name which activated the

alarm, the alarm’s tracked metrics and their namespace, the reason for the alarm activation,

time of activation and the region and AWS account where the alarm exists.

Some things to note with the notification handler are that the delay of sending the notification

emails is the same as the evaluation period that was set for the alarm. Since the notification

handler only activated on alarm activations and not just on the error metric’s invocations, the

alarm would only activate once its evaluation period was passed. In this case the notifications

might be sent later than expected if the error happened at the start of a long evaluation period.

This should be noted when determining the alarm’s evaluation period.

Also, if a composite alarm and the composite alarm’s child alarms notifications were all sub-

scribed, activating one of the child alarms would also activate its parent composite alarm and

both of these activations would send an alarm notification. This could be seen as receiving

two notifications about a single alarm or error. This might be considered as too many no-

tifications for a single error so either the composite alarms or their child alarms should be

subscribed, but not both.

A problem was also noticed when trying to activate the alarms with faulty test events when

the service used a Dead Letter Queue (DLQ) for retrying processing failed events. The

failed handler’s alarms correctly entered an active state and sent alarm notifications, but

also the automatic retry handling of the same event would activate the alarm and send a

notification. This could be seen as sending multiple alarms for the same error, which caused

some unnecessary flooding of the notification’s communication channel.
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6.2 Requirements analysis

In this section the created framework and its application to the target Timeseries service are

measured against the requirement criteria from Section 4.4.

6.2.1 Detecting errors

The framework allowed many different kinds of errors to be monitored and detected in the

target service. By using AWS’s own tools for monitoring errors in the resources and services

that they offer, the monitoring of those resources was easy to take up and add to the existing

system. Each of the resources that error monitoring was added to included many different

types of metrics to monitor, including many different error metrics. For this framework all

of these error metrics were added to be monitored since the requirements specified that the

framework should be able to catch as many different types of errors as possible per evaluation

criteria EC1.

The resources to monitor were chosen to be all of the different resources and services that

the target Timeseries service included, which were lambda functions, REST APIs and Dy-

namoDB tables. The lambda functions could be monitored for different invocation errors like

code exceptions and timeouts. The lambdas log groups were also filtered to notice any log

messages indicating an error. The REST APIs were monitored for user side 4XX errors and

server-side 5XX errors, including errors like bad requests and internal service errors. The

DynamoDB tables could also be monitored for user and server-side errors, where server-side

errors were split to two different metrics as read and write operations. These metrics allowed

the framework to monitor and detect many different kinds of errors to cover as much as

possible of the resource’s possible errors.

6.2.2 Activating alarms on errors

Using AWS CloudWatch alarms for the error metrics of the different resources and services

of the Timeseries service worked well and the alarms were always correctly activated after

noticing an error. The alarms were also noted to being highly configurable by being able to

set the alarm’s error count threshold, evaluation period’s length and the comparison operator
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for the followed error metric. This allowed the alarms to fit many different monitoring sce-

narios where a single error should not activate an alarm but rather a certain amount of errors

in a given time window. This fulfils evaluation criteria EC2.

AWS also offered a useful alarm construct for bundling a given resource’s alarms together

with CompositeAlarms, which could be configured to activate when some or any of their

child alarms activated. This allowed the target service’s resource’s alarms to be bundled

together to allow them to be monitored as a group by their resource instance. Any errors

occurring in this resource group would activate the composite alarm for that resource instance

and indicate clearly where the error happened. This feature could also be used to tie alarms

together by some other common aspect such as same business context or handler.

6.2.3 Subscribing and sending alarm notifications

This framework explored a few different ways for managing alarm notifications and their

subscriptions. Firstly the AWS SNS service was considered, which had the built-in func-

tionality for creating the alarm activation notification emails when added to the target alarms

as an alarm action. The SNS service however required individual SNS topics to be created

for configuring the receivers for each notification. This would be a simple solution for cases

where there would only be a few parties to notify for the alarms, since it would keep the

amount of SNS topics low which would make it easier to manage the subscribers for those

topics and these same topics could be set for all alarms. However, if the alarms or com-

posite alarms would want to be subscribed individually, each of them would need their own

SNS topic, which could lead to a very high number of topics and managing them and their

subscriptions could become very laborious.

Another solution that was explored was using the Akamon Dataplatform system’s Message

service for sending notifications for the alarms. The Message service could be used to send

customized emails to the given subscribers after alarms were activated. This solution was

however decided against since the used Message service was a part of the system to be

monitored. This introduced a possible risk of the Message service including an error that

caused it to not work for sending the notifications. This would result in errors occurring
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in the system which would not send notifications because of the problems in the Message

service. The problems in the Message service could also not send notifications, so noticing

them would be difficult.

The last explored solution was to send the notifications with AWS SES by creating a lambda

function that would activate either on the alarm actions or with the AWS EventBridge’s

default alarm state change events. This lambda could then be used to construct a custom no-

tification about the activated alarm and to send that notification to the configured recipients.

This solution offered a lot of freedom when it came to the notifications content, activation

methods where other sources could also publish an event to run the lambda or run it some

other way, and notification channels that could be used to deliver the notifications.

While in this framework’s application AWS SES was used, an external email provider or

other software like a message to the organizations chosen communication software like Mi-

crosoft Teams could also be added to the handler. Subscriptions could be designed to be

managed in many different ways including a table in a database or a local configuration file,

which should fulfil evaluation criteria EC3. This way of sending the notifications with SES

was considered to be safer since errors in SES would be handled by AWS. However it is

worth considering to also monitor the notification handler for errors. If any errors would

occur in the notification handler function, they could prevent any notifications from being

sent which makes it a critical part of the alarm notifications functionality.

6.2.4 Alarm dashboard

The created framework allowed a service level dashboard to be created for the target Time-

series service which could be accessed and viewed in the AWS Management console. The

dashboard included components to display the statuses of each of the services resources

alarms, a component to display any error logs that the services resources would produce and

graph components to see the activation history of each of the services alarms. The alarm

status components and the alarm history graph components could be opened to view more

information about them and a link to access that alarm in the alarm details page.

The dashboard and its components were tested by activating different alarms with test events
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and requests in the target service and they seemed to work correctly for all the tracked errors.

The alarm status components could be used to see in real time which alarms were activated

and when because they turned to an activate state with a red color when the alarm noticed an

error. The log filter component also worked well with displaying any error logs that the target

resources produced as well as providing a link to access those logs log streams for further

investigation. The graph components also correctly showed the recent history of the alarm’s

activations with the metrics and error threshold of that alarm to display how it behaves over

time. This dashboard, its widgets and the extra information that they provided about the error

metrics and alarms satisfy the criteria EC4 and contribute to the EC5 criteria.

6.2.5 Notification information

The created alarm notifications were required to be sent on alarm activations to the given

subscribers and to include information about the activated alarms to help solve them in the

right part of the system. The notification handler was tested by subscribing to some of the

alarms from the target Timeseries service and activating them. The handler correctly sent

out the notification emails for the right subscribers on each of the test cases and all of them

included the data that was configured for the notification email bodies.

The notification emails included data about the activated alarm’s name, the alarmed re-

source’s name, which also included the service’s name, the metric’s name and namespace

that produced the error, the reason for the alarm’s activation, time of activation and the re-

gion and AWS account where the monitored resource exists. These should provide enough

information for the subscriber to gain a clear understanding of what caused the alarm to acti-

vate, when it happened and where to look for more information to fix the cause of the errors.

This satisfies evaluation criteria EC5.

6.2.6 Ease of import to other services

The frameworks error metrics and their corresponding alarms were created as IAC with the

AWS CDK, since the target system is also built with it. This meant that the code for the

monitoring could easily be added to the target services CDK code and integrated into the
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existing system and its resources, since the CDK code constructs are designed to be very

compatible. The error monitoring dashboard and its alarm widgets were also created with

CDK code and added to the target service. The CDK code could also be version controlled

with the rest of the services code.

After the initial version of the framework was deemed to work correctly in the target ser-

vice’s CDK code, it was imported to Akamons CDK code library, where it was exported

as a construct class that included individual methods for monitoring specific AWS resource.

These methods would create all the correct error metrics and their alarms for the target re-

source and add them to the target service’s infrastructure. The construct class also created

a dashboard and alarm widgets for the service based on the resources that the class handled

and the errors and metrics it created for those resources. With this solution adding the error

monitoring to any of the target system’s services would be very easy, since it would only re-

quire the monitoring construct class to be added to the service’s CDK code and the resource

monitoring methods to be called with each of the resources that the service uses. The func-

tionality of creating the correct metrics, alarms, dashboards and widgets would be hidden

inside the imported class. This way the framework also fulfils evaluation criteria EC6.

6.3 Future development

The framework developed in this thesis seemed to work well as a first version of a distributed

systems services monitoring tool. It handled all the requirements set for it, but it also includes

room for improvement. This section is focused on discussing these improvement topics.

One of the most important future development cases for the framework is to add more re-

sources as its monitoring targets. Since AWS offers so many different resources which can

be used in the target system or service, the monitoring should also be able to monitor all of

these resources. In its current form this framework can only monitor for errors in lambda

functions, DynamoDB tables and REST APIs. This is quite a small selection of AWS re-

sources, though all of these are very common and highly used. The framework should be

developed further by selecting a new service from the target system to be monitored, check

which resources it includes that should be monitored and if any of the resources are not yet
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supported by the framework support for those resources should be added to it. Then once the

monitoring framework includes functionality for monitoring all of the services resources, it

could be added to the target service. This would ensure that monitoring is only added for the

required resources, while also making sure that all of the systems services and their resources

would be monitored and that the framework is easy to apply to a new service.

Another part of the framework that includes a lot of room for future development is the notifi-

cation handler. The notification email’s body was left very simple in this thesis, only provid-

ing the most necessary information about the activated alarm with some simple styling with

HTML. This notification email could be further developed in various ways like enriching the

emails data. Some further data about the activated alarm could be fetched from CloudWatch

and added to the email to improve its ability for tracing the alarms errors and their causes,

for example the target resources log stream or X-ray trace. The notification email could also

include links, for example to the correct services error monitoring dashboard, the activated

alarm’s details page or an external monitoring site if needed.

Since the notification handler was implemented with running a simple lambda, it should

be very free to be developed in any way the organization sees best fit for their system and

monitoring goals. The notification method could also be easily changed from SES if the

organization wished to receive notifications another way. Some new features to the notifi-

cation handler could also include notifying third parties like customers if a monitoring plan

was made for them to also receive notifications of services producing errors. Alarm activa-

tion information could also be saved for creating system availability reports or fault tolerance

reports.

The notification subscriptions are also very simple in this initial version of the monitoring

framework. Instead of handling them in a local JSON file where any modifications require a

new deployment of the code, their usability and management should be improved by allow-

ing easier ways to subscribe and unsubscribe the different alarm notifications. This could

for example be achieved by saving and managing the subscriptions in a database like Dy-

namoDB. This would also allow different subscription models to be enabled by allowing

alarm, service or resource specific subscriptions. A UI could also be added to make it easier

for the users to manage their alarm subscriptions. This would be particularly beneficial for
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non-technical users such as product owners or client representatives.
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7 Summary

One of the core concepts of distributed systems is the ability to encapsulate functionality

within small services that through mutual communication can achieve a singular system.

This includes many benefits like reduced dependencies between modules or services, higher

system fault tolerance and resistance and architectural flexibility. Since the systems services

are independent units meant to only handle their own internal functions and communicate to

the rest of the system by lightweight requests, all of the services possible errors would also

be encapsulated inside that service so that they would not affect the rest of the system. While

this would increase the systems resilience and allow the systems overall status to remain

healthy even if some of its services were failing on errors, hiding the services errors from the

system can also result in them being too hidden so that they are not noticed and thus also not

fixed.

In this thesis this problem of distributed systems’ services hiding their internal errors from

the rest of the system was studied and a solution to noticing and bringing these errors to the

developers’ knowledge was designed. Several requirements were created for this solution

including noticing as many of the services errors as possible, creating alarms to activate when

those errors happen, including information about the noticed errors to allow the errors to be

fixed, sending notifications of activated alarms and making the solution easy to apply to other

services of the system as well. The designed solution was applied to Akamon Innovations’

Dataplatform system where it was also tested and evaluated.

The designed solution was an error monitoring framework, which would create metrics for

tracking errors produced by the target service’s different resources. The framework would

also create different alarms for following these metrics and if the target metric exceeded the

alarm’s error count threshold, the alarm would activate. The framework also created an error

monitoring dashboard for the target service, where different widgets were added to display

the error metrics’ and alarms’ data to enable them to be monitored to solve the service’s

errors. A notification handler was also created for the target system, which would run on

alarm state change events from activated alarms. This notification handler would create an

alarm notification email with the activated alarm’s data and send it to the correct subscribers
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who wish to know when those alarms activate.

The created framework worked well when it was tested in the Timeseries service of Dataplat-

form. Its first version could monitor several AWS resources for errors, including lambdas,

REST APIs and DynamoDB tables. After causing test errors in these resources the resources’

error metrics counted the invocations correctly and the alarms activated as they were sup-

posed to, which could also be viewed on the services error monitoring dashboard. Different

alarm activations could also be subscribed to in the notification handler which would then

correctly send out notifications when the subscribed alarms would activate. The monitoring

resources were also bundled together as an AWS CDK construct, which allowed them to be

imported and used in other services of the system very easily, since all of Dataplatform’s

services are constructed with CDK code.

Overall, this framework seemed to solve the problem of services encapsulating and hid-

ing their errors from the rest of the system by bringing them to the developers’ knowledge

through different alarms, notifications and visual monitoring dashboards. It also fulfilled

all of the requirements set for it pretty well. Future development for this framework could

include adding support for monitoring other types of resources, creating a more dynamic

subscription method for the alarm notifications, enriching the notification’s data about the

activated alarm and providing support for custom widgets on the dashboards.
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