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Abstract
This article focuses on rater severity and consistency and their relation to major changes in the 
rating system in a high-stakes testing context. The study is based on longitudinal data collected 
from 2009 to 2019 from the second language (L2) Finnishspeaking subtest in the National 
Certificates of Language Proficiency in Finland. We investigated whether rater severity and 
consistency changed over that period and whether the changes could be explained by major 
changes in the rating system, such as the change of lead examiner, the modus of rating and training 
(on-site or remote), and the composition of the rater group. The data consisted of 45 rating 
sessions with 104 raters and 59,899 examinees and were analysed using the Many-Facets Rasch 
model and generalized linear mixed models. The analyses indicated that raters as a group became 
somewhat more lenient over time. In addition, the results showed that the rater community and 
its practices, the lead examiners, and the modus of rating and training can influence the rating 
behaviour. Finally, we elaborate on implications for both research and practice.

Keywords
Generalized linear mixed model, lead examiner, Many-Facets Rasch model, on-site rating, rater 
consistency, rater severity, remote rating, speaking assessment

Introduction

It has long been maintained that high-stakes public examinations are established and 
used under the assumption of trust and support by societies (Simpson & Baird, 2013; 
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William, 1996). For examinations, however, there is a need to produce evidence regard-
ing their validity and reliability coupled with adequate justification of score interpreta-
tions. In high-stakes language assessments, where humans rate speech performances, it 
is imperative to monitor the quality of ratings to ensure that all examinees are judged 
fairly and that their test scores are comparable.

Human raters, however, bring subjectivity and undesirable variance to the rating pro-
cess because they often make different or even conflicting judgements about examinees’ 
language ability. In the pertinent literature, this phenomenon has been termed “rater 
effects” and has been attributed to a large variety of factors, such as rating experience 
(Davis, 2016; Lim, 2011), interpretation and the application of rating criteria (Barkaoui, 
2010; Weigle, 2002), teaching experience (Bonk & Ockey, 2003), and the cohesion of 
the group of raters (Lamprianou et al., 2021). Solving the problem would be straightfor-
ward if assessment researchers/practitioners could identify and remove the repeatedly 
“misbehaving” raters from the rating process. This is not always feasible in practice, 
however, especially in contexts such as the one described in this study, where rating 
occurs within a short period of time.

Indeed, many researchers have found that humans’ rating behaviour is not necessarily 
stable over time. For example, Congdon and McQueen (2000) found significant fluctua-
tions of rating behaviour on different days. Hoskens and Wilson (2001) showed that raters’ 
severity changed over different rating periods, longer than a day. Lamprianou et al. (2021) 
found that rating severity and consistency could fluctuate in successive years. But why 
would this be surprising? If, for example, severity and consistency are affected by rating 
experience (as the literature has shown), rating behaviour should change over time, as 
raters participate in successive rating sessions and accumulate experience. Although this 
argument may seem sound, other researchers (e.g., Leckie & Baird, 2011; Lim, 2011; 
Lunz & Stahl, 1990) have found that rating characteristics may be stable over time.

These conflicting findings have led to what Lamprianou (2018, p. 431) has described 
as the “confusion” and “agony” of policymakers, practitioners, and researchers. The phe-
nomenon is complex and difficult to address if appropriate data are not available. For 
example, Lamprianou et al. (2021) suggested that “studies using operational data may 
enjoy a high degree of external validity” and encouraged researchers “to invest in longi-
tudinal designs which span across substantial periods of time (e.g., many months or 
years)” (p. 292). Although real-life, operational data are messy and difficult to handle—
see for example the travails of Lim (2011) and Myford and Wolfe (2009) to establish 
“connectivity” in their datasets—it may be unavoidable that these are exactly the type of 
data we need. Unfortunately, this kind of research is rare in the literature, probably 
because such data, being longitudinal in nature, are difficult to obtain and bring with 
them all sorts of practical problems. Assuming that longitudinal data are available, how-
ever, they can be used to answer some otherwise intractable questions. For example, 
what happens when lead examiners retire and different lead examiners guide training and 
operational rating? And how is the quality of rating affected when systems move from 
on-site to remote rating or hybrid system? Furthermore, do the changes in the composi-
tion of examinees in relation to, for example, their background, such as the first language 
(L1) or socioeconomic status, also influence the ratings (Bachman, 1990; McNamara, 
1996)?
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This is the first article in a two-part series on rater behaviour. It explores rater severity 
and consistency with longitudinal data collected between 2009 and 2019 in the speaking 
test of L2 Finnish in the National Certificates of Language Proficiency (NCLP) examina-
tion in Finland. This study is part of a larger project which approaches language testing 
as a dynamic social action. We investigate whether severity remains stable or fluctuates 
over time. More specifically, in the high-stakes context of the NCLP, we aim to answer 
two fundamental research questions:

1. Does rater severity change over a long period of time?

2. Does rater consistency change over a long period of time?

If rater severity or consistency changes measurably over time (i.e., beyond error of meas-
urement levels), we will examine a third researchquestion:

3. Can the change(s) be attributed to major changes in the rating system, such as a 
change of lead examiner, the modus of training and rating (on-site or remote), or com-
position of the rater group?

Although other researchers have investigated the stability of rating characteristics over 
time, each using datasets with different characteristics (e.g., Lim, 2011; Myford & Wolfe, 
2009), our research is unique for several reasons. We investigate rating stability over 
many years, but have multiple rating sessions per year. Thus, we have a richer dataset and 
can measure change with a finer resolution compared to recent research efforts (e.g., 
Lamprianou et al., 2021). Our dataset also includes information about structural changes, 
such as changes of the lead examiners, the impact of which has, to the best of our knowl-
edge, never been investigated before. We use standard psychometric methods to analyse 
the data, as suggested in the literature (Lim, 2011; Myford & Wolfe, 2009).

Background

The NCLP is a legislation-based (Act 964/2004; Decrees 1163/2004 and 1109/2011) 
language examination system that is independent of any syllabus or curriculum. The 
exam assesses adults’ command of nine languages at three different test levels (A1–A2, 
B1–B2, C1–C2). In this paper, the focus is on the intermediate level test of Finnish as an 
L2 (B1–B2), which is the biggest test in terms of the number of examinees. The test is 
designed to measure everyday language used for communication and functional pur-
poses (Bachman, 1990; Bachman & Palmer, 1996; Canale & Swain, 1980). The assess-
ment is guided by the descriptions of language proficiency in the Common European 
Framework of Reference for Languages (CEFR; Council of Europe (2001, 2020). The 
Framework of Finnish National Certificates (2011) and NCLP test specifications (2011), 
based largely on the CEFR, provide the guidelines for test content and item writing. The 
intermediate test is mostly taken by migrants who need to demonstrate their proficiency 
(B1 or higher) when applying for citizenship. According to examinee surveys between 
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2012 and 2021 (N = 45,087), 79% of the examinees in the NCLP test use the certificate 
to apply for citizenship.

The current study focuses on the assessment in the speaking test of the Finnish inter-
mediate level (B1–B2) examination. The speaking test is taken in a lab and it consists of 
four tasks (description, simulated conversations, reacting to short speaking situations, 
and opinion) measuring the language use in different situations. Performances are 
recorded for rating.

As a prerequisite, all raters need to successfully complete a specialized training course 
to be certified. After a successful completion of the certification course, they can register 
officially as raters and participate in further training and operational rating. Every rating 
session starts with a mandatory training session led by a lead examiner, after which per-
formances are rated by comparing performances to NCLP criteria, linked to the CEFR. 
Examinees receive a separate score from each task, but the final proficiency level com-
bines all four task-specific ratings.

From 2009 to 2019, the speaking performances were rated either in on-site rating ses-
sions or remotely at home. On-site sessions start with face-to-face training, during which 
the raters listen to, assess, and discuss benchmark performances. The raters start to assess 
the performances immediately after the training. All performances are rated during two 
intensive 8-hour days. In on-site sessions, the raters work in the same place, and during 
breaks can talk with each other and with the lead examiner. In remote assessment, raters 
assess a set of performances before training and provide written justifications for their 
ratings. Remote assessment starts with an online training session led by a lead examiner 
using the video platform Zoom. In addition to live discussions, raters can express their 
opinions through chat. There are usually three separate training sessions within the first 
2 days of the rating period and each rater must attend one of them. After training, rating 
is done remotely within a week. The remote rating is fragmented, as it is spread over 
several days. Although the lead examiner can be reached via email and by phone, com-
munication with colleagues during rating is not possible, or at least is not supported by 
the system.

The lead examiners, experts in both Finnish and language assessment, have a promi-
nent role in the assessment process. Besides leading the rater training sessions, they are 
responsible for the design of the examination, from test construction to marking and 
grading, including the item-writing process. They also select the benchmark samples 
used in the training. In addition to strengthening the use of assessment criteria, lead 
examiners set clear objectives for task fulfilment. These presentations of the lead exam-
iner have an impact on rating. In case of disagreement on, for example, task fulfilment or 
proficiency level, the lead examiner makes the final decision. Lead examiners also give 
individualized feedback on operational ratings to the raters whose rating behaviour is 
found to be problematic. Unfortunately, due to the intense nature of rating (two 8-hour 
days for on-site rating), it is not practical to give feedback during the operational rating. 
Typically, testing organizations use procedures such as “backreading” (i.e., senior raters 
check the ratings of other raters for accuracy; see Wind, 2022) or “seed” responses (i.e., 
senior raters rate selected examinee responses and forward them to ordinary raters for 
quality control purposes; see Tisi et al., 2013). However, these are impractical to imple-
ment within the tight rating schedule in our context.
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Over these 10 years (with 45 different rating sessions; around 4 per year), there were 
some structural changes which may have affected ratings. First, between 2009 and 2016, 
all training sessions and rating sessions were conducted as on-site face-to-face events. 
However, in the last 3 years of the research period (2017–2019), more than half of the 
rating and training sessions were conducted remotely. Second, three different lead exam-
iners were responsible for rater training. In addition, there has been a large increase in the 
number of examinees along with a decline in test results (i.e., a higher proportion of 
examinees failed the test).

Literature review: Communal factors in rater severity  
and consistency

Recent research has described the multitude of factors influencing the quality of rating. 
Among other things and based on Knoch et al.’s theoretical model (2021), these factors 
include the raters and their training (in our context conducted by the lead examiners), 
rater experience, the rating context (including practices and conventions as well as the 
modus operandi, e.g., on-site/online), as well as the community of practice (CoP). The 
concept of the CoP has a prominent role in the literature and has been adapted by 
researchers such as Willey and Gardner (2011) and Herbert et al. (2014). The concept 
was introduced by the educational theorists Lave and Wenger (1991) to describe the 
process of learning taking place in a community. Therefore, the rating process is not only 
about evaluating learner performances through the lens of the rating criteria, but also 
about monitoring one’s own ratings and those of others (Ahola, 2016, 2022). According 
to Lim (2011) and Davis (2016), overly severe, lenient, or inconsistent novice raters 
become more like their more experienced peers after a few scoring sessions. The com-
munity thus affects rater behaviour directly, but the influence might be short term 
(Lumley & McNamara, 1995).

A CoP has many ways to affect the behaviour of its members. In addition to informal 
learning (e.g., picking habits and practices through osmosis), communities often expect 
their members to undergo formal training. Rater training is generally considered to have 
a desirable effect on rater behaviour (e.g., Elder et al., 2005; Fulcher, 2003). It has been 
seen to contribute to both intra-rater reliability (Davis, 2016; Weigle, 1998) and inter-
rater reliability (Fahim & Bijani, 2011; McIntyre, 1993; Shohamy et al., 1992; Weigle, 
1994), although sometimes the effects were found to be small or short-lived (Bonk & 
Ockey, 2003; Knoch, 2011; Lumley & McNamara, 1995). Recent research (Attali, 2016; 
Davis, 2016; Rethinasamy, 2021) has shown that training had a slightly positive effect on 
the quality of rating overall. Official training, like standardization meetings, might also 
function as a shared experience enabling individual raters to co-evolve (Lamprianou 
et al., 2023). For example, training may help raters reconcile the way they interpret and 
use scales. Weigle (1994) provided evidence that training increased agreement among 
raters by clarifying the rating criteria.

Drawing on Knoch et al.’s (2021) theoretical model discussed above, we identified 
the modus of training and rating as an important factor affecting rating. The modus of 
training and rating can take three modes: on-site (face-to-face), online (regardless of 
specific time and location), or hybrid (combination of face-to-face and online). In recent 
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years, several tests have shifted to online training and rating due to considerations of 
accessibility and cost saving spurred by the COVID-19 pandemic (e.g., Isbell & 
Kremmel, 2020), although, to our knowledge, no relevant research from this period was 
available at the time we drafted this article. Knoch et al. (2018) compared the effective-
ness of online training supported by a trainer and face-to-face rater training for novice 
writing raters. The results showed that there were no significant differences between the 
rating behaviour of these two groups. In the same context, Knoch et al. (2016) compared 
the effectiveness of training mode for novice speaking raters and reported that the face-
to-face raters rated somewhat more consistently as a group compared to online raters. 
Based on these findings they suggested that more training or support is needed for online 
speaking raters.

More research is needed to examine the impact of online rater training in the context 
of speaking assessment. Based on previous research findings, online rater training can be 
as effective as face-to-face training in the context of writing assessment (e.g., Knoch 
et al., 2007; Wolfe et al., 2010), but these results cannot be directly transferred to speak-
ing assessment due to the different nature of skill.

Data and methods

The study focuses on the speaking test of the Finnish Intermediate Level test in the 
NCLP and is based on the ratings of 94% of the examinees who took the test between 
2009 and 2019. The study covers 45 different rating sessions (4–6 sessions per year), 104 
raters, 59,899 examinees, and 175 different tasks. The excluded 6% of the examinees 
were rated by raters who had only a limited number of ratings per test (<10 examinees) 
or less than three rating sessions. On average, there were 1331 examinees per test, rang-
ing from 402 to 2006. In addition, information about the lead examiners and the modus 
of rating during study period is included in the data.

Analysis and models

We analysed the rating data for all years in a single Many-Facets Rasch model (MFRM) 
using Facets software (Linacre, 1989, 2020). To investigate changes in rater severity and 
(in)consistency, we used generalized linear mixed models (GLMMs; Agresti, 2013; 
Bates et al., 2015). We used information about the lead examiner and the modus of rating 
(on-site/remote) and composition of the rater group as independent variables. The mod-
els were fitted with lmer and glmer functions from the lme4 package (Bates et al., 2015) 
on the R platform (R Core Team, 2020).

Requirement for data connectivity

To get a unique consistency and severity measure for each rater at each time point and to 
be able to compare a rater’s measures at a given time point to measures at any other time 
point, we used the MFRM (Eckes, 2011; Myford & Wolfe, 2003, 2004). However, to do 
so, it is necessary to satisfy the connectivity requirement; in other words, it was neces-
sary to identify common elements for all but one of the facets of measurement across the 
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45 rating sessions. In our dataset, there were three facets of measurement (i.e., the raters, 
the examines, and the items), so it was necessary to identify common elements for two 
of the three facets to verify that there were no “disjointed subsets” (Lim, 2011; Linacre, 
1989). Within each exam year, our datasets are strongly connected by design.

To achieve data connectivity, we followed the standard procedure described in the lit-
erature (Lamprianou et al., 2021; Lim, 2009, 2011; Myford & Wolfe, 2009). First, we 
identified all the examinees who repeated the test during the period of 2009 to 2019. From 
those, we selected only the examinees whose “overall language skills” seemed to stay 
stable across examinations. To do so, we compared their test results on speaking, writing, 
reading, and listening between different tests. Every examinee whose performance/over-
all results did not change was considered a suitable person to form a link (“linking exami-
nee”) over rating sessions. In total, 1065 suitable examinees were identified and used to 
link the data. These examinees had taken 2650 tests and they were rated 3291 times.

It is reasonable to assume that achieving data connectivity through linking examinees, 
using the procedure described above could potentially affect the results of the MFRM. To 
investigate the robustness of our findings, we replicated the analysis using different sub-
sets of linking examinees, but the results remained practically the same. The correlations 
between the rater severities of different analyses were around 0.97, suggesting that dif-
ferent subsets of linking examinees produced the same results for all practical intents and 
purposes.

Raters and examinees

The longitudinal data consisted of 104 trained (i.e., certified) raters who had a university 
degree in Finnish and who mostly teach Finnish as a first or second language but choose 
to work as raters as an extramural activity. All raters had completed a specific training 
course (as a certification step), approved by the National Agency for Education, which is 
a prerequisite for becoming an official NCLP rater. Almost all the raters had Finnish as 
their L1 and 94% of them were females (Mage = 51 years, SD = 10; range: 27–70.

Of the 59,899 examinees, 51% were females and 49% males. The age of 90% of 
examinees ranged from 20 to 50 years. They came from 185 countries, with the largest 
groups from Russia (19%), Iraq (9%), Estonia (6%), Turkey (4%), and Somalia (3%).

Lead examiners, modus of rating, and composition of the rater group as 
explanatory variables

As shown in Table 1, in the 10-year period, the L2 Finnish examination had three differ-
ent lead examiners: Lead Examiner A covers 18 test rounds, Tests 1–18 (years 2009–
2013), Lead Examiner B covers 8 test rounds, Tests 19–26 (years 2014–2015), and Lead 
Examiner C covers 19 test rounds, Tests 27–45 (years 2016–2019).

The modus of training and rating is a categorical variable with two classes: on-site 
and remote. Under the regime of Lead Examiners A and B, all sessions were conducted 
on-site. For Lead Examiner C, 9 remote and 10 on-site training and rating sessions were 
conducted, and all 9 remote sessions took place in the last 3 years of the research period.
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The total number of raters working within each rating session ranged from 11 to 45  
(M = 32; SD = 8). Forty or more raters took part in 18% of rating sessions, with 30 to 
39 raters in 47% of rating sessions, and fewer than 20 raters in three sessions (7%). To 
study the effect of the cohesion of rater community on rater behaviour, we calculated the 
proportion of common raters (i.e., returning raters) for consecutive rating sessions 
(referred to as composition of the rater group). The proportion of common raters for 
consecutive rating sessions ranged from 17% to 78%, M = 47%, SD = 15% (Figure 1). 
Starting from 2017 (Exam 31), the yearly number of examinations rose from four to six 
(see Table 1). As a result, the number of common raters for consecutive rating sessions 
decreased because not all raters had time to participate in all rating rounds and also 
because the raters were rotated between examinations and skills to assess.

Rating characteristics (dependent variables)

According to Linacre (2020), unreliable rating can be deduced from the rater’s fit statis-
tics produced by the MFRM model. There are no fixed cut-off values for fit statistics, but 
according to Wright and Linacre (1994), they depend on the assessment purpose. For our 
study, the acceptable values for infit mean square (MNSQ) and outfit MNSQ indices 
were set strictly to be below the threshold of 1.2; thus, we created a binary variable called 
misfit, where a value of 1 indicates inconsistency (⩾1.2) and a value of 0 indicates con-
sistency (<1.2). Although different researchers sometimes use slightly different thresh-
olds for the Rasch misfit (e.g., see Huang & Chen, 2022, for a less rigorous threshold), 
studies with similar aims to our study have used the same rigorous thresholds of around 
1.2 (e.g., see Lamprianou et al., 2021).

Rater severity was measured in Rasch logits. The lower the logit measure, the more 
severe the raters. The mean rater severity was set to zero.

Table 1.  Test rounds and years covered by three different lead examiners.

Year Tests rounds (remote) Lead examiner

2009   1–2 A
2010   3–6 A
2011   7–10 A
2012 11–14 A
2013 15–18 A
2014 19–22 B
2015 23–26 B
2016 27–30 C
2017 31–36/35–36 C
2018 37–42/37, 39–42 C
2019 43–45/43, 45 C
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Figure 1.  The proportion of common raters for consecutive rating sessions.

Table 2.  Summary Rasch statistics for the three facets of measurement (examinees, raters, 
and items).

Statistics Examinees Raters Items

Mean measure −1.05 (0.88) 0.00a (0.12) 0.00a (0.05)
SD measure 3.12 (0.40) 0.78 (0.02) 0.85 (0.04)
Min measure −8.64 (1.88) −2.47 (0.13) −1.61 (0.10)
Max measure 9.17 (1.88) 2.58 (0.13) 2.64 (0.07)
Adjusted (true) SD 2.97 (2.45)b 0.77 0.84
Homogeneity index 693,277.4 (df 59,898)*** 65,424.5 (df 1417)*** 71,383.8 (df 174)***
Separation 3.08 6.48 13.43
Strata 4.45 8.98 18.24
Reliability 0.90 0.98 0.99
Mean infit MNSQ 0.98 1.00 0.99
SD infit MNSQ 0.49 0.16 0.17
Mean outfit MNSQ 0.98 1.00 0.98
SD outfit MNSQ 0.62 0.19 0.19
N 59,899 1418 175

Note: The standard errors are given in parentheses. Examinee results with extremes shown in the table.
aThe rater and item facets were set to have a mean measure of zero. 
bExaminee results without extremes.
***p = .001.
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Results

Summary Rasch statistics are presented in Table 2. The mean examinee ability was −1.05 
logits (SD = 3.12; SEM = 0.88). The range of the examinee ability was very wide, rang-
ing from −8.64 for the less able to 9.17 for the more able. The mean infit and outfit 
MNSQ values were 0.98.

The rater facet was constrained to have a mean rater severity of zero (SD = 0.78). 
Rater severity ranged from −2.47 to 2.58 logits, with smaller values indicating more 
severe raters. The standard errors of rater severities were for the most part small (from 
0.07 to 0.14), indicating high measurement precision. The mean infit and outfit MNSQ 
values were 1.00 with standard deviations of 0.16 and 0.19, respectively.

The mean difficulty of the items (tasks) was also set to zero with a standard deviation 
of 0.85. The easiest item was −1.61 logits and the most difficult 2.64. The mean infit and 
outfit MNSQ values were 0.99 with standard deviations of 0.17 and 0.19, respectively.

The separation statistics (separation, strata, reliability) indicating the reproducibil-
ity of the measures were all high. The reliability for examinee measures was 0.90, sug-
gesting that the test can differentiate between different examinees’ proficiencies. The 
strata value denotes that our measurement system can separate about 4.5 statistically 
distinct proficiency levels. This is satisfactory for all practical intent and purposes, as 
the test aims to differentiate examinees on only three levels: “below Level 3,” “Level 
3,” and “Level 4.” The reliability for items was 0.99 and strata 18.24, also denoting 
significant differences among items in terms of item difficulty. It should be noted that 
high separation values can be obtained when the number of observations is large, which 
is the case here.

The reliability for rater measures was as high as 0.98 and the strata value was 8.98. 
These values suggest that our raters differ considerably terms of severity; our measure-
ment system produced almost nine statistically distinct classes of rater severity.

The Rasch fit statistics for examinees, raters, and items are shown in Table 3. Using 
the rigorous cut-off value of 1.2 for the outfit MNSQ, as discussed above, we identified 
14% of the raters and 11% of the items as misfitting. Using a moderate cut-off value of 
1.3, we identified 6.4% of the raters and 4.6% of the items as misfitting the model. Using 
a cut-off value of 1.5, we identified 1.4% of the raters and 1.7% of the items as misfitting 
the Rasch model. Overall, we judge the data-model fit to be satisfactory for all practical 
intents and purposes of the study.

We also assessed overall model fit by a residual analysis. According to Linacre (2020), 
a satisfactory model fit is denoted when about 5% of the standardized residuals are out-
side ±2 and about 1% or less of the standardized residuals outside ±3. In our data, these 
figures were 5.3% and 0.6%. In addition, we explored the residuals related to particularly 
unmodeled noise and model underfit and found 2.8% of standardized residuals >2 and 
only 0.3% of standardized residuals >3. This supported our conclusion of adequate 
model fit to the data our purposes.

Rater severity changes over time

Figure 2 shows the distribution of rater severity over time. The y-axis represents the 
Rasch severity measure (in Rasch logits) and the x-axis exam order (ranging from 1 to 
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45). The average rater severity for some examinations seems to be much higher (or much 
lower) compared to others. The figure also illustrates that the mean rater severity meas-
ures tend to increase slightly towards the more recent tests, that is, raters (as a group) 
tend to become slightly more lenient towards the end of the period under study.

We used a GLMM, with raters as random effects, to explain rater severity by exam 
order. Table 4 shows that the raters become more lenient over time but only by a mere 
0.01 logit per rating session, which is practically negligible. However, he intraclass cor-
relation coefficient (ICC) of 0.29 suggests that, the same raters’ severity measures yield 
a relatively low correlation (an explicit indication of their unstable severity on repeated 
occasions of rating sessions). Therefore, the passing of time alone (i.e., exam order) does 
not seem to be a major driver of rater severity. There is something else at play.

Our results showed that rater severity was unstable and that the raters became more 
lenient towards the more recent exam rounds. Below, we show how changes in structural 
factors in the rating system affected rater severity and its changes. First, we investigated 

Table 3.  Rasch fit statistics.

Statistics Examinees Raters Items

Infit MNSQ ⩾1.2 12,114   150   19
Outfit MNSQ ⩾1.2 13,572   195   20
Observations 59,899 1418 175

Figure 2.  Mean rater severity with 95% confidence intervals. The y-axis represents the 
severity measure (logits) and the x-axis test order.



12	 Language Testing 00(0)

if these changes could be explained by the change of the lead examiner. We then studied 
the modus of rating, on-site or remote, and the composition of rater group.

Lead examiner effect on rater severity

We used a GLMM to explain the rater severity using the three different lead examiner 
regimes as a categorical explanatory variable. The variable was added in the model as 
two dummy variables (“Lead Examiner B” and “Lead Examiner C”) with “Lead 
Examiner A” as the reference category. The results are presented in Table 5. The estimate 
of “Lead Examiner C” was 0.24 and it was statistically significant at the .001 level. The 
coefficient of 0.24 is large and almost one third of the standard deviation of the distribu-
tion of rater severity (see Table 2). As a result, we deduce that under the regime of “Lead 
Examiner C,” mean rater leniency seems to increase considerably.

Remote rating and training affects rater severity

We used a GLMM to explain rater severity using the modus of rating (on-site vs remote) 
as a categorical explanatory variable. The variable was added in the model as a dummy 
variable with “on-site rating” as the reference category. The results are presented in  
Table 6. The estimate of “remote rating” was 0.26 and was statistically significant at the 
.001 level. The coefficient of 0.26 is large and one third of the standard deviation of the 
distribution of rater severities (see Table 2). As a result, we conclude that the raters 
tended to rate more leniently (the mean rater severity decreases considerably) during the 
remote rating than on-site rating.

However, Lead Examiner C and remote rating are strongly intertwined, because all 
nine remote ratings and related trainings were conducted under the regime of Lead 
Examiner C. To find out whether the tendency towards leniency is also due to the modus 

Table 4.  The results of LME model explaining the rater severity by exam order.

Measure

Predictors Estimates 95% CI p

(Intercept) −0.23 −0.35 to −0.11 <.001
Exam order 0.01 0.01 to 0.01 <.001
Random effects  
σ2 0.45  
τ00 rater 0.18  
ICC 0.29  
N rater 104  
Observations 1418  
Marginal R2 or 
conditional R2

0.023/0.306  

Note: LME: linear mixed effects; CI: confidence interval; ICC: intraclass correlation coefficient.



Neittaanmäki and Lamprianou	 13

of rating, that is, “remote rating,” and not only due to Lead Examiner C, we analysed the 
data separately for the period of Lead Examiner C. Table 7 presents the results of the 
model predicting rater severity by modus of rating under the regime of Lead Examiner C 
only. The estimate of “remote rating” was 0.16 and was statistically significant at the 
.007 level. The coefficient of 0.16 is one fifth of the standard deviation of the distribution 
of rater severities under the regime of Lead Examiner C. In conclusion, both Lead 
Examiner C and modus of rating affected rater severity.

Table 5.  The results of LME model explaining the rater severity by the regimes of three 
different lead examiners.

Measure

Predictors Estimates 95% CI p

(Intercept) −0.11 −0.21 to −0.00 .043*
Lead examiner (B vs A) 0.03 −0.07 to 0.13 .581
Lead examiner (C vs A) 0.24 0.16 to 0.33 <.001***
Random effects  
σ2 0.45  
τ00 rater 0.19  
ICC 0.29  
N rater 104  
Observations 1418  
Marginal R2 or 
conditional R2

0.021/0.309  

Note: LME: linear mixed effects; CI: confidence interval; ICC: intraclass correlation coefficient.
*p < .05; **p < .01; ***p < .001.

Table 6.  The results of LME model explaining the rater severity by the modus of rating.

Measure

Predictors Estimates 95% CI p

(Intercept) −0.05 −0.14 to 0.05 .320
Modus of rating (on-site vs remote) 0.26 0.16 to 0.37 <.001***
Random effects  
σ2 0.45  
τ00 rater 0.17  
ICC 0.28  
N rater 104  
Observations 1418  
Marginal R2 or conditional R2 0.016/0.290  

Note: LME: linear mixed effects; CI: confidence interval; ICC: intraclass correlation coefficient.
*p < .05; **p < .01; ***p < .001.
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Rater severity can be explained by the composition of raters

A GLMM was used to study whether rater severity can be explained by the composition 
of the group of raters (i.e., the proportion of returning raters for consecutive rating ses-
sions), which is a numeric variable. The raters were modelled as random effects. The 
composition of the rater group seemed to predict rater severity (Table 8). Its coefficient 
of −0.43 was negative and statistically significant (p = .001), indicating that the raters 
became more lenient when they were rating in the group that had fewer raters from the 
previous rating session.

Table 7.  The results of the LME model explaining the rater severity by the modus of rating 
under the regime of Lead Examiner C.

Measure

Predictors Estimates 95% CI p

(Intercept) 0.03 −0.08 to 0.15 .584
Modus of rating (on-site vs remote) 0.16 0.04 to 0.28 .007**
Random effects  
σ2 0.42  
τ00 rater 0.18  
ICC 0.30  
N rater 95  
Observations 611  
Marginal R2 or conditional R2 0.010/0.311  

Note: LME: linear mixed effects; CI: confidence interval; ICC: intraclass correlation coefficient.
*p < .05; **p < .01; ***p < .001.

Table 8.  The results of LME model explaining the rater severity by the proportion of common 
raters for consecutive rating sessions.

Measure

Predictors Estimates 95% CI p

(Intercept) 0.20 0.05 to 0.36 .009
The composition of raters −0.43 −0.69 to −0.17 .001
Random effects  
σ2 0.46  
τ00 rater 0.18  
ICC 0.28  
N rater 104  
Observations 1314  
Marginal R2 or conditional R2 0.006/0.283  

Note: LME: linear mixed effects; CI: confidence interval; ICC: intraclass correlation coefficient.
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It should be noted that the proportions of common raters for consecutive rating ses-
sions and the remote ratings are intertwined: two additional exam rounds (added from 
2017, Exam 31) led to a drop in the proportion of raters invited to rate in consecutive 
tests and at the same time the remote ratings were introduced. Thus, it is not unexpected 
that both the remote rating and the rater group that had fewer raters from the previous test 
round affect rater severity in the same way (towards leniency).

Rater consistency is not affected by lead examiner, modus of rating and 
training, or composition of raters

We used a GLMM, with raters as random effects, to explain rater (in)consistency by 
exam order, lead examiner, modus of rating, and composition of raters. For each of the 
explanatory variables in the model, we estimated a coefficient (i.e., “odds ratio”) show-
ing the degree to which the variable increased (or decreased) the odds of a rater to be 
identified as being inconsistent. The odds ratio of passing of time (odds ratio 1.01, 
p = .467), the odds ratios of Lead Examiners B and C (Lead Examiner B: odds ratio 0.91, 
p = .719; Lead Examiner C: odds ratio 0.86, p = .465), and the odds ratio of “remote rat-
ing” (odds ratio 1.18, p = .483) were all near 1, except the odds ratio of “composition of 
group of raters” (odds ratio 1.91, p = .299), and none was statistically significant. This 
suggests that none of the variables influenced (beyond randomness) the chances of a 
rater to be identified as being inconsistent. The ICCs of 0.37 denoted that raters have 
moderate within-rater correlation of odds to be classified as inconsistent, suggesting both 
that inconsistency is more like a random phenomenon (i.e., raters occasionally behave in 
an inconsistent manner in their ratings), and that inconsistency accumulates (more likely) 
only for specific raters. In other words, inconsistency may, to some degree, be a personal 
characteristic, rather than the effect of the variables included in the model. However, the 
results highlighted that raters behaved for the most part in a consistent manner in their 
ratings across the study period.

Discussion

This study examined rater consistency and severity changes over 10 years (2009–2019) 
in a Finnish as a second- or foreign-language high-stakes examination. As explanatory 
factors for the changes, three variables were studied: changes of lead examiner, the 
modus of training and rating (on-site or remote), and the composition of the group of 
raters (i.e., the proportion of returning raters in consecutive tests). These three variables 
are important components of the model proposed by Knoch et al. (2021) regarding the 
factors affecting the quality of rating.

Earlier studies, such as Myford and Wolfe (2009) and Lamprianou et al. (2021), dem-
onstrated that rater severity effects are not stable over time. Congdon and McQueen 
(2000) found that raters have different trends in their scoring over time. Our longitudinal 
study confirms the earlier results that there are changes in rater severity over time. First, 
raters as a group became slightly more lenient towards the end of the studied period. 
Second, based on the ICC, the raters’ severity measures fluctuated over time, hence, were 
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unstable. When combining these findings, we found that the passage of time alone did 
not explain the change in rater severity. Moreover, rater consistency was not affected by 
passing of time. The inconsistent rating behaviour was occasional, although the ICC of 
0.37 suggested that some raters tend to behave in a more inconsistent manner in their 
ratings compared to other raters.

Rater severity has a direct impact on ratings, meaning that fluctuations in rater sever-
ity are a threat to the validity and reliability of the ratings. That is why most test systems 
have procedures for controlling (e.g., rater training) and monitoring (e.g., statistical anal-
yses and feedback) rater behaviour. Usually, these procedures are applied on an exam-
by-exam basis or within each exam marking period. Individual rater severity and 
consistency fluctuations in consecutive rating sessions and during the session can be 
detected more easily than a gradual change in the severity/leniency of a whole rater 
group. To explore a long-term trend of rater severity, the test system must put effort into 
data collection, storage, and analysis. In addition, in the case of discovering a change, it 
is crucial to examine its causes. What factors make raters more lenient or severe?

What turned out to have an impact on the general rater severity was the lead examiner. 
Under the regime of Lead Examiner C, the raters as a group became more lenient com-
pared to the regimes of Lead Examiners A and B. This is in line with the model of Knoch 
et al. (2021), which suggests that training and feedback are an important factor affecting 
ratings. In the context of our study, the lead examiners lead the training, have the main 
role in decisions on task fulfilment, choose the benchmarks for the rating, and lead dis-
cussions related to the assessment criteria. Lead examiners also give individualized feed-
back to the raters whose rating behaviour is found to be problematic. The feedback 
covers the statistics of the ratings and any that performances received biased ratings. 
Previous research findings on the impact of feedback are contradictory. For example, 
Hoskens and Wilson (2001) argued that the feedback caused a drift towards the mean, 
but Knoch (2011) argued that raters were unsuccessful in incorporating the feedback into 
their ratings. Based on the experience in NCLP, it seems that the rating behaviour gets 
better right after feedback, especially with raters with a positive attitude towards feed-
back, but the effect is short term.

In conclusion, lead examiners have a considerable impact on the raters’ general rating pol-
icy. Differences in rater severity between lead examiners may stem from their view of lan-
guage and what they value in speaking and may contribute to the rating policy being 
implemented in rater training. Therefore, paying attention to how lead examiners conduct rater 
training and monitoring and examining the quality of ratings of the lead examiners are 
crucial.

Even as the lead examiner influenced rater severity as a whole, the differences in the 
range of rater severities across rating sessions remained stable. The lead examiner can 
thus affect the line of rating to some extent but cannot eliminate the difference between 
the most severe and most lenient rater, which has also been shown in previous studies 
(e.g., Fahim & Bijani, 2011; Shohamy et al., 1992).

If severity really changes with the lead examiner, it would be problematic for the reli-
ability and validity of the test system, as it would suggest that general rater severity 
would vary along one person’s individual line of rating. We suggest, however, that while 
the lead examiner certainly has an effect in the rater community, the change in the 
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general line of rating has more to do with the modus of rating and rater community than 
individual differences.

We found that the raters tended to rate more leniently when the rating and training 
were conducted remotely rather than on-site. Again, this is in line with the model by 
Knoch et al. (2021), who identified the rating conditions as important factors affecting 
ratings. Remote training and ratings were mostly conducted at the end of the studied 
10-year period, all under the regime of Lead Examiner C. This result aligns with our 
findings concerning the effect of the lead examiner. It was also shown that under the 
regime of Lead Examiner C, raters rated more leniently remotely than they did on-site.

Since the modus of rating seems to affect rater severity, it is important to consider 
potential reasons for this effect. The structure of the training is standardized and led by 
the lead examiner regardless of the modus of the training. However, there are clear dif-
ferences between on-site and remote training related to the number of training sessions 
per exam round, the time of rating of the training samples, and the practical (technical) 
realization of the sessions, all of which affect interaction between the raters and the lead 
examiner.

There are usually three training sessions for one examination and rating round when 
remote rating is used and one session in on-site training. In practice, this affects the size 
of the training groups and, thus, the interaction and group dynamics directly. The good 
thing about on-site rating is that all raters take part in the same training, which means 
they hear the same arguments, guidelines, and policies. Based on experience, interaction 
between raters and lead examiner is superior in on-site to remote training. However, in a 
bigger group, it is also easier to opt out of the discussions and be a bystander. In on-site 
training, the lead examiner usually collects the assessments at the same time by hand 
vote. The influence of strong characters, so-called thought leaders actively expressing 
their own assessments and reasoning, becomes more obvious. The group dynamics that 
develop when trainers (who could be considered equal to the lead examiner) are availa-
ble for live discussions can be effective in shaping rating behaviour (see Anderson et al., 
2015). Live discussions can affect change due to persuasion through human interaction; 
as a result, self-access online training (without the interaction with the trainer) may be 
less effective and less efficient (time-wise) compared to training sessions mediated by 
rater trainers.

One factor that may affect rating is how soon after training the actual rating starts. Log 
data from remote ratings show that only a few raters start to work right after the remote 
training. Most of them start within 1 to 3 days. In on-site rating, raters start to work inten-
sively right after training. Some previous studies (e.g., Lumley & McNamara, 1995) 
found that raters’ accuracy improved immediately after training but that the effect did not 
last very long.

The informal and formal interactions between raters can also affect their ratings. 
These discussions can influence how raters understand and interpret the rating criteria 
and task fulfilment and how they weigh the different criteria. During on-site rating ses-
sions, the raters work together and can interact during breaks. The affinity between the 
NCLP raters is high, and they can easily reflect their rating policy with other raters. 
Ahola (2016) has shown that among the raters, severity was a more desired feature than 
leniency.
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It seems that the rater community and its practices affect the raters so that when sur-
rounded by their colleagues and working intensively during the 2-day on-site rating ses-
sions, the raters assess more harshly than when they are on their own, rating at home and 
their work is divided into shorter periods over several days. Our results align with Knoch 
et al.’s (2021) model, which identified the CoP as an important determinant of rating 
quality. Our results also showed that raters became more lenient when rating in a group 
which had fewer raters from the preceding test round. This aligns with the findings of 
previous research that a tighter community makes a rater more severe (Lamprianou et al., 
2021).

Thus, based on the findings, to maintain the quality of ratings, test validity, reliability, 
and fairness, the test organization must carefully consider how to conduct training and 
ratings. Both remote and on-site ratings can be efficient from the rater consistency point 
of view.

In the current study, rater consistency, intra-rater reliability were not affected by the lead 
examiner, the composition of rater group, or the modus of rating and training. The rater 
training, which has been seen to contribute positively to intra-rater reliability in previous 
studies (e.g., Leckie & Baird, 2011; Lim, 2011), seems to be equally effective no matter 
how it is organized, whether remotely or on-site. In addition, raters can concentrate on their 
work at home so that a fragmented rating schedule, workload (a combination of “actual 
work” and rating), and other distractors at home (e.g., interruptions by family members) do 
not lead to inconsistent ratings more often than working on-site. The result also suggests 
that colleagues do not have the same effect on consistency as they do on severity.

Conclusion

In this article, we investigated factors that might affect raters’ severity in the NCLP 
examination system in Finland. We discussed evidence that the CoP, encompassing the 
rater trainer (lead examiner), training methods, the rating process, and the composition 
of raters, influenced rater severity. However, it did not have an impact on rater 
consistency.

There are some potential factors that might be considered when reflecting oning the 
findings of our study. In real life, global events and subsequent processes such as migra-
tion naturally affect the composition of examinees (in an examination like ours which is 
used, e.g., in applying for citizenship). Many structural changes, such as a change of lead 
examiner, a change of modus of training and rating, and an increase in the number of 
tests, occurred simultaneously within a short time. It is challenging, if not impossible, to 
isolate one factor from another when interpreting the results.

Reflecting on our research design, a more in-depth approach using qualitative data 
could have helped to illuminate several of the issues discussed in this paper, such as the 
interaction between the lead examiner and the raters, or the impact of on-site/online 
modus on the formal and informal communication between the members of the CoP. 
However, these kind of qualitative data were not readily available to us. We would like 
to encourage the research community to invest more resources in mixed methods studies 
in this area of research, to extend their quantitative findings with insights gained by in-
depth qualitative data.
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Finally, a word of caution for practitioners. Our findings have shown that both the 
modus of training or rating and the change of the lead examiner may have a significant 
impact on ratings. In the real world, and as a result of external stimuli (e.g., the COVID-
19 pandemic), testing organizations may be forced to make sudden changes in their 
mode of training or rating. In addition, key personnel such as the lead examiner, or senior 
raters, may retire or move to a new career. These changes may cause shocks to the CoP 
and could negatively affect the quality of rating. Testing organizations and assessment 
regulators must have appropriate procedures in place to ensure that major changes in the 
assessment ecosystem will not have a negative impact on the quality of rating and will 
not disturb the stability of the system.
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