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Abstract
This article focuses on rater severity and consistency and their relation to different types of rater 
experience over a long period of time. The article is based on longitudinal data collected from 
2009 to 2019 from the second language Finnish speaking subtest in the National Certificates of 
Language Proficiency in Finland. The study investigated whether rater severity and consistency 
are affected differently by different types of rater experience and by skipping rating sessions. The 
data consisted of 45 rating sessions with 104 raters and 59,899 examinees and were analyzed 
using the Many-Facets Rasch model and generalized linear mixed models. The results showed that 
when the raters gained more rating experience, they became slightly more lenient, but different 
types of experience had quantitatively different magnitudes of impact. In addition, skipping rating 
sessions, and in that way disconnecting from the rater community, increased the likelihood of a 
rater to be inconsistent. Finally, we provide methodological recommendations for future research 
and consider implications for practice.
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Introduction

In every examination, human raters are perceived to be a potential source of error, which 
affects the validity and reliability of measurement. The pertinent literature has coined the 
term rater effects to identify a large set of idiosyncratic rating behaviors such as extreme 
leniency or severity, or a tendency to use only parts of a rating scale (Leckie & Baird, 
2011; Wiseman, 2012; Wolfe, 2004). The term rater effects convey negative connota-
tions; see, for example, the definition given by Wolfe and McVay (2012), who suggested 
that rater effects are “patterns of ratings that contain measurement errors” (p. 32). 
Typically, policymakers wish to minimize rater effects (i.e., errors) and one way to 
achieve this is by employing experienced raters. The pertinent literature has not yet  
satisfactorily answered some fundamental questions regarding what qualifies as rater 
experience and whether different types of experience shield raters from rater effects. In 
response to this pressing need, our research aims to address the “definitional cacophony” 
of rater experience (Lamprianou et al., 2023) by operationalizing different types of expe-
rience and investigating how they may influence rater effects differently.

Recent research (Lamprianou et al., 2023) has suggested a framework regarding the 
nature of rater experience as multifaceted, continuous, shared and temporal. Rater expe-
rience is multifaceted because it can be gained from different contexts and after using 
different scales. For example, it should not be taken as a given that experience and skills 
gained in one examination system are directly transferable to a different one (Knoch 
et al., 2020). Experience may be perceived as continuous and additive because the raters 
accumulate experience as they participate in more rating sessions. It is also shared 
because experience is realized as a by-product of being a member of a community of 
practice (CoP) (Lave & Wenger, 1991). Finally, experience is only temporal and may 
quickly become obsolete if a rater disconnects from his or her CoP.

Most studies on the importance of experience on rating behavior are related to the 
assessment of writing (e.g., Attali, 2016; Barkaoui, 2010b; Cumming, 1990; Erdosy, 
2004; Lim, 2011; Lumley, 2005; Wolfe, 2005) rather than speaking performance. Mohd 
Noh and Mohd Matore (2022) argued that the relationship between experience and rating 
remains “underexplored” in speaking assessment. This may be the result of the relative 
scarcity of speaking components compared to writing components in language testing 
(Fan & Knoch, 2019), especially in the past, but this is a gap that nevertheless needs to 
be filled. Though speaking and writing assessments share some common elements, Davis 
(2012) emphasizes that research findings from writing assessments should not be blindly 
applied to the context of speaking assessments. This is because they differ not only in the 
language features to be evaluated, but also in the manner in which raters engage with 
examinee responses.

The wider literature linking rater effects and rater experience has largely been filled 
with contradictory findings, a fact that has not evaded the attention of the researcher 
community (Mohd Noh & Mohd Matore, 2022). The same problem has been observed 
in the subfield of speaking assessment, where the pertinent studies (Bonk & Ockey, 
2003; Davis, 2016; Kim, 2011, 2015; Mohd Noh & Mohd Matore, 2022) have also pro-
duced contradictory findings. For example, Davis (2016) reported that experience had an 
insignificant effect on rater severity and consistency, whereas Kim (2015) found that 
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experience was an important variable affecting rating behavior in speaking assessment. 
It has been observed that raters with different experiences may interpret and apply the 
assessment criteria in different ways (Eckes, 2009; Khabbazbashi & Galaczi, 2020; 
Weigle, 2002). This holds true even if raters have experience in teaching learners from 
different backgrounds (Isaacs & Thomson, 2013; Winke et al., 2012). As the findings are 
contradictory and “experience” is defined differently in different studies, it is obvious 
that more research is needed to better understand which types of experience are relevant 
and how they affect rater behavior to ensure rating quality, especially in high-stakes tests.

This is the second article in a two-part series on rater behavior. The first article 
(Neittaanmäki & Lamprianou, 2024) focuses on how major changes in the rating system, 
such as the change of lead examiner, the modus of rating and training, on-site or remote, 
and the composition of the rater group, affect rater effects. In this article, we use a frame-
work for investigating how different operationalizations of experience affect rater effects 
(Lamprianou et al., 2023), that is, rater severity and consistency, in a high-stakes speak-
ing examination. We are particularly interested to investigate the temporal nature of 
experience, by examining how absences from rating sessions, which means disconnect-
ing from the CoP, may affect the manifestation of rater effects. As far as we know, this is 
the first study of its kind to focus exclusively on speaking assessment while using longi-
tudinal data and multiple operationalizations of experience.

For the purposes of this study, we use longitudinal data (2009–2019) from the inter-
mediate-level speaking test of second language (L2) Finnish in the National Certificates 
of Language Proficiency (NCLP) examination in Finland. We focus on the following 
questions:

Rater severity:
1a. Is rater severity affected differently by different types of rater experience?
1b. Is rater severity affected by missing rating opportunities, that is, by disconnection 

from the CoP?
Rater consistency:
1a. Is rater consistency affected differently by different types of rater experience?
1b. Is rater consistency affected by missing rating opportunities, that is, by discon-

nection from the CoP?

Lamprianou et al. (2021) investigated how skipping just one annual test affects the 
severity or the propensity of the raters to yield an aberrant rating pattern in the context of 
writing assessment. We apply here the same methodology but extend the study in three 
ways: we (a) investigate speaking rather than writing assessments, (b) use data with 
much higher granularity, and (c) use data from a different country and context to confirm 
the findings of past research.

The high granularity of our dataset is essential when it comes to investigating missing 
rating opportunities. The dataset used in this study allows researchers to take a micro 
perspective to investigate whether the extent of the gap (i.e., skipping different numbers 
of consecutive rating opportunities) is significant because there are many rating cycles 
per year. In other words, the data enable us to investigate the possible alienation process 



4 Language Testing 00(0)

where raters gradually lose their shared understanding with the CoP by accumulating 
gaps (i.e., by skipping more than one consecutive rating opportunity). It makes sense to 
assume that alienation is a gradual process and not an abrupt event caused by missing a 
single rating opportunity (cf. Lamprianou et al., 2021).

Context of the study

The study was conducted in Finland, in the context of the NCLP, and its intermediate 
level examination of Finnish (B1–B2). The examination levels are linked to the descrip-
tions of language proficiency in the Common European Framework of Reference for 
Languages (Council of Europe, 2001, 2020). The intermediate test is a high-stakes test 
for adults that is used, for example, in demonstrating language skills for Finnish citizen-
ship and applying for a job or a study place. According to a survey between 2012 and 
2021, applying for citizenship was the most common and important reason for taking the 
test because 79% of participants (N = 45,087) reported using the certificate to apply for 
citizenship.

The study focuses on raters who assess speaking performances in the NCLP examina-
tion. These raters play a crucial role in the NCLP system, and their rating experience is 
the central aspect being examined. The regulation of raters in the NCLP system is gov-
erned by the pertinent acts and regulations (Act 964/2004; Decrees 1163/2004 and 
1109/2011). These guidelines outline the qualifications required for raters, compulsory 
rater training, and regular participation in rating sessions. To ensure transparency and 
accountability, all raters are registered in the rater register maintained by the National 
Agency for Education.

The study specifically examines the impact of different types of rating experience on 
rater behavior in the assessment of intermediate level (B1–B2) speaking examinations. 
These examinations are conducted in a language lab, where performances are recorded 
for assessment purposes. The speaking subtest, lasting 20 minutes, consists of four dis-
tinct tasks that evaluate language proficiency in different situations and contexts. Prior to 
commencing the rating process for recorded performances, raters receive mandatory 
training either remotely or on-site from a lead examiner. During the training, raters listen 
to, assess, and discuss benchmark performances (see more about training in Neittaanmäki 
& Lamprianou, 2024). The speaking performances are rated using the NCLP criteria, 
which are linked to the CEFR.

Literature review: Rater experience in rater severity  
and consistency

The ratings assigned by raters may typically be influenced by multiple factors. Both the 
variability between raters and within raters can be influenced by specific rater character-
istics, such as different types of experience, including their rating and teaching experi-
ence (Royal-Dawson & Baird, 2009). Several studies have explored the effect on ratings, 
when raters share a common language background with examinees or possess familiarity 
with the examinees’ first language (L1) (e.g., Carey & Szocs, 2023; Huang et al., 2016; 
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Miao, 2023; Park, 2020; Winke et al., 2012). These studies have demonstrated that expe-
rience (i.e., familiarity) with the examinees’ language background can facilitate rating, 
but this may also result in increased leniency. On the contrary, sometimes familiarity 
could potentially lead to the opposite effect (i.e., to increased severity), especially if the 
raters have negative experiences with speakers of the familiar L1. This phenomenon has 
been observed in several pertinent studies (Brennan & Brennan, 1981; Lindemann, 
2005).

The relationship between rater experience and rater severity and consistency has been 
the focus of a growing number of studies. However, as stated above, most have been in 
the context of writing assessment (e.g., Ahmadi Shirazi, 2019; Barkaoui, 2010a, 2010b; 
Leckie & Baird, 2011; Lim, 2011; Şahan & Razi, 2020; Song & Caruso, 1996; Weigle, 
1998, 1999) and their findings are not directly applicable to speaking assessment (Bonk 
& Ockey, 2003; Davis, 2016; Kim, 2011). The fact that these studies have operational-
ized experience differently may also make the comparability and applicability of their 
findings even more difficult.

For instance, Davis (2016) conducted a study to examine the impact of experience on 
the rating behavior of 20 experienced teachers who were otherwise inexperienced with 
that particular spoken language assessment. Results revealed that “posttraining experi-
ence” had limited influence on rater consistency and severity. However, it should be 
noted that this result might be attributed to the short data collection period of approxi-
mately 2 weeks. In another study, Bonk and Ockey (2003) analyzed group oral discus-
sions among Japanese students in their L2 (English). The findings indicated that 
“returning” raters (with recent experience) were slightly more severe and consistent, but 
new raters were more inconsistent. Kim (2011) compared “novice,” “developing,” and 
“expert” raters and found that novice raters exhibited instability in severity compared to 
experts. In a somewhat similar study, Kim (2015) explored how novice, developing, and 
expert raters utilized an analytic scoring rubric in a speaking assessment across three rat-
ing sessions. The study demonstrated novice raters showed slow improvement in their 
rating performance, while experienced raters demonstrated stable rating patterns over 
time.

However, some results stemming from the writing assessment studies are possibly 
applicable to speaking assessment as well. In the context of writing assessment, Lim 
(2011) found that novice and experienced raters did not always demonstrate different 
severity and consistency. Leckie and Baird (2011) contrasted three groups of raters with 
different experience: team leaders, experienced raters, and new raters. They found that 
less and more experienced raters did not differ significantly in severity or consistency on 
essay scoring. Yet other studies have also yielded supportive results (Alp et al., 2017; 
Attali, 2016). In contrast, some research findings suggest that experience could make 
raters appear more lenient (e.g., Song & Caruso, 1996; Weigle, 1999). Weigle (1998) 
found that more experienced raters were less severe but more consistent. However, after 
training, consistency was improved significantly. Song and Caruso (1996) reported that 
experience was significantly related to leniency.

How raters interpret and use the rating criteria has been found to be one of the most 
important determinants of severity and rating variability (Barkaoui, 2010b; Lumley & 
McNamara, 1995; Weigle, 2002). Previous studies have shown that experienced raters 
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either use only certain individual analytical criteria (Eckes, 2008) or rely on factors not 
included in the criteria to feed into proficiency level judgments (Barkaoui, 2010a; Orr, 
2002). For example, Eckes (2008) found that some raters tended to focus on different 
criteria compared to other raters. Eckes’ results are also supported by Orr (2002), who 
indicated that, over time, raters considered factors that were not reflected in the assess-
ment criteria and had difficulties adhering to the criteria. Other studies have indicated 
that experienced raters tend to assess holistically so they may pay less attention to rating 
criteria (Barkaoui, 2010b, 2011). In contrast, Cumming (1990) reported that experienced 
raters used a wider range of criteria compared to other raters. Ahmadi Shirazi (2019), on 
the other hand, found no statistically significant interaction between experience (novice 
or experienced rater) and rating scale (analytic or holistic scale).

Consistency in the interpretations of rating criteria is one of the biggest challenges in 
both rating and rater training. Even if raters understand the rating criteria similarly, they 
may value different features of the language in different ways and, thereby, may weight 
and apply different analytical criteria in their scoring (Ang-Aw & Chuen Meng Goh, 
2011; Kim, 2011, 2015; Lumley, 2002; Orr, 2002; Şahan & Razi, 2020). Pollitt and 
Murray (1996) noted that raters’ attention to different performance features also changes 
across examinees’ proficiency levels.

Leaving aside the limited volume of published research in the field of speaking assess-
ment, the main weakness of the existing literature is that researchers often categorize 
raters in obscure groups (e.g., “developing” or “experienced” raters) instead of employ-
ing more precise operational definitions. This may have led to the conflicting findings of 
similar research and has hindered the comparability of research outcomes. In the next 
section, we describe how we have operationalized experience in different ways to show 
that the type of experience may be a significant determinant of rater effects.

Data and methods

The data consist of two parts: (a) operational rating data from Finnish intermediate 
speaking subtests in NCLP over the last 10 years 2009–2019 covering 45 different exam-
ination sessions, 59,899 examinees, 175 tasks and 104 raters, and (b) background infor-
mation about raters such as rating experience in NCLP and activity (i.e., participation in 
the rating sessions of intermediate-level speaking performances of NCLP), age, gender, 
and L1. This information was combined with rater severity and consistency indices pro-
duced by the Many-Facets Rasch model (MFRM) analysis calculated from operational 
rating data to create a useful data set for further analysis.

Raters and measures of rater experience

All 104 raters had a university degree in Finnish and the majority were teachers of 
Finnish as an L1 or L2. They had participated in obligatory rater training approved by the 
National Agency for Education, which is a prerequisite for becoming an official rater in 
the NCLP test system. Almost all raters had Finnish as an L1 (with the exception of less 
than ten raters, whose L1s were German, Estonian, Swedish or Russian), and 94% of 
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them were females. Over the 10 year period, the mean age of the raters was 51 years 
(SD=10; range: 27-70). Since the raters formed a homogeneous group in terms of their 
education, gender, and L1, it was not meaningful to examine the relationship between 
these factors and severity and consistency of their ratings.

Raters start their work as an NCLP rater at different phases of their professional 
careers: some have many years of teaching experience and some only a few. In addition, 
the raters varied in terms of their rating experience and participation in rating sessions 
(see Table 1). In this study, the NCLP raters’ rating experience is operationalized in four 
different ways:

(a) “Years of rating experience in NCLP” indicates the number of years for which an 
individual has been registered with the NCLP as a rater, between 1994 (when the 
NCLP was first established) and 2019. Therefore, “Years of rating experience in 
NCLP” increases over time regardless of whether the rater participates in rating 
sessions or not and can – in theory – range between 0 and 25. There are raters 
with almost 25 years’ experience who have been involved in NCLP from the 
beginning but other raters who only joined the NCLP during the last year of our 
research period. The mean years of NCLP rating experience is 11 (SD = 8).

(b) “Examination sessions rating experience” indicates the number of different rat-
ing sessions (of intermediate-level speaking assessments) for which an individual 
has participated as an NCLP rater for over the 10-year research period. It can 
range between 1 and a theoretical maximum of 45, in the sense that there were 45 
distinct rating sessions in the period under study (usually, there are 4 to 6 rating 
sessions per calendar year). Raters usually attend rating sessions at least twice a 
year. On average, raters participated in 10 distinct rating sessions (SD = 7; range: 
1–35). One third of the raters attended 9 to 16 times, another third 17 to 35 times, 
and the remaining third 3 to 8 times.

(c) “Cumulative rating volume” indicates the total count of examinee performances 
rated by each rater in previous sessions, including the current one, that is, it 
increases with every rating session the rater attends. The average number of 

Table 1. Descriptive statistics for different types of rating experience.

M SD Minimum Q1 Median Q3 Maximum

Years of NCLP 
rating experience

10.85 7.50 0.01 4.03 9.60 17.66 24.79

Examination 
sessions rating 
experience

9.50 6.96 1.00 4.00 8.00 14.00 35.00

Rating volume per 
session

52.08 15.98 4.89 43.69 50.56 56.31 147.78

Cumulative rating 
volume

479.88 386.86 4.89 182.50 376.39 684.50 2296.22
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performances rated by each rater over ten years was 480 (SD = 387; range: 
5- 2,296). 

(d) “Rating volume per session” indicates the count of examinee performances 
which were rated by each rater at each rating session. Theoretically, this measure 
can take values between 1 and the total number of examinees rated under one 
rating session (which depends on turnout), but in practice the average number of 
performances rated by each rater per exam was 52 (median = 51) with a standard 
deviation of 16 and a wide range between 5 and 148.

It is also worth mentioning that when raters participate in rating sessions for NCLP 
examinations (basic, intermediate and advanced level examinations are administered and 
rated simultaneously), they do not always rate intermediate-level speaking performances, 
but they may rate basic- or advanced-level tests or even a different skill, such as writing. 
In the current study we used data from the rating sessions of intermediate-level speaking 
performances only.

Measures of disconnect from the CoP

We investigated the effect of the number of rating sessions missed by a rater (referred to 
as “rater absence”) by creating two different variables, borrowing the idea of these vari-
ables from Lamprianou et al. (2021). The first was a binary variable (“returning rater”), 
where code 1 denotes that the rater had attended the previous rating session and code 
zero denotes that the rater skipped (at least) the previous session. We also counted the 
total number of rating sessions each of the raters skipped before returning to rate, and we 
called this variable the “rating gap.” Then, we broke down the gap into six ordered cat-
egories (referred to as gap_recoded variable) 0, 1, 2, 3, 4, and 5. Each of the ordered 
categories indicates the corresponding number of skipped rating sessions except for cat-
egory 5, which means 5 or more skipped rating sessions. The NCLP requires that each 
rater must participate in rating sessions at least once a year to maintain their license to 
rate. This means in practice that raters can skip three consecutive tests and must attend 
the fourth one to keep their license; starting from 2017, as the number of tests increased 
to six per year, raters can skip up to five tests without losing their rating license.

Many raters attended almost every or at least every second rating sessions but some 
attended barely one per year. The raters assessed the speaking performances of consecu-
tive tests in approximately 51.7% of cases (i.e., gap_recoded = 0). In 22.6% of cases, the 
raters missed one test (i.e., gap_recoded = 1). Raters missed two tests in 10.0% of cases, 
(i.e., gap_recoded = 2), three tests in 4.9% of cases, four tests in 2.8% of cases, and five 
or more in 8.0% of cases (range: 5-32).

Statistical methods

Our data analysis consisted of two steps. First, we analyzed all our data as a single data-
set with the Many-Facets Rasch model (Linacre, 1989) using Facets software (Linacre, 
2020) and a three-facets rating scale model (i.e., rater, examinee, and task). To get a 
unique and comparable severity and consistency measure for each rater at each rating 
session, we followed the standard procedure described by Lamprianou et al. (2021), Lim 
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(2009), and Myford and Wolfe (2009). Therefore, to ensure our data connectivity, we 
linked our data through common examinees (representing over 4% of the total volume of 
our data), whose language skills did not seem to change across examinations (see more 
about data linking in Neittaanmäki & Lamprianou, 2024).
We used rater severity measured in logits (the mean rater severity was set to zero; the 
lower the logit measure, the more severe the rater). Rater consistency was derived from 
raters’ infit and outfit mean squares, produced by the MRMF analysis. Infit mean square 
(MNSQ) is sensitive to unexpected ratings where the locations of elements are close 
together on the measurement scale and, respectively, outfit MNSQ where the locations 
are far apart from each other. Infit and outfit MNSQ values were operationalized as 
binary variables “misfit,” where a value of 1 indicates inconsistency (infit or outfit 
MSNQ ⩾ 1.2) and a value of 0 indicates no inconsistency (infit or outfit MNSQ < 1.2). 
The results of the MFRM analysis are presented in more detail in Neittaanmäki and 
Lamprianou (2024). Some MFRM analysis output is displayed graphically in 
Supplementary Appendix A. Overall, rater severity had small standard errors (0.07 to 
0.14) and varied from -2.47 to 2.58 logits. The reliability for rater measures was 0.98. 
Rxaminee ability ranged from -8.64 for the less able to 9.17 for the more able (examinee 
ability -1.05 logits; SD = 3.12; SEM = 0.88). The reliability for examinee measures was 
0.90.

Using outfit MNSQ ⩾ 1.2 as a cutoff threshold resulted in approximately 14% of 
raters being classified as misfitting (inconsistent); and infit MNSQ ⩾ 1.2 suggested that 
approximately 11% of raters were inconsistent. Other studies with similar methodologies 
also used similar cutoff values (e.g., Lamprianou et al., 2021).

To address our research questions, we fit generalized linear mixed models (GLMM) 
(Agresti, 2013; Bates et al., 2015) using the lme4 package (Bates et al., 2015) of the R 
platform (R Core Team, 2020). To investigate the effect of different types of experience 
on rater severity, we fitted four separate GLMMs with rater severity as the dependent 
variable, but each model had one different type of rater experience as an independent 
variable. To investigate the effects of different types of experience on rater consistency, 
we fitted four different GLMMs with rater consistency as the dependent variable, but 
each model had one different type of rater experience as an independent variable. 
Typically, all independent variables should be included simultaneously in the same 
GLMM to avoid multiple testing and account for potential covariates, confounding fac-
tors, and interactions. However, in the case of our study, including all types of rater 
experience in a single model is not feasible, as some of them are highly intercorrelated, 
and this would lead to collinearity issues (e.g., Pearson’s r between “Cumulative rating 
volume” and “Examination sessions rating experience” variables > 0.9).

To investigate the effect of missing rating opportunities on rater severity and consist-
ency, we used rater misfit as a binary-dependent variable and two different measures of 
missing rating opportunities as independent variables.
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Results

The effect of different types of experience on severity and consistency

Firstly, we used a GLMM with rater severity as a continuous dependent variable and 
each of the different types of rating experience as independent variables: years of rating 
experience in NCLP, examination sessions rating experience, rating volume per session, 
and cumulative rating volume. The raters were modeled as random effects.

Table 2 presents the results of the models explaining rater severity by years of NCLP 
rating experience, examination sessions rating experience, and cumulative rating vol-
ume. As shown in Table 2, the coefficients of the three variables were statistically signifi-
cant. The coefficient of years of NLCP rating experience (i.e., simply being registered 
with the NCLP) was statistically significant and positive (0.03, p < .001), albeit small. 
This suggests that raters who were registered with the NCLP for a longer period were 
more likely to be more lenient. An alternative but equally plausible explanation is that 
raters become more lenient just because time passes and they remain affiliated with the 
NCLP as (active) licensed raters. For each year, they remain affiliated licensed raters 
with the NCLP, and they become more lenient by 0.03 logits. For a period of 25 years 
(the maximum theoretical possible value), that would be the equivalent of 0.75 logits or 
around 24% of the standard deviation of candidate ability. It is important to note that the 
impact on leniency is very gradual, in the sense that one additional year of experience 
with the NCLP only increases leniency by a small amount (i.e., 0.03 logits). In other 
words, the increase is so smooth that it is likely difficult for the casual observer (i.e., 
individual raters) to detect in real time and only becomes practically meaningful and 
noticeable after longer periods.

On the other hand, the coefficient of examination sessions rating experience was also 
statistically significant and positive (0.02, p < .001), albeit also near zero. This suggests 
that accumulating experience by participating in rating sessions (not by merely being reg-
istered with NCLP) made the raters slightly more lenient over time. However, the magni-
tude of the effect was small. For example, after participating in 45 rating cycles (the 
maximum theoretical possible value), the increase in rater leniency is about 29% of a 
standard deviation of the examinee ability. This, in combination with the findings described 
in the previous paragraph, highlights the value of longitudinal datasets that allow research-
ers to quantify smaller changes over time, which would otherwise go unnoticed.

Rating volume per session, the number of performances rated by each rater per each 
examination did not affect rater severity (p = .695; so this is not shown in Table 2), but the 
coefficient of cumulative rating volume was statistically significant (0.11, p < .001), sug-
gesting that the raters became more lenient when they rated more performances. The 
value of the coefficient in Table 2 refers to the standardized cumulative rating volume 
(M = 0 and SD = 1), suggesting that a rater who rated one standard deviation more perfor-
mances (compared to the mean) would be more lenient by 0.11 of the standard deviation 
of candidate ability. Again, this indicates only a gradual change in leniency, suggesting 
that practically impactful changes in severity are less likely to be quantified, unless a 
long-term longitudinal design is used.
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Cumulative rating volume and examination sessions rating experience are entwined 
in the sense that the more often the rater attends rating sessions, the more performances 
are rated by the rater, so they may not be included in the same model as covariates 
(Pearson’s r above 0.9). When the variables of “examination sessions rating experience” 
and “years of rating experience in NCLP” are included in the same model, the coeffi-
cients of both variables remain statistically significant and consistent with the previous 
models discussed above; the Pearson correlation between the two variables is 
r(1416) = 0.407, p < .001 (see Supplementary Appendix B for details).

Intraclass correlation (ICC), the ratio of the between rater variance to the total vari-
ance, can also be interpreted as the correlation among observations within the rater. In our 
models, ICCs were moderate (0.28–0.30), suggesting that the severity varied moderately 
within the rater (i.e., there is no clear consistency among a rater’s leniency/severity).

Rater consistency was modeled as a binary-dependent variable in different GLMMs 
(1 = inconsistent and 0 = consistent rater). Years of rating experience in NCLP (p = .711 
for outfit and p = .745 for infit MNSQ), examination sessions rating experience (rating 
frequency) (p = .960 for outfit and p = .472 for infit MNSQ), and cumulative rating vol-
ume (p = .717 for outfit and p = .705 for infit MNSQ) did not affect rater consistency (so 
their results are not shown in Table 3 for the sake of brevity). However, as shown in Table 
3, statistically significant (p = .001 and .003) odds ratio values of 0.65 were found for the 
independent variable of rating volume per session. This suggests that raters who rated 
more performances per rating session were less likely to be classified as misfitting/
inconsistent.

The effect of disconnecting from the CoP

GLMMs were used to investigate how absences (ordered categorical variable) affected 
severity and consistency. As before, the raters were modeled as random effects.

Table 3. The results of the model predicting rater (in)consistency by rating volume per 
session.

Predictors Outfit12 Infit12

Odds 
Ratios

95% CI p Odds 
Ratios

95% CI p

(Intercept) 0.09 0.06–0.14 <0.001 0.06 0.03–0.09 <0.001
Rating volume per 
session (STD)

0.65 0.51–0.84 0.001 0.65 0.49–0.86 0.003

Random Effects  
σ2 3.29 3.29  
τ00 rater 1.94 2.65  
ICC 0.37 0.45  
N rater 104 104  
Observations 1,418 1,418  
Marginal R2/
Conditional R2

0.033/0.392 0.030/0.463  
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Missing/skipping rating sessions (p = .301–.830) did not seem to explain rater severity 
(results not shown in Table 4 for brevity). However, missing/skipping rating sessions 
seemed to affect rater inconsistency significantly (see Table 4). Three out of five odds 
ratio values for the outfit MNSQ measures, were statistically significant and greater than 
one, indicating that if a rater missed more than one rating session, they were more likely 
to be classified as misfitting/inconsistent. There was no statistically significant effect for 
the infit MNSQ measures.

In conclusion, the results of the effects of rater absence on rater consistency are small 
but not negligible. Contradictory results of the effect of rater absence on outfit and infit 
MNSQ can be explained by the actual nature of the two measures. Rater inconsistency 
measured by outfit MNSQ can, in practice, mean that an otherwise severe rater may give 
an exceptionally good mark to a poorer performer, or an otherwise lenient rater may give 
an exceptionally poor mark to a good performer. On the other hand, the infit MNSQ 
measures are less affected by such extreme rating behavior.

Discussion

In this article, we have examined the effects of rating experience on rater severity and 
rater (in)consistency, in a high-stakes, Finnish as an L2 speaking examination. In addi-
tion, we investigated how gradual disconnection from the CoP may affect rater severity 
and consistency.

Table 4. The results of the model predicting rater (in)consistency by the number of missed 
rating sessions.

Predictors Outfit12 Infit12

Odds 
Ratios

95% CI p Odds 
Ratios

95% CI p

(Intercept) 0.08 0.05–0.12 <0.001 0.05 0.03–0.09 <0.001
gap_rec [missing 1] 1.07 0.67–1.71 0.768 1.25 0.75–2.09 0.392
gap_rec [missing 2] 1.83 1.03–3.24 0.038 1.19 0.60–2.36 0.616
gap_rec [missing 3] 0.77 0.29–2.02 0.590 0.91 0.32–2.64 0.865
gap_rec [missing 4] 3.05 1.15–8.08 0.025 2.88 0.97–8.56 0.057
gap_rec [missing 5 
or more]

2.04 1.07–3.90 0.031 1.69 0.80–3.59 0.169

Random Effects  
σ2 3.29 3.29  
τ00 rater 1.88 2.41  
ICC 0.36 0.42  
N rater 104 104  
Observations 1,314 1,314  
Marginal R2/
Conditional R2

0.018/0.375 0.009/0.428  
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We have broken new ground in speaking assessments by analyzing a granular, longi-
tudinal rater dataset, covering 45 rating cycles. Briefly, we found that with experience 
comes leniency. However, different measures of experience have quantitatively different 
magnitudes of impact or no impact at all. We have also demonstrated that raters who rate 
more performances per examination tend to be less likely to be classified as misfitting; 
in other words, raters who are more hesitant to rate more performances are also more 
likely to be classified as inconsistent. Finally, and this is possibly the most interesting of 
our findings, we have shown that skipping rating opportunities increases the likelihood 
of a rater to be classified as significantly inconsistent. Although we expected to see a 
more gradual alienation from the CoP, it seems that skipping even a few rating opportu-
nities (e.g., just two) increases the likelihood for a rater to be classified as significantly 
inconsistent.

In more detail, our results suggest that while raters become more experienced, they 
also tend to become more lenient. Although the effect was moderate rather than large, 
our findings accord with those from previous research. For instance, in Ahola (2016, 
2022), raters reported that through experience, they learned to better tolerate inaccurate 
Finnish and to understand learners from different backgrounds better. Moreover, accord-
ing to their own perceptions, they learned to view language skills more holistically than 
they did at the beginning of their rating career. Other studies—but with writing assess-
ment—have also shown that experienced raters tend to assess more holistically (see e.g., 
Barkaoui, 2010b, 2011 and Ahmadi Shirazi, 2019). Weigle (1999) and Song and Caruso 
(1996) also found that more experienced raters may be more lenient.

Comprehensibility of oral speech has become increasingly important as the ethnic 
diversity of immigrants has grown in Finland, and, thus familiarity with different pro-
nunciations may be important. This may be one reason for the raters in our findings 
becoming more lenient as they gain more experience in rating examinees of a particular 
profile– that is, when they become more familiar with different ethnic groups speaking 
in Finnish. Many previous studies (e.g., Carey et al., 2011; Winke et al., 2012) have 
stated that this kind of rating experience (i.e., familiarity with particular examinees) 
makes scoring easier, and it can also lead to leniency in scoring. If rater experience with 
examinees of a particular profile is an important determinant of severity/leniency, then it 
makes sense for policymakers to invest in training and also retaining pools of raters with 
homogeneous rating experiences. Sudden changes in the pool of raters by recruiting too 
many new raters with different rating experiences may lead to what Lamprianou et al. 
(2021) have described as “cultural shocks” within the CoP, undermining the quality of 
rating. On the other hand, the risk of too much familiarity with examinees’ accent is that 
raters may understand the performance of an examinee too well compared to ordinary 
people, and, thus, this can lead to situations in everyday life where the examinee fails to 
cope with their language skills as expected. This may be an example of rater experience 
having an unintended and probably negative—rather than positive—consequence.

It is also reasonable to suggest that changes in the examinee group would affect the 
raters and the general line of rating, in our case, toward leniency. The changes in the 
group of NCLP examinees and the relatively large increase in the number of examinees 
over time reflect global events and subsequent processes, such as migration. Forced 
migration background may lead, for example, to attending the test prematurely in 
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relation to one’s proficiency because of an immense need to apply for citizenship. In the 
case of the NCLP, it is normal for candidates to retake the test multiple times until they 
succeed: more specifically, approximately one-third of the examinees retook the test at 
least once during the last nine examination rounds of the research period. This phenom-
enon is not unique in the context of Finland; it has also been observed in other cases, such 
as Australia (Hamid et al., 2019) where language tests have allegedly been used as “gate-
keeping tools” (p. 226). The phenomenon is not new either as there are pertinent refer-
ences on retakes of language tests in the United States as early as 1998 (Del Valle, 2003). 
The increase in examinees with significantly lower general ability, combined with the 
fact that the raters have become more familiar with examinees from a wider range of 
different backgrounds, may have influenced the raters to become more lenient in general. 
Given that the pool of candidates may be of lower overall ability, it is possible that raters 
have gradually shifted their attention to different features of performance (Pollitt & 
Murray, 1996).

However, the same factors did not seem to affect rater inconsistency. What turned out 
to influence rater inconsistency was absence from rating sessions, that is, how many rat-
ing sessions raters skipped before returning to rate again. This finding is consistent with 
previous research suggesting that disengaging from the CoP increases the likelihood of a 
rater producing unreliable ratings (Lamprianou et al., 2023). In our context, missing one 
rating session did not seem to have a significant effect on raters’ odds of yielding a mis-
fitting rating pattern, but missing more than one seemed to considerably increase the 
probability of being classified as inconsistent. The gradual effect of rater absences on 
consistency may be explained by the fact that the raters are indeed working with similar 
learners (as test-takers) in their everyday lives, and, therefore, raters are not really alien-
ated from the test-takers and ratings immediately; alienation is gradual. Thus, after an 
extended break in conducting ratings, uncertainty about the interpretations of the tasks 
and rating criteria as well as unusual performances can have a stronger influence on the 
consistency of ratings, especially at the beginning of the rating session. This interpreta-
tion may be supported by the fact that the results also suggested that the rater was less 
likely to be classified as misfitting/inconsistent if they did more ratings during one rating 
session. If the number of ratings is large enough, it may be easier for the raters to find and 
stick to their “own rating line” and, thus, feel more confident in their ratings. Lamprianou 
et al. (2023) also suggested that more confident raters were less likely to be flagged as 
inconsistent.

Inconsistency in ratings can also be due to the fact that raters cannot maintain a uni-
form level of severity across the performances that the rater is assigned to assess. In other 
words, raters may assess some examinees with certain background factors more harshly 
or leniently. For example, this may happen because of unfamiliarity with a certain group 
of examinees (e.g., different ethnicities/pronunciations; Kang et. al., 2023). Often, the 
rater must first get used to the foreign accent to understand better what the speaker is 
communicating. In addition, based on our experience in the operational test system, we 
have found that quick and good decision-making skills may be linked to consistent rating 
behavior. A rater who must think long and hard about their rating and listen to the perfor-
mance several times is more likely to prove inconsistent. This suggests that intra-rater 
reliability is probably related to decision-making skills (which can be improved by 
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training, up to a point). This should be taken into account when selecting raters for the 
test system but also when designing rater training sessions.

Finally, the test system should ensure that raters assess regularly without excessive 
breaks and that the number of assessments is large enough and has sufficient variation 
(i.e., performances from different L1 speakers). Mandatory rater training (where raters 
can discuss with colleagues) before every rating session is important because that way, 
raters recall the rating criteria and listen to the benchmark samples regularly and finally 
are not alienated from the CoP (see Lamprianou et al., 2023). Only through regular train-
ing can the test system improve the consistency of the ratings and at the same time reduce 
the variation in severity between raters. Otherwise, it is difficult for the test system to 
address the leniency that comes with experience and the inconsistency that comes with 
alienation from the rater community.

Conclusion

In this article, we investigated the effect of different types of rater experience on raters’ 
severity and consistency in the context of a high-stakes intermediate-level speaking test 
in the NCLP examination system in Finland. We found that with experience comes leni-
ency, but different experience measures have quantitatively different magnitudes of 
impact. We showed that skipping rating opportunities increased the likelihood of a rater 
to be classified as inconsistent. We also demonstrated that raters who rate more perfor-
mances per examination are less likely to be classified as misfitting. Based on our find-
ings, we recommend that the test systems should ensure that raters assess regularly 
without excessive breaks. Understanding the effect of alienation from the rater commu-
nity is important for ensuring the validity and fairness of the ratings, particularly in high-
stakes contexts.

Though we have shown here that both training and rating experiences within the test 
system are relevant aspects in the rating, raters’ teaching experience (e.g., Royal-Dawson 
& Baird, 2009), educational and professional background (e.g., Shohamy et al., 1992), 
and expectations and attitudes toward examinees with different background factors (e.g., 
Ahola, 2020; Johnson, 2005) most probably have some kind of an effect on rating behav-
ior. In this study, these factors were not considered. Furthermore, we did not use the 
experience gained by the rater when rating subskills or test levels other than intermediate 
speaking as a factor in this study. It will, therefore, be interesting to further investigate 
how experience gained in different skills and levels is transferred to the assessment of 
intermediate speaking.

It is reasonable to anticipate that various types of experience will exert varying 
degrees of influence on rater characteristics. For instance, practitioners need to identify 
the most influential types of experience to effectively monitor and include them in their 
rater selection criteria. One approach to assessing the distinct impact of independent 
variables on the dependent variable was to sequentially add all relevant variables to the 
same model. Regrettably, this was only partially feasible with our dataset (see 
Supplementary Appendix B), due to high correlations among some independent varia-
bles. In the future, it is important to construct appropriate datasets to facilitate this type 
of research. There also seems to be a knoweldge gap regarding the micromechanisms by 
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which some variables (e.g., different types of experience) may or may not affect the 
consistency and severity of the rating. Unfortunately, such research questions are impos-
sible to answer using quantitative data alone. In the future, we suggest researchers 
approach these types of gaps utilizing more in-depth studies (e.g., more qualitative data) 
with rich techniques such as focus groups, interviews, or think-aloud protocols.

Finally, we have a methodological recommendation for future research. Our study has 
benefitted significantly from a longitudinal dataset, one spanning 45 consecutive testing 
cycles, to detect small effects on consistency and severity. The coefficients of the models 
were small, which suggests that datasets covering small numbers of consecutive testing 
cycles would likely fail to detect measurable signals. From the perspective of research-
ers, it is imperative to form partnerships with testing organizations which are in posses-
sion of longitudinal data of this size. Similar thoughts about the usefulness of longitudinal 
designs have recently been expressed by other researchers as well (Lamprianou et al., 
2021). We encourage the research community to invest more resources in longitudinal 
designs in the future to be able to investigate more subtle and gradual changes in rater 
effects.
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