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1. PREFACE

Radical molecules are usually very reactive and they play an important role in many reac­

tion mechanisms as intermediates. For this reason it is important to gain information about 

these reactive species. Electron magnetic resonance (EMR) spectroscopy provides an impor­

tant experimental method for studying the magnetic properties and dynamics of the radical 

molecules. 

Quinones represent a class of biologically important compounds which usually are good 

electron acceptors and in some cases also electron donors. Both processes result in a radical 

molecule which can be studied by EMR spectroscopy. In the present work the properties of 

alkyl- and amino-substituted 9,10-anthraquinone anion radicals, as well as hydroquinone 

and 1,4-dihydroxynaphthalene cation radicals were explored with experimental and theo­

retical methods. The dynamic processes encountered in these compounds in the liquid 

phase provide an interesting and challenging research field in which this study provides 

new information about the rotation barrier heights and the temperature dependences of the 

isotropic hyperfine coupling constants. The static magnetic properties were also obtained to 

provide reference data for these compounds. 
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2. OVERVIEW OF ELECTRON MAGNETIC RESONANCE

Electron paramagnetic resonance spectroscopy (EPR) may be regarded as an extension of 

the famous Stern-Gerlach experiment.1,2,3 In the 1920s Stem and Gerlach showed that an 

electron magnetic moment in an atom can only take discrete orientations in the presence of 

an external magnetic field. Later Breit and Rabi derived the resultant energy levels of a hy­

drogen atom in a magnetic field where one has additional angular momentum arising from 

the proton.4 Rabi further studied the transitions between the levels by using an oscillating 

magnetic field.5 A few years later Zavoisky performed the first EPR experiment by detect­

ing a radio frequency absorption from a CuC12 ·2H20 sample in a magnetic field.6 Later ex­

periments were extended to higher frequencies, namely the microwave region. Nowadays, 

the usual frequency of a modern EPR spectrometer is ea. 9 GHz. 

The theoretical and experimental methods of electron magnetic resonance relevant to this 

work will be reviewed here briefly. 

2.1 EPR spectroscopy 

The EPR spectrum is recorded by varying the magnetic field strength and monitoring the 

absorption of the applied electromagnetic radiation by the sample. The reason for varying 

the strength of the magnetic field instead of the frequency of electromagnetic radiation is 

purely technical. Due to the modulation scheme used by most EPR spectrometers the spec­

trum is displayed as the first derivative of the absorption spectrum. This modulation 

scheme enhances the sensitivity of the spectrometer remarkably. EPR spectrometers are 

usually classified by the frequency of the electromagnetic radiation used: X-band (6 - 11 

GHz), K-band (11 - 36 GHz), Q-band (36 - 46 GHz), and W-band (56 - 100 GHz). 

The spin energy levels of organic 1t-radicals in the liquid phase are approximately given by: 
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n 

(1) 

i= I 

where g is the g-value of the unpaired electron (characteristic for the radical), � is the Bohr 

magneton, B is the magnitude of the external magnetic field, ms is the quantum number of 

the unpaired electron, his Planck's constant, Ai is the isotropic hyperfine coupling constant 

(IHFC; Hz), and the m1.'s are the nuclear spin quantum numbers? The effects of spin-orbit 
l 

coupling in eqn. (1) have been embedded into variable g. For organic 7t-radicals the spin-

orbit coupling is usually small and the g-value is then close to the g-value of a free 

electron? For all radicals studied in this work the observed g-values were within a range of 

2.0032 - 2.0050. 

The allowed transitions in the EPR spectroscopy to the first order are Lims = ±1 and Lim1 = 0. 

In the EPR experiment the allowed transitions among the energy levels of eqn. (1) are in­

duced by electromagnetic radiation in the presence of an external magnetic field. The en­

ergy corresponding to the electromagnetic radiation is given by hu, where u is the fre­

quency of the electromagnetic radiation (Hz). In order to observe a hyperfine coupling be­

tween the unpaired electron and the nucleus, this nucleus must have a nonzero magnetic 

moment. 

The relative intensities of the EPR transitions are affected by the statistical distribution of 

nuclear states. For example, two magnetically equivalent nuclei of nuclear spin 1/2 give rise 

to nuclear spin states (a,a), (�,a), (a,�), and (�,�). The second and third states correspond to 

degenerate transitions; therefore the intensity of this transition is twice as great as that of 

the first and the last transitions (1:2:1). In the case of nuclear spin 1/2 the intensities are 

given by the coefficients of the binomial expansion. For higher nuclear spins a modified bi­

nomial expansion must be used? 
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The macroscopic behavior of the unpaired electron spins may be described by the Bloch 

equations?,8 ,9 The rotating frame solution of the Bloch equations result in the following 

lineshape function for EPR absorption: 

(2) 

where B 1 is the amplitude of the electromagnetic radiation, Tz is Lhe spin-spin relaxation 

time, w0 is the unpaired electron Larmour frequency, w is the frequency of the electromag­

netic radiation, 'Ye is the free-electron magnetogyric ratio, and T1 is the spin-lattice relaxation 

time?,8 If the last term in the divisor of eqn. (2) is large then the intensity of the absorption 

is small. Since organic radicals usually have rather long spin-lattice relaxation times in the 

liquid phase, a low microwave power must be applied in order to avoid power saturation.8 

The typical microwave power applied in this work was in the range of 0.1 - 0.5 mW. 

The Bloch equations may be modified to include other relaxation effects, such as molecular 

exchange.9,10 An alternative and more elegant method based on density matrix formalism 

may be used to describe the dynamic effects on the EPR spectrum. The density matrix obeys 

its equation of motion (Liouville equation).8 The diagonal elements of the density matrix p 

represent the fractional populations of the corresponding states and the non-diagonal ele­

ments describe the coupling of the corresponding states by the Hamiltonian. 

The density matrix formalism may be used to obtain lineshape functions in the case of two 

special phenomena which are important in liquid phase EPR studies; namely, the alternat­

ing linewidth effect caused by chemical exchange and the nuclear spin dependent line 

broadening caused by introduction of anisotropic effects into the spectrum. The latter effect 

is usually observable in the low temperature region where the viscosity of the solvent is 

high. These two cases have been implemented in the xemr program developed during this 

work.11 
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In the case of intramolecular exchange we assume that the nuclear spin states of the mol­

ecules do not change during the process. This is certainly true when a radical molecule is 

transformed from one isomer to another. In this case the following result for the lineshape 

may be derived from the steady state solution of the Liouville equation and further by cal­

culation of the expectation value of the unpaired electron spin rising operator: 
N, 

-iCL/k(co) 

.f(co) = Im( 
k=I 

), N, 

1+¾L/iCO) 
k=I 

(3) 

where Ne is the number of conformations, nk is the fractional population of the structure 

containing the kth line (1/Nc), coo,k is the Larmour frequency of kth line, T2
k is the spin-spin 

relaxation time of kth line, and 't is the average life time of all occurring species.12 The lines 

contained in the sum of eqn. (3) all have the same nuclear spin quantum numbers occurring 

in the different structures. The total spectrum is then obtained by summing over the lines 

originating from all the nuclear spin quantum number combinations. The lines having the 

same positions in all structures stay sharp and the "moving" lines broaden. The broadening 

effects start to show up in the spectrum when the exchange rate is of the same order as the 

IHFC (in Hz). The average first order rate constant k for the isomerization reaction can be 

obtained from the inverse of Nc't. The eqn. (3) is a simple and fast method for calculating the 

exchange broadened spectra. A more comprehensive and complicated method, where the 

rate constants for conversion between each structure may be obtained, has been described 

by Heinzer.13 Both the Norris and the Heinzer methods have been implemented in the xemr 

program.11 For an example of this linewidth alternation phenomenon, see paper 5 / Fig. 2. 
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Further, the energy of activation may be obtained from the well-known Arrhenius plot (ln k 

vs. 1/T). By way of an example an Arrhenius plot of the hydroxyl group rotation in the hy­

droquinone cation radical measured in this work is shown in Fig. l. The rate constants were 

obtained directly from the xemr optimization runs. 

12.0 

111.0 

10.0 
V

O 
� 50.3 kJ/mol 

x Experimental 

-- Arrhenius plot 

9.0 '----�---�--�----'------' 
0.00330 0.00340 0.00350 0.00360 0.00370 0.00380 

1/T 

Fig. 1. Arrhenius plot of the hydroxyl group rotation in the hydroquinone cation radical. 

The radical was generated in a mixture of sulfuryl chloride fluoride and fluorosulfonic acid. 

VO indicates the energy of activation obtained by the least squares fitting. The temperature 

range of 270 - 300 K is shown. 

The anisotropic line broadening can be modelled with the Redfield equation, which is an 

approximate derivation of the density matrix equation. It can be shown that the resulting 

linewidth is of the form: 

(4) 
i<j 

where parameter A depends on the interaction of traceless anisotropic g and hyperfine cou­

pling matrices with themselves as well as other line broadening mechanisms; B is the cross 

interaction term of traceless anisotropic g and hyperfine couplings; C is the interaction of 
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traceless anisotropic hyperfine coupling with itself, and D corresponds to the interaction be­

tween traceless anisotropic hyperfine couplings of different groups of completely equiva­

lent nuclei.7,8 Basically, these constants depend on the liquid phase rotation correlation time 

of the radical and the tensor inner products of the traceless anisotropic g and hyperfine cou­

pling matrices. When degenerate EPR transitions are present, it is important to distinguish 

the difference between symmetrically equivalent and completely equivalent groups of nu­

clei. Complete equivalency means that the nuclei have the same static and time dependent 

Hamiltonians. In the symmetric case only the time averaged Hamiltonians for the nuclei are 

same.8 The effect of eqn. (4) can clearly be seen as broadened high field lines in the low tem­

perature region for the studied quinone samples as shown in Fig. 2. It should be remem­

bered that the Redfield theory is valid only for rotation correlation times 10-9 s or shorter at 

X-band frequencies.8 

334.5 334.8 335.1 335.5 

B / mT 

335.8 336.1 336.5 

Fig. 2. Experimental EPR spectrum of hydroquinone cation radical in a mixture of sulfuryl 

chloride fluoride and fluorosulfonic acid at 200 K. The spectrum consists of two overlap­

ping species, the cis and trans forms. 
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2.2 ENDOR spectroscopy 

In the liquid phase ENDOR experiment a peak from the EPR spectrum is first selected for 

monitoring and the selected position is maintained accurately by using a field/ frequency 

lock. Then the EPR signal is power saturated so that its intensity is reduced. In this work the 

applied saturating microwave power levels were in range of 10 - 30 mW. A second electro­

magnetic radiation, usually called the NMR radiation, is chosen orthogonal to the external 

magnetic field and the EPR radiation. By applying NMR radiation of the nuclear transition 

frequency to the sample the corresponding spin energy levels become coupled. If the relax­

ation conditions are favorable, the EPR signal is restored. An ENDOR spectrum consists of 

the changes in EPR signal intensity when the NMR field is swept over the measurement in­

terval. A group of equivalent nuclei produce a peak pair centered around the nuclear EN­

DOR frequency (vn; Hz). The peaks are separated by the absolute value of IHFC (A; Hz). 

Alternatively, if I A I /2 > Yn then the peak pair is centered at I A I /2 and separated by 2vn. 

The nuclear ENDOR frequency depends on the magnitude of the external magnetic field 

and the nuclear magnetic moment. 

The selection rule for an ENDOR transition is �mr = ±1 and therefore the nuclear Zeeman­

energy contribution must be added to eqn. (1). The possibility to obtain an ENDOR spec­

trum depends on the relaxation times between energy levels: electron spin relaxation T 1,

nuclear spin relaxation T1n, and cross relaxations Tx1 and Tx2.14,15 Because the line intensi­

ties depend heavily on the relaxation parameters the number of nuclei contributing to the 

same hyperfine transition cannot usually be determined from the ENDOR spectrum. When 

cross relaxations are ignored, it can be shown that the solvent viscosity and sample tem­

perature may be adjusted to obtain the best ENDOR signal.15 For the molecules and sol­

vents studied in this work, the best ENDOR enhancements were usually obtained near the 

freezing points of the solvents. The sign of the hyperfine coupling changes the order of the 
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energy levels but leaves the overall spectrum unaltered.14 The ENDOR intensities are typi­

cally from one to ten percent of the EPR signal intensities and therefore the samples must 

have rather high radical concentrations (ea. 5 mmol dm-3). 

The liquid phase ENDOR experiments are usually more difficult to perform than those in 

the solid phase because the electron spin relaxation is much faster in the liquid phase. The 

nuclear transitions have to be driven at a rate comparable to the electron spin relaxation, 

which means that higher amplitude NMR radiation must be used. The applied NMR radia­

tion power in this work was in the range of 300 - 500 W. An example of a liquid phase EN­

DOR spectrum can be seen in paper 1 / Fig. 3. This ENDOR spectrum consists of three 

groups of equivalent protons. In this case the molecular symmetry suggests that there 

should be four groups of equivalent protons but two of these groups have accidental 

equivalency. Here the proton ENDOR frequency was ea. 14 MHz at 340 mT. 

2.3 TRIPLE general spectroscopy 

TRIPLE general spectroscopy is closely related to the ENDOR spectroscopy. In contrast to 

the ENDOR experiment the TRIPLE general experiment has one extra NMR radiation ori­

ented in such a way that it is perpendicular to all the other fields. One of the NMR radia­

tions is "pumping" some selected ENDOR transition while the frequency of the other NMR 

radiation is swept over the measurement interval. The first NMR radiation short-circuits the 

given nuclear relaxation path affecting the intensities of all ENDOR peaks. The TRIPLE gen­

eral spectrum may be used to obtain the relative signs of the IHFCs by inspecting the inten­

sity changes of the other ENDOR peak pairs.IS An example of a TRIPLE general spectrum is 

shown in Fig. 3. Here the spectrum gives a hint of the ethyl proton IHFC because very often 

the ring protons and, the methyl and ethyl protons have the opposite signs. This interpreta­

tion appears to be in agreement with the theoretical calculations (see paper 1). 

13 



It should be noted that the F.NDOR pe;1 k intensity behavior depends on the sign of the 

nuclear gN value, and thus this has to be taken into account fur such nuclei.15 

10.0 12.0 

---

14.0 

frequency / MHz 

16.0 

Pump 
frequency 

18.0 

Fig. 3. An example TRIPLE general spectrum of the 2-ethyl-9,10-anthraquinone anion radi­

cal is presented. The spectrum shows that one of the IHFCs has a different sign compared to 

the other IHFCs. 

2.4 Simulation of isotropic EPR spectra 

The isotropic EPR spectrum can be simulated provided that the spectral parameters are 

known. Among these parameters are the IHFCs, linewidth, signal intensity, parameters of 

eqns. (3) and (4), and other parameters. In the first order EPR spectrum simulation, the tran­

sitions between the energy levels of eqn. (1) and the statistical appearance of the nuclear 

states are generated. Usually the simulation procedure first generates the stick spectrum, 

which is then convoluted with the lineshape function. This can sometimes be done in an ef­

fective way by the transformation to the corresponding Fourier space, where the convolu­

tion is just a multiplication operation. This method cannot, however, be applied when the 

lines have varying widths. If the simulation contains many species, the spectra are summed 

to obtain the total spectrum. Once the spectrum has been simulated, it can be compared to 
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the experimental EPR spectrum by calculating the root-mean-square (RMS) difference be­

tween the spectra. The RMS value gives correctness criteria for the simulation. The process 

can easily be automated by minimizing the RMS value respective to the spectral param­

eters. The minimization problem is a global minimization problem which usually embraces 

of many closely located local minima. For this reason the otherwise effective gradient based 

methods cannot be applied since they easily get trapped in local minima. Typical minimiza­

tion methods applied are, for example, the Monte Carlo (MC) and simplex methods.16,17,18 

The MC method is a heavily random method, where the trial points are chosen by random 

and, if the RMS of a trial point is better than the current one, then the trial point is chosen as 

the current point. This process is typically repeated a few thousand cycles. The initial guess 

and a maximum change limit for each variable are given before the optimization is started. 

This restricts the random search to the region where the solution is expected to be. A good 

initial guess for IHFCs is generated by the ENDOR measurements, where the number of 

equivalent nuclear groups are unknown but can usually be guessed on the basis of the mo­

lecular symmetry. A general rule is that as many parameters as possible should be obtained 

by hand and kept constant during the optimization. The choice of a maximum change limit 

of the parameters is two-fold: if chosen too small the process gets trapped into local minima 

easily, and if chosen too large the process converges to the minimum very slowly. 

In the simplex method a simplex of n+ 1 corner points, where n is the number of variables in 

the optimization problem, is generated in the optimization space. The initial simplex points 

are chosen by random and are limited by the maximum change limit parameter as de­

scribed above. Then at each simplex iteration the point having the worst RMS value is dis­

carded and a new point is chosen. The new point is selected from the opposite side of the 

simplex where the worst point was located. Various heuristics may be applied to scale the 

length of this step and thereby enhance the convergence speed. For exact details, see Ref. 11. 

It was observed during this work that at least a few hundred cycles of the MC method 
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should be applied before the simplex method which will then locate the minimum more ef­

fectively. 

Some general rules should be applied when performing simulation fitting with the xemr 

program.11 For example, the linewidth can best be obtained from the central peak (if it ex­

ists) when the anisotropic broadening is present, because the central line has all the nuclear 

quantum numbers zero (cf. eqn. (4)). This peak also provides a good way of judging the cor­

rectness of the intensity variable of the simulation. Many local minima usually exist in the 

direction of the intensity variable. The maximum change limits should first be chosen 

"large", and when the simulation process proceeds, then the limits may be narrowed. Some­

times restrictions among the optimizable parameters must be issued in order to obtain 

meaningful results. For example, the simulation of the cis and trans forms of the hydro­

quinone cation is greatly simplified when the hydroxyl proton IHFC and positions of the 

first peaks are forced to be the same for both the species. This applies especially to the in­

tramolecular exchange simulation of the hydroquinone cation, which consists of four differ­

ent species. 

The application of special non-linear least squares optimization procedures should further 

increase the convergence speed near the minimum. The implementation of these methods 

to xemr are in progress. 

16 



3. EXPERIMENT AL

Preparation of the quinone radicals usually requires high vacuum conditions, because the 

radicals react easily with triplet state oxygen molecules and the oxygen also causes un­

wanted line broadening of the EPR spectrum. Therefore the samples studied in this work 

were prepared in vacuum cuvettes (ea. 10-7 Torr), in special cuvettes from which the oxy­

gen was removed by flushing nitrogen through the cuvette, or in closed argon gas driven 

loop-flow cuvettes. Sketches of the vacuum cuvette and closed loop-flow cuvette used in 

this work are shown in Figs. 4 and 5. 

To the vacuum pump 

Sealing point 

Storage for the reducing/oxidizing agent 

Measurement area (quartz tube) 

Fig. 4. Sketch of the EPR vacuum cuvette. The base of the cuvette is pyrex glass. 
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Argon input 

Argon output 

Solution -

,----1 

I 1 I 
I I 
I I 
I I 
L_ ___ ...J 

Cavity area 

Fig. 5. Sketch of the closed loop-flow cuvette driven by argon gas. The amount of required 

compounds can be easily adjusted to obtain the best measurement conditions or to perform 

series of concentration dependent measurements.19,20,21 

In the case of vacuum samples the chemicals required for the sample were first inserted into 

the cuvette, then the sample was frozen in liquid nitrogen, and the cuvette was sealed by 

flame after two or three pump-freeze-thaw cycles. For some samples UV irradiation was re­

quired for radical generation. It is important not to produce a too high radical concentra­

tion, because the Heisenberg exchange effect will cause considerable line broadening (max. 

10-4 mol dm-3).8

3.1 Anion radicals of alkyl- and amino-substituted 9,10-anthraquinones 

The alkyl- and amino-substituted 9,10-anthraquinones exist in the non-protonated quinone 

-forms at pH higher than ea. 9.22 High pH should be used when producing the anion radi­

cals of these compounds, because otherwise a mixture of some half protonated forms may 

be the result. Also, the proton exchange with the solvent could cause considerable line 

broadening effects. Both alkyl- and amino-substituted 9,10-anthraquinones are soluble in 

alcohol-water mixtures. Ethanol-water combinations usually yield good results. In some 

cases dimehylformamide or dimethylsulfoxide could also be used as solvents. For some 
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compounds the high alkaline concentration alone is sufficient to produce high enough radi­

cal concentrations for measurements. If this is not the case, then sodium dithionite or glu­

cose may used as a reducing agent. Exact details of the methods for producing the anion 

radicals of these compounds are given in papers 1 and 2. The high alkaline concentrations 

can cause unwanted side reactions, especially with substituents at �-positions of the an­

thraquinone ring. Therefore optimal adjustment of the pH is very important. If UV irradia­

tion is required for radical generation then special care must be taken not to introduce any 

side reactions. The outlined methods produce high enough radical concentrations for mea­

surement of EPR, ENDOR, and TRIPLE general spectra. 

The anion radicals were also produced in liquid ammonia or dimethoxyethane by the alkali 

metal reduction, but these methods are more laborious than the methods presented above. 

3.2 Cation radicals of hydroquinone and 1,4-dihydroxynaphthalene 

The hydroquinone and 1,4-dihydroxynaphthalene cation radicals may be produced under 

high vacuum conditions with strong acids as oxidants. The parent compound, in both cases, 

may be the quinone or the quinol form, which both result in the same quinol cation radical. 

Usually fumic sulfuric acid or fluorosulfonic acid is used as an oxidant with a suitable sol­

vent. These acids, however, cause some slow side reactions which presumably involve sub­

stitution of the hydroxyl group. Therefore the samples must be measured on the same day 

as they are prepared. In this work nitromethane (NM) and sulfuryl chloride fluoride (SCF) 

were used as solvents. The advantage of using SCF instead of NM is the larger temperature 

scale, that is ea. 150 - 300 K vs. 200 - 300 K. The acid concentration needs to be kept to a 

minimum in order to obtain the best resolution for the EPR spectra. It was observed that 

SCF and sulfuric acid cannot be used together since they result in two phases. This means 

that the deuterated sulfuric acid cannot be used for the deuteration of the hydroxyl group 

protons in this solvent. See paper 5 for exact details on sample preparation. 
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For more detailed information on thP suitahle solvents a.ncl reducing/oxidizing agents for 

quinones and quinols, see Ref. 23. The special cuvette used in this work is also documented 

in Ref. 23. 
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4. COMPUTATIONAL BACKGROUND

The rapid development of powerful computers has made computational chemistry avail­

able as a useful tool for interpreting experimental results and sometimes for giving a pre­

diction of what is to be expected in an experiment. 

A short introduction to the applied computational methods used in this work will be given 

below. A good recent review of the electronic structure methods was given by Head­

Gordon.24 

4.1 Schrodinger equation

The basis for quantum chemical treatment of stable atoms and molecules is the time­

independent Schrodinger equation (in atomic units): 

(5) 

where \j/ describes the state (eigenfunction); Eis the energy of the state (eigenvalue) and Vis 

the potential under which the particle(s) are situated.25,26,27 The measure of the set where V 

is discontinuous is zero. The laplacian represents the kinetic energy and V the potential en­

ergy. The eigenfunctions are required to belong to the space of quadratically integrable 

functions on 9tn which is denoted by L2(9tn). In general the wavefunctions are complex­

valued functions, but in non-relativistic quantum mechanics the wave functions of station­

ary states are real.26 Hence we restrict our discussion to real wave functions. Since the elec­

trons are fermions this further restricts the eigenfunctions to the antisymmetrized subspace 

of L2. The eigenfunctions are chosen so that they are normalized to unity with respect to the 

usual L2 -norm. In a case of degenerate eigenvalues the corresponding eigenfunctions are 

chosen to be orthogonal by the normal L2 -inner product. For an atom or a molecule the po­

tential term is defined as: 
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i<j i<j 

where ei E 9t3 are the electron coordinates, ni E ':Jt3 are the nuclear coordinates, Z/s are the 

nuclear charges, and k and 1 denote the number of electrons and nuclei, respectively.25,26,27 

Usually the energy operator is symbolized by H (Hamiltonian), which includes both kinetic 

and potential terms. An important result of eqn. (5) is the variation principle which states 

an estimate for the smallest eigenvalue.27 Because L2(':Jtn) is a vector space there exists a 

unique linear combination representation of each of its elements.28 

4.2 Hartree-Fock self-consistent field equations 

For numerical methods the dimension, 3k + 31, makes the eqn. (5) difficult to solve directly. 

The discretization of the problem, i.e. the expansion in chosen basis functions, produces 

very large matrices or high dimensional integrals which can be handled only for light atoms 

and small molecules. For molecules the dimension may be dropped to 3k by making the 

Born-Oppenheimer approximation, where the nuclei are assumed to be stationary.27 This 

also simplifies the potential term of eqn. (6) so that the nuclear contribution may be added 

to the eigenvalues after the eqn. (5) has been solved. Still, the dimension is too large to be 

applied to any practical chemical problems. The solution of eqn. (5) may be reduced to k 

coupled 3-dimensional differential equations by making the iterative self consistent field 

(SCF) Hartree-Fock (HF) approximation.29,30,31 

Discretization of the resulting SCF HF equations may be performed by the usual basis set 

expansion method leading to the secular equations and the matrix eigenproblem. Grid 

based methods may also be applied. Examples of the grid based methods are the finite dif­

ference and the finite element methods.32,33 Regardless of the applied method, the problem 

reduces to finding the eigenvalues and the corresponding eigenvectors of a generalized 
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matrix eigenproblem. In the case of 5CF HF with MO's constructed as linear combination of 

AO's, the resulting matrix eigenproblem is called the Roothaan-Hall equation.29,34,35,36

The 5CF HF treatment of the ground state will give an energy correct only to the Hartree­

Fock limit, which is higher than the correct electronic energy. The method may be refined 

by including electron correlation effects into the calculation. Examples of these post 

Hartree-Fock methods are: configuration interaction (CI), M0ller-Plesset perturbation (MP), 

and Coupled Cluster (CC).37 Electron correlation needs to be considered when accurate en­

ergies or good quality wave functions are required.29 

An important variable when performing calculations on radicals is the expectation value of 

the 52 operator of the radical molecule. For doublet state radicals this value should be close 

to 0.75. However, in the spin unrestricted HF method (UHF), the values are usually higher 

than this. This problem is called the spin contamination and it originates from the fact that 

the wave function obtained by the UHF procedure is not necessarily an eigenfunction of the 

52 operator.34,38,39 When electron correlation effects are included in the calculation, the spin 

contamination problem is reduced. 

4.3 Semiempirical methods 

The semiempirical INDO (Intermediate Neglect of Differential Overlap) and AMl methods 

were applied in this work mainly for reference purposes. A detailed descriptions of these 

methods can be found in Refs. 40 and 41, respectively. AMl represents one of the latest 

semi-empirical methods whereas INDO has been widely used by EPR spectroscopists be­

cause it is computationally feasible and it gives a correct order of magnitude for the calcu­

lated IHFCs. However, in many cases the assignment of the IHFC sign and the position by 

INDO gives incorrect results. A good example of this problem is the 9 ,10-anthraquinone an­

ion radical (See Table 4.23 in Ref. 40). In this case the assignment of the IHFCs to ex and �­

positions were reversed and the sign of the �-position IHFC was wrong. 
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4.4 Kohn-Sham self-consistent field equations

An alternative approach for the SCF HF procedure is offered by the density functional 

theory (DFT). The DFT is based on the Hohenberg-Kohn theorem, which states that the 

ground-state energy of a many-electron system is uniquely determined by its electron den­

sity, p(x), and that any other electron density will give higher energy.42 A simplified proof 

of this statement is given by Levy.43 Hohenberg and Kohn also concluded that the electron 

kinetic and electron-electron repulsion terms may be expressed as a functional of the elec­

tron density. Unfortunately the exact form of the complete functional is not known but only 

suggests the following partitioning of the energy functional: 

(7) E(p) = T(p)+ U(p)+ExcCP), 

where the functional T describes the kinetic energy of the non-interacting electron gas, U is 

the classical electrostatic energy, and Exe represents both the exchange and correlation 

energies.44,45,46 This is the usual partitioning of the energy functional when deriving the 

Kohn-Sham (KS) formalism. The electron density is defined as a sum of one-electron KS or­

bital densities:45,46,47 

(8) 

i= I 

The densities for a and � spins, Pa and p�, may defined in similar way by including only 

the corresponding spin orbitals in eqn. (8). The kinetic and classical electrostatic terms can 

then be written as:46 
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(9) 

k 

T(p) = -½I.J \jl;(x)fl\jl;(x)dx
i = I 9t3 

I 

U(p) = f p(x)(L,
lx��}dx+½f f P��y�

)dxdy
9t3 j = I 9t39t3 

Eqn. (9) assumes the Born-Oppenheimer approximation and therefore the nuclear-nuclear 

repulsion energy must be included when evaluating the total energy of eqn. (7). The SCF 

equations corresponding to eqn. (9) can be derived: 

(10) 

where the Ei and 'l'i are the one-electron SCF KS eigenvalues and -functions and the func-

. 1 d · • BExc<P) • h h 1 • . 1 d' h hona envahve op 1s t e exc ange-corre ahon potenha correspon mg to t e

exchange-correlation energy Exe·46 Using the linear combination of AO's a Roothaan-Hall 

type matrix equation may be derived in similar fashion to SCF HF theory. When a molecule 

or atom has unpaired electrons, the E
xe 

becomes dependent on both the electron density 

and the spin density. The SCF KS eigenvalues do not have the same Koopmans' theorem 

property as the SCF HF eigenvalues.45 The exact form of the exchange-correlation energy 

E
xe 

and the corresponding potential are unknown. For example, in the local density ap­

proximation (LDA) the E
xe 

is written as: 

(11) 

where Ee(P) denotes the correlation functional.34 In this approximation it is assumed that

the electron density varies slowly. Various other approximations for this functional have 
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been proposed.45,46,47 These approximations include combinations of local and non-local 

(gradient corrected) forms. At present the hybrid functionals B3LYP and B3PW91 are the 

most popular functionals.34,48,49,50,51,52 It is important to note that the SCF HF is actually a 

special case of SCF KS, when the exchange energy is given only by the HF exchange integral 

and the correlation energy is zero. Therefore the SCF KS based methods can be imple­

mented relatively easily into the existing SCP HF computer programs. In some cai;e::; the 

DFT methods do not produce accurate or even qualitatively correct results, thus these meth­

ods are no substitute for the post-Hartree-Fock methods.39 

4.5 Technical notes on calculations

The Gaussian 94 computational chemistry package was used in the theoretical calculations 

of this work.53 It contains, for example, evaluation of the electronic energy by various ab ini­

tio and semiempirical methods, geometry optimization, and evaluation of some electronic 

properties based on the obtained wave function. The Gaussian 94 implementation of the 

SCP HF method scales as O(N4) and the SCF KS methods come very close to this, depend­

ing on the exchange-correlation term used. Most CI methods in Gaussian 94 are somewhere 

in the range of O(NS) and O(N7), depending also on the number of Slater determinants cho­

sen. Here N is the number of the basis functions.34 

Assumption of the Born-Oppenheimer approximation was standard throughout this work. 

The geometry of a molecule may be optimized to the energy minimum by well-known opti­

mization procedures.54 These methods involve calculation of the first and possibly the sec­

ond derivatives of the energy with respect to the nuclear coordinates. If iVE(x)I = 0 and the 

Hessian matrix at x is positive definite, then the energy E has a local minimum at x. The 

Hessian matrix consists of the second derivatives of energy with respect to the nuclear coor­

dinates. It is important to test the positive definiteness of the Hessian since the energy gra­

dient norm is zero at the energy maxima and at the saddle points too. These properties are 
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usually computed with the IR frequency calculations in most ab initio programs. Geometry 

restrictions may be included easily into the optimization by using penalty terms.54 

The molecular orbitals are formed as a linear combination of suitable basis functions. De­

scriptions of the commonly used basis sets can be found from Ref. 34. 

4.6 Calculation of isotropic hyperfine coupling constants 

The isotropic hyperfine coupling constant of an organic electronic doublet state radical is 

related to the normalized spin density at nucleus N by the relation:29 

(12) 

where a is the lHFC value at nucleus N (T), gN is the nuclear g-value, �N is the nuclear mag­

neton, � is the vacuum permeability, and D(rN) = Pa - p� is the normalized spin density at 

the nucleus N.

Because the electron-nuclear potential term of eqn. (5) is discontinuous at the nuclei, the re­

sulting wave function is not expected to be numerically stable at that point, and therefore 

the lHFC is not an easy property to calculate. Also most ab initio programs use the 

Gaussian-type orbitals which do not fulfill the cusp condition at the nuclei. Various ap­

proaches have been suggested to overcome these problems.55,56 Before the DFT methods 

became widely used, the calculation of lHFCs required a large, well balanced basis set com­

bined with Cl calculations with single and double substitutions included. These Cl calcula­

tions were only applicable to relatively small radicals. For example the methyl radical has 

been studied with the Cl methods.57 The new Exe functionals of the KS method have re­

cently been shown to be able to predict lHFCs for organic radicals.58,59 A good recent re­

view of the calculation of IHFCs by Cl and DFT methods has been given by Lunell et az.60 

Since the computational requirement of the DFT is often less than that of Cl, calculations on 

larger organic radicals, such as alkyl substituted 9,10-anthraquinone anion radicals, have 
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used DFT methods. On the basis of various studies the B3LYP functional with the polarized 

split valence 6-31G* type basis set has proven to be a good level of approximation when cal­

culating the IHFCs.58,59 

To get an impression of the accuracy of the applied B3LYP / 6-31G* method, the calculated 

and experimental IHFCs of a series of small radicals are presented in Table 1. Some differ­

ences between the experimental and calculated results may arise from the static geometry 

applied in the calculations and the possible matrix effects present in the experiments. For 

protons the calculated IHFCs are usually within 10 % of the experimental results and the ex­

pectation values of the S2 operator are very close to the correct value of 0.75 in all the cases 

considered. 

Table 1. Theoretical (optimized by B3LYP /6-31G*) and experimental IHFCs for some small 

radicals. The references are given for the experimental data whereas the calculated values 

were produced during this work. The IHFCs are expressed in units of mT. 

Compoun State Nucl. a1,calc a1,expt Nucl. a2,calc a2,expt Ref. 

H2O+ Doublet lH -2.51 2.61 170 -3.09 2.97 61 

OH Doublet lH -2.43 2.28 - 2.62 170 -1.82 2.28- 2.62 62,63,64 

CN Doublet 13C +18.3 21.0 14N -0.63 0.45 61 

CH3 Doublet lH -2.53 2.47 13C +4.42 2.70 65 

CH Doublet lH -1.82 2.06 13C +1.67 1.68 66, 67 

C2Hs Doublet lH -2.41 2.24 lH +2.64 2.69 68 (*) 

NO Doublet 14N +0.64 0.79 170 -1.13 69 

(*) Methyl protons were averaged in the IHFC calculation. 
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The calculated IHFCs are not heavily sensitive to the choice of basis set but the required ac­

curacy is usually reached at the 6-31G* basis set level. For example, in the case of CH radical

even the STO-3G basis set is sufficient to reproduce the experimental observations.

4.7 Zero-point and temperature corrections to isotropic hyperfine coupling constants 

The zero-point and temperature averaged effects of molecular vibration on the observed

IHFCs have been considered recently by Barone et a[.70 As an example of their method, the

planar methyl radical is briefly considered here. The vibrational effect in this molecule is

caused by the out-of-plane movement of the carbon atom. This movement is taking place at

the bottom of a one dimensional potential well. The potential energy curve and the IHFC

dependence curve were calculated by issuing constraints to the methyl radical geometry

and performing constrained geometry optimizations. The quantized nuclear energies and

states were obtained by solving the one-dimensional Schrodinger equation for vibration.

The energy levels obtained were then weighted by assuming the Boltzmann distribution

among the states. Finally, the temperature averaged IHFC values were calculated. This

treatment yielded a very good agreement with the observed 13C IHFC values. Because good

results were obtained, it is reasonable to extend this treatment to model the internal rotation

in hydroquinone-like cation radicals as well.

The internal rotation of some groups with respect to each other may be described by the

one-dimensional torsional Schrodinger equation (Mathieu equation) for the rotating groups:

(13) _//';;/
) + V(a) = E'lf(CX),

where the periodic boundary conditions to 'I' apply on interval [0,27t].71,72 V describes the

potential under which the groups rotate, F = h2/(8n2I), I is the reduced moment of inertia of

the rotating groups, and 'I' and E are the torsional nuclear eigenfunctions and -values. De­

pending on the form of the potential V, some approximate solutions are possible to eqn.
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(13). For example, for an infinitely high rotation barrier the harmonic: oscillator model may 

be used. To obtain a general solution, the problem must be solved numerically. The prob­

lem may be solved easily by applying the finite difference approximation to eqn. (13) and 

computing the eigenvalues and eigenvectors of the resulting matrix.73 Let us denote the 

operator, which describes the torsional dependence of the IHFC, by A(a). Then the zero 

poinl and Lemperalure aven:i.ged IHFC at tt:mpt:rnlurt: T may bt: t:xprt:::;::;t:c.l a::;: 

(14) 
i 

a,JJI) =
� -£!RT 
L./ 

where R is the gas constant.70,72 This result may be readily derived using the density matrix 

formalism by noting that the density matrix for thermal equilibrium is: 

(15) 

where His the torsional nuclear Hamiltonian of eqn. (13).8 The potential term V may usu­

ally be approximated in the case of a symmetric rotation barrier with the first Fourier term: 

(16) 

where VO is the height of the potential barrier and n is the number of minima on the poten­

tial curve.71 In many cases the IHFC operator A(a) has been found to follow a very similar 

relation: 
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(17) 
a -a 

A (a)= a
P

+T(l-cos(na)) 

where a
p 

and a
0 

are the IHFC values at the minimum of the potential curve and at the maxi­

mum, respectively.72 The quantity (a
0
-a

p
)l2 is called the IHFC barrier height and is usually

obtained from the theoretical calculations. Since the term F includes the reduced moment of 

inertia of the rotating groups, isotope effects may be studied. Moments of inertia obtained 

from the theoretically calculated rigid geometries were applied in this work. Quantum tun­

neling effects may also be observed, if the rotation barrier height and width are suitable. 

The tunneling phenomenon can easily be identified by inspecting the nuclear wave func­

tions. No such effect was observed in this work because the rotation barrier heights and 

widths were not suitable. 

The outlined method can be applied in two ways: by calculating the zero-point and the tem­

perature dependent correction for theoretically derived IHFCs or by estimating the values 

of given variables from the experimental IHFC vs. temperature data. An example of the first 

case is presented in paper 4 and of the second case in paper 5. For analyzing the experimen­

tal data in Paper 5, it was neccessary to include a least squares fitting routine over the tem­

perature dependence model program of Paper 4. Both programs are available upon request. 
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5. SUMMARY AND CONCLUSIONS

5.1 Comparison of spin density calculation methods for various alkyl-substituted 9,10-

anthraquinone anion radicals in the solution phase 

The objective of the study was to test various computational methods for calculating the 

isotropic hyperfine coupling constants in alkyl-substituted 9,10-anthraquinones (AQ). Cur­

rently only deuteration can be considered as a reliable method for assigning the hyperfine 

couplings to specific magnetic nuclei. The deuteration process is usually a tedious task and 

sometimes impossible. If a reliable computational method is found then the assignation can 

be made a routine task. 

Anion radicals of 2-methylAQ, 2-ethylAQ, 2-tert-butylAQ, and 2,3-dimethylAQ were gener­

ated in various solvents. EPR and ENDOR spectra of the compounds were measured and 

the spectra were analyzed using the iterative simulation fitting procedure. The obtained iso­

tropic hyperfine coupling constants were compared with the calculated values obtained 

from INDO, AMl/CI, and B3PW91 methods. AMl/CI and B3PW91 methods were the best 

methods considered in the study but still the results were not very accurate. To obtain bet­

ter accuracy solvent effects have to be considered. 

5.2 EPR, ENDOR and TRIPLE resonance of amino-substituted 9,10-anthraquinone radi­

cals and the rotation of the amino groups in the solution phase 

The aim of the study was to gain information about the existence of a hydrogen bond be­

tween the amino group protons at positions 1, 4, 5, and 8 and the quinone oxygens at posi­

tions 9 and 10. The measured isotropic hyperfine coupling constants are also valuable as 

reference data. 
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Anion radicals of 1-aminoAQ, 2-aminoAQ, 1,4-aminoAQ, 1,5-diaminoAQ, and 2,6-

diaminoAQ were generated in various solvents. The isotropic hyperfine coupling constants 

were obtained from the EPR and ENDOR data using the iterative simulation fitting proce­

dure. The observation of non-equivalent amino protons in 1,5-diaminoAQ anion radical in­

dicated that the amino groups can only be rotating slower than can be distinguished by the 

EPR experiments. The theoretically calculated amino group rotation barrier for positions 1, 

4, 5, and 8 were considerably higher than for positions 2, 3, 6, and 7. These results show the 

existence of the hydrogen bonding between the ex-position amino group proton and the 

quinone oxygen. 

5.3 Molecular orbital study of conformational isomers and rotational barriers of methyl­

substituted hydroquinone cation radicals 

The aim of this study was to validate various theoretical methods by reference to the experi­

mental data and to obtain information about the cis-trans isomerization of the methyl sub­

stituted hydroquinone cation radicals. 

The minimum and the torsional transition state geometries and energies were computed by 

using the high accuracy density functional methods yielding the rotation barrier height and 

the energy difference between the cis and trans isomers. The energy minima were located 

for methyl-hydroquinone, 2,3-dimethyl-hydroquinone, 2,5-dimethyl-hydroquinone, 2,6-

dimethyl-hydroquinone, and trimethyl-hydroquinone cation radicals. The obtained results 

for rotation barrier heights and the number of isomers were in reasonable agreement with 

the earlier experimental results. The rather high hydroxyl group rotation barrier height is 

caused by a partial double bond character of the C-O bond. 
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5.4 Molecular orbital study of the isotropic hyperfine coupling constants of hydro­

quinone and tetramethylhydroquinone cation radicals 

The objective of the study was to calculate the zero-point and temperature dependent cor­

rections to the hydroxyl proton, ring proton, and 170 isotropic hyperfine coupling con­

stants in the hydroquinone and tP.tramP.thylhycfroquinone cation radicals. 

The applied computational model yielded the temperature dependence of the isotropic hy­

perfine coupling constants in agreement with earlier experimental observations. The zero­

point and temperature dependent corrections are essential in order to reproduce the experi­

mental results. 

5.5 Temperature dependence of the isotropic hyperfine coupling constants in 1,4-

hydroquinone and 1,4-dihydroxynaphthalene cation radicals 

The aim of this paper was to obtain experimental values for the hydroxyl group rotation 

barriers, information on the isotope effect on the hydroxyl group rotation, and a demonstra­

tion of the accuracy of the modern spectrum analysis methods. 

The isotropic hyperfine coupling constants were measured for both cation radicals on the 

temperature range of 150 - 300 K using various solvents. The obtained hydroxyl group tem­

perature dependence data yielded new values for the rotation barrier heights for both com­

pounds. These new values are somewhat higher than determined in the earlier studies. 

Deuteration of the hydroxyl group proton resulted in lowered torsional zero-point energy. 

Accurate computer simulations of the EPR spectra revealed that the temperature depen­

dence of the hydroxyl proton IHFC is not linear. This non-linearity was predicted theoreti­

cally in paper 4. 
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spectra, performed all the ab initio calculations, and written the paper. 

Paper 3: I have made some of the ab initio calculations and written the paper. 

Paper 4: I have performed all the ab initio calculations, written all the required computer 
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Paper 5: I have prepared the vacuum samples, made all the measurements, written all the 

required computer programs, and written the paper. 
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