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Mapping Automation in Journalism Studies 2010–2019: A 
Literature Review
Marko Siitonen a, Anne Laajalahti b and Päivi Venäläinena

aDepartment of Language and Communication Studies, University of Jyväskylä, Jyväskylä, Finland; bThe 
School of Marketing and Communication, University of Vaasa, Vaasa, Finland

ABSTRACT  
The algorithmic turn has fundamentally transformed journalistic 
work. Academic interest in the implication of automated 
algorithms for journalism has grown hand-in-hand with their 
everyday use. This paper presents a literature review of peer- 
reviewed research reports (N = 62) on automated algorithms in 
the context of journalistic work. Our review focuses on the first 
decade (2010–2019) during which automated journalism gained 
traction. The study identifies the most prominent perspectives or 
themes that studies in automated journalism have explored and 
the future directions for research that researchers have proposed. 
Based on the analysis, the dominant themes that studies in 
automated journalism have covered include (1) testing and 
developing algorithmic tools, (2) developing practices and 
policies for journalistic work, (3) attitudes and technology 
acceptance, and (4) societal and macro-level discourses 
concerning AI and journalism. The new directions for research 
that studies on automated algorithms have recognized relate to 
(1) target groups and stakeholders—that is, who to study in the 
future; (2) emergent themes and phenomena—that is, what to 
study in the future; and (3) approaches and methodologies—that 
is, how to study these topics in the future. These findings help 
create a holistic picture of possible future directions for the field.
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Introduction

During the 2010s, computational or algorithmic journalism, termed “robot journalism” or 
“automated journalism,” gained increasing traction. On a practical level, companies such 
as Automated Insights and Narrative Science established early on that automated algor
ithms can write news articles in fields such as weather, sports, finance, and even education 
—anywhere where there is a possibility of tapping into well-structured data (Dörr 2016). 
While the early imaginings of entire newspapers put together by “robot journalists” may 
not have become commonplace, media organizations worldwide have included aspects 
of algorithmic journalism into their everyday practices—for example, into collecting 
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and analyzing datasets; identifying trends; producing articles and graphics; and publish
ing, distributing, and targeting content. Generally, algorithms have changed the manner 
in which we produce and consume media (Whittaker 2019).

Academic interest in the implications of automated algorithms for journalism and jour
nalistic work has grown hand-in-hand with the everyday adoption of such algorithms. The 
2010s were a pivotal decade in this regard. For example, it is only toward the latter half of 
the 2010s that research utilizing naturalistic data from actual working life contexts 
became available in the field of automated journalism (e.g., Lindén 2017b; Thurman, 
Dörr, and Kunert 2017). The turn of 2022–2023, on the other hand, has seen a rapid intro
duction of generative AI such as ChatGPT and Midjourney into the debate. This latest 
development is something that research is only beginning to catch up with. The starting 
point of this study is the realization that the continuous developments both in the pro
fessional as well as the academic fields related to algorithmic journalism require us to 
also look back in time in order to construct a holistic overview of where we have been 
and where we may be heading. Understanding the early stages of research provides valu
able historical context and also allows us to trace the evolution of ideas, technologies, and 
methodologies.

This paper presents a literature review of studies that explore the intersection of auto
mated algorithms and journalistic work in the decade between 2010 and 2019. The 2010s 
are the first decade during which automated algorithms became a realistic option to be 
included in everyday journalistic work. This study contributes to our understanding of the 
so-called “algorithmic turn” (Napoli 2014) in the context of journalistic work—what algor
ithm-based journalistic production can mean for journalism in the years to come. Our 
interest lies in how scholars have socially constructed the meaning of algorithms in jour
nalistic work—from which viewpoints or perspectives have they studied automated 
algorithms and what kind of repercussions or opportunities did they see looming 
ahead. By exploring the boundaries of existing research and what may lie beyond 
these boundaries, the results of this review will provide directions for future research. 
The need for review articles has been recently highlighted, as such articles advance 
theory building and the fields in which they are set (Post et al. 2020).

Our study seeks to answer two research questions: RQ1) What were the most promi
nent perspectives or themes that studies on automated journalism explored in the 
2010s? RQ2) What kind of future directions did researchers propose on automated jour
nalism? By answering these questions, our study contributes to the discussion on the past 
and future of journalism in the digital age.

Data and Analysis

To achieve our aim, we conducted a literature review on peer-reviewed research reports 
on automated journalism published between 2010 and 2019. This period was selected 
after an initial review that revealed that before 2010, literature on the topic was scarce 
and mainly speculated the potential of automated journalism. Additionally, we decided 
to limit the review to the end of 2019. Our rationale was that including a full decade of 
research should allow us to gain in-depth insight into the emerging field, while still 
keeping the study focused. In conducting the review, we drew on the principles of sys
tematic literature reviews (e.g., Booth, Papaioannou, and Sutton 2012). In summary, we 
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aimed at an organized and reproducible data collection and analysis process, as well as 
transparent and explicit reporting of the review and the research findings.

We utilized frequently used databases in the fields of humanities, social sciences, and 
information technology in order to collect a corpus of journal articles that deal with algor
ithms in the context of journalistic work. The databases that were included in the search 
were ACM Digital Library, DOAJ, EBSCOhost (Academic Search Elite, Business Source Elite, 
and Communication and Mass Media Complete), JSTOR, and ProQuest. We also expanded 
our search on Google Scholar. Since Google Scholar does not offer the same possibilities 
to limit searches as the other databases, the initial search resulted in thousands of search 
results. As a solution, Google Scholar searches were restricted to the first 100 results, since 
the most relevant results appear higher up on the list. Moreover, it must be noted that 
Google Scholar searches are not as systematic as other databases due to the manner in 
which Google’s search algorithm personalizes search results.

Two separate search strings were used for each database: 

1) (“AI” OR “artificial intelligence” OR “robot*” OR “algorithm”) AND “journalis*”
2) “automated journalism”

The initial search results included several irrelevant results from the field of medicine, 
technology, multimedia, and social media studies, despite other search parameters and 
search terms. As our focus was on the journalists’/professional viewpoint, we concluded 
that the search term/word “journalis*” would be sufficient to find the most relevant results 
for our study. After initial scanning, we also included the more specific search term “auto
mated journalism,” since it appeared to have gained sufficient popularity to represent a 
large proportion of the field and did not necessarily come up using the first search 
string. In addition, we limited the search to include English language publications only 
for consistency.

The initial search resulted in thousands of possible hits. To narrow down the search 
results, we scanned the hits produced by the search. During this scanning, we focused 
on the titles, abstracts, and keywords of each article and, in certain cases, we also read 
key passages from the main body of the article. Based on this stage, we included 
studies that approached automated journalism from the viewpoint of journalistic work 
or analyzed the use of algorithms in actual journalistic practice. In contrast, we were 
not interested in the audience’s viewpoint, such as personalization algorithms evident 
in social media from the users’ point of view or how news readers perceive news gener
ated by automated algorithms (e.g., Clerwall 2014; Haim and Graefe 2017; Shin 2021; 
Wölker and Powell 2018). We also omitted articles detailing news algorithms from the 
viewpoint of pure information systems development (e.g., technical descriptions of build
ing algorithms and mathematical models). Of the numerous papers detailing prototypes 
of algorithms, we only included those that tested these prototypes in actual journalistic 
contexts. We did not include studies that examined the use of automatically generated 
stories, such as earnings announcements, in other fields, such as business, law, or market
ing. Discussions regarding which papers to include and exclude involved the entire 
research team (see acknowledgements), but the final decision was made by the first 
author. This helped to keep the selection criteria consistent throughout the process. It 
must be noted that in many cases the decision was not easy and that there is an inherent 
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element of subjective evaluation in such decision-making. For example, it is not always 
clear whether original research articles published in conference proceedings or edited 
volumes have been peer-reviewed or not. After narrowing the focus of the search 
through the initial scanning, 62 publications were included in the more detailed analysis 
(Appendix 1).

The final sample of publications turned out to be rather diverse. For example, the pub
lication outlets, methods utilized, and keywords selected by the authors varied signifi
cantly, as illustrated in Table 1. This initial finding highlights the difficulty of obtaining 
a holistic overview of the body of studies conducted in relation to automated algorithms 
in journalistic work. The plethora of partially overlapping terms and keywords may make it 
difficult for the reader to even locate relevant texts. An examination of the data collection 
methods represented within the sample revealed that 13 publications included no empiri
cal data. The most common methods included case studies (N = 16) as well as the testing 
of prototypes or pilot projects (N = 9). Overall, over a third of the sample relied on such 
data. Approaching stakeholders for their experiences and, in particular, their perceptions 
was another popular approach. Interviews (N = 11), focus groups (N = 2), surveys (N = 2), 
and ethnography (N = 3) comprised another one-third or so of the sample. The remainder 
of the analyzed studies were divided between content analytical methods (N = 4) and 
analysis of legislation (N = 2).

The analysis of the articles was performed in two stages. First, a close reading of the 
publications helped us construct a holistic view of the data. At this stage, we also 
created a table to support our analysis process, which served as a means of taking and 
sharing notes between the authors throughout the process, facilitating our collaboration 
and helping to ensure the systematicity and quality of the analysis. For each publication, 
we looked at: (1) the aim of the study; (2) methodology; (3) key theories, models, and con
cepts; (4) main orientation or perspective of the study; (5) identified directions for future 
research; and (6) notes on terminology and keywords.

After that, due to the other team members pursuing other interests and projects, the 
first two authors continued the work and engaged in what can be described as a data- 
driven thematic analysis (King and Brooks 2021; Silverman 2020). Directed by our research 
questions, we coded recurring patterns in the data. During this second phase of the analy
sis, emerging themes, and the codes they consisted of were constantly negotiated 

Table 1. Search process and research data (N = 62).
Databases Search strings Inclusion criteria Final sample

ACM Digital Library 
DOAJ 
EBSCOhost (Academic Search Elite, 

Business Source Elite, and 
Communication and Mass Media 
Complete) 

JSTOR 
Google Scholar 
ProQuest

1. (“AI” OR “artificial 
intelligence” OR “robot*” 
OR “algorithm”) AND 
“journalis*” 

2. “automated journalism”

Published in the period 2010– 
2019 

Published in English 
Article was concentrating on 

automated journalism from 
the viewpoint of journalistic 
work

Case study (N = 16) 
No empirical data 

(N = 13) 
Interview (N = 11) 
Testing of 

prototypes, pilot 
projects (N = 9) 

Content analysis 
method (N = 4) 

Ethnography (N =  
3) 

Analysis of 
legislation (N = 2) 

Focus group (N = 2) 
Survey (N = 2)
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between the first two authors. Ultimately, our analysis identified four main themes preva
lent in studies on automated journalism, and three main thematic areas for future 
research directions.

In the next section, we discuss our findings. First, the most prominent perspectives 
and themes explored in studies on automated journalism are presented. Thereafter, 
we discuss the emerging questions proposed by researchers to be addressed in the 
future.

Findings

Themes Covered in Previous Studies on Automated Journalism

Our first research question addressed what were the most prominent perspectives or 
themes that studies on automated journalism explored in the 2010s. In the analysis, we 
focused on issues such as what could be identified as the main aim of the study and 
what did the authors specifically focus or concentrate on in their argumentation. Based 
on our analysis, we identified four main themes: 

1. Testing and developing algorithmic tools
2. Developing practices and policies for journalistic work
3. Attitudes and technology acceptance
4. Societal and macro-level discourses concerning AI and journalism

All the analyzed publications could be categorized as including one or more of the 
abovementioned perspectives. For example, Carlson’s (2015) study discusses how auto
mated journalism altered journalists’ working practices (theme 2) as well as how it con
tinues to influence the broader understanding of what journalism is or should be 
(theme 4). In the next few paragraphs, the key findings related to these four themes 
are explored.

Testing and Developing Algorithmic Tools
In a field in which there is rapid technological development, it is not surprising to find a 
large number of studies that utilize testing and developing as their main approach. 
Studies in this category included a range of approaches from prototype testing (Diako
poulos, De Choudhury, and Naaman 2012) to analyses of existing algorithmic tools 
(Adair et al. 2017; Leppänen et al. 2017). Moreover, the purposes for which these 
tools were developed were equally varied. We found studies focused on finding and 
selecting sources, event-detection, fact-checking, dealing with multilingual data (e.g., 
machine translation and speech recognition), classification, clustering and assessment 
of data, niche and geo-specific bots, social media analytics, writing assistants, and so 
forth.

The emphasis on prototyping almost naturally implies that many of these studies were 
small-scale, short-term, and set in what could be described as laboratory-like conditions. 
While this is inevitable, it also implies that these early studies are limited in their capacity 
to inform us of how such tools and applications will fit in and become a part of everyday 
journalistic workflow after the “new shine” of technology rubs off.
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Developing Practices and Policies for Journalistic Work
The second main theme identified in our analysis was the drive toward developing prac
tices and policies for journalistic work. Studies that included this perspective often offered 
or discussed manifestos, lists of criteria, general principles, frameworks and so on—both 
abstract and concrete tools aimed at guiding journalistic work that utilizes automated 
algorithms. Practices directed toward everyday journalistic work dealt with issues such 
as selecting, evaluating, or cleaning data. For example, Diakopoulos and Koliska’s 
(2017) study develops “pragmatic guidelines that facilitate algorithmic transparency” 
(809). Presented in the form of an empirically grounded typology, they discuss what 
kind of information could and should be disclosed when using automated algorithms 
in journalism. Another example is Caswell’s (2016) study which proposes how automated 
and human contribution to news could be best integrated for the purpose of structuring 
news.

Other studies discussed practices and policies that were clearly aimed at the broader 
level of media organizations and similar stakeholders. These included policies related to 
economic considerations and general media ethics (Thurman, Dörr, and Kunert 2017) as 
well as juridical questions (i.e., copyright, libel, legal liability) (Ombelet, Kuczerawy, and 
Valcke 2016; Witt 2017). For example, Lewis, Sanders, and Carmody (2019) raise the ques
tion of responsibility for the actions of automated algorithms in journalism. Focusing on 
the US libel law framework, they discuss the difficulties related to determining fault when 
algorithms are involved as well as how news organizations may (or may not) articulate 
their defense in case they end up getting sued. In particular, in studies that extend 
their scope from tangible practices to the policy level, it becomes evident that the 
ongoing algorithmic turn involves a number of stakeholders beyond news organizations 
themselves. These include both more obvious actors such as software developers, but 
also for example legal, educational, and political actors.

Attitudes and Technology Acceptance
This is the third main area of focus that is apparent in the analyzed studies centered on 
journalists’ attitudes toward automated algorithms. The interest in attitudes and technol
ogy acceptance can clearly be understood as being motivated by the need to understand 
the sociocultural context of journalistic work. In other words, studies highlighted the need 
to approach the topic from perspectives other than primarily technological perspectives 
(e.g., Kim and Kim 2018, 354).

Several studies in this category highlighted the need to unpack the so-called technol
ogy acceptance challenges and “automation anxiety” (Lindén 2017a). As Lindén (2017b) 
notes, journalists’ stance toward new technology has always had its frictions. Whether 
labeled computer-anxiety or a general fear of technology, it is not difficult to find 
those who consider automation as a threat to the profession. In certain cases, authors 
adopted evaluative positions—for example, stating that algorithms could never replace 
humans as guardians of democracy and human rights (Latar 2015). Even in cases in 
which it cannot be termed actual “fear,” several studies highlighted journalists’ doubts 
and disillusionment with the new technology: “Journalists felt these constraints meant 
that items produced in this way would lack the context, complexity, and creativity of tra
ditional reporting” (Thurman, Dörr, and Kunert 2017, 1246). Another example of such 
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apprehensions is found in van der Kaa and Krahmer’s (2014) study, in which they note 
that, “In our experiment, journalists perceived the trustworthiness of a journalist to be 
much higher than that of the computer” (1).

However, not all the viewpoints presented in studies on attitudes and technology 
acceptance were negative. In certain cases, studies illustrated how journalistic pieces 
authored by algorithms could be rated higher than human-written ones by both lay 
readers as well as journalists (Jung et al. 2017). Other studies highlighted that in addition 
to negative perspectives, there are also those within the journalistic profession who have 
more positive expectations from this automation (Kim and Kim 2018). Overall, studies in 
this category build a strong case for continuing to study professionals’ attitudes and the 
way they incorporate automated algorithms into their work.

Societal and Macro-Level Discourses Concerning AI and Journalism
The fourth theme our analysis identified was centered on the societal and macro-level dis
courses surrounding automated algorithms and journalistic work. Within this category of 
studies, scholars imagined the future of automated algorithms in journalistic work by dis
cussing the impact of algorithmic authorship (Montal and Reich 2017), algorithmic trans
parency (Diakopoulos and Koliska 2017), legal repercussions (Witt 2017), and how the 
quantitative turn requires the stakeholders in journalism to acknowledge and answer 
new ethical questions (Dörr and Hollnbuchner 2017). Unlike in the previous categories 
where the focus was often on journalistic work, studies included in the fourth theme 
sought to elevate the discussion to much broader questions. For example, Latar (2015) 
asserted that “robot journalists” could never replace humans as the “guardians of democ
racy and human rights” (4).

In their most philosophical form, studies in this category attempted to address onto
logical (Primo and Zago 2015) and epistemic (Parasie 2015; Steensen 2019) reorientations 
of journalism. There is clearly a set of deeper questions here, identified by scholars such as 
Stray (2019), who proposed that “One key inter-disciplinary question is the algorithmic 
description of what counts as news” (2). This challenge was identified by others as well. 
Carlson (2019) highlighted how automated algorithms in journalistic work would not 
only fit existing models of news, but also change how news can be imagined. van 
Dalen (2012) noted how the journalistic profession has often had to come up with redefi
nitions of what journalism is and that journalists would surely attempt to maintain their 
position as being in control of “news.”

Overall, many of the more philosophical takes on the future of automated algorithms 
in journalistic work carried a streak of foreboding: 

If the institutions and professionals of journalism do not update their information literacy 
competencies, and if the public doesn’t have faith in journalism’s ability to master such com
petencies, journalism will lose its societal relevance, simply because it loses its ability to 
produce trustworthy knowledge. (Steensen 2019, 185)

What makes such questions particularly difficult to tackle is the realization that neither 
journalists nor any other actor can answer these questions in isolation.

While exploring the four main themes, a few “weak signals” were detected as well. The 
first one is concerned with the way the field has developed. According to our analysis, 
during the 2010s, the discussion on automated algorithms in journalistic work shifted 
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from think-pieces and agenda-setting toward more specific empirical case studies. Of 
course, such a development is rather natural, since both the technology as well as 
news organizations using automated algorithms have matured over time. Another 
weak signal is regarding terminology. Terms such as automated journalism, robot journal
ism, computational journalism, and many more have been used almost interchangeably 
during the 2010s. While certain terms, like robot journalism, appear to have become less 
popular the closer we get to the end of the period, it is evident that anyone examining the 
field must be prepared for encountering a broad variety of terms.

Future Research Directions Suggested in Previous Studies on Automated 
Journalism

Our second research question focused on what kind of future directions did researchers 
propose on automated journalism. The analyzed publications included, perhaps not sur
prisingly, numerous miscellaneous directions for future research. However, we concen
trated only on the suggestions for future research related to automated journalism. 
After the analysis, we identified three main themes: 

1. Target groups and stakeholders—that is, who to study in the future?
2. Emergent themes and phenomena—that is, what to study in the future?
3. Approaches and methodologies—that is, how to study in the future?

Target Groups and Stakeholders
The first theme of suggestions for future research concentrates on the specific target 
groups and stakeholders that must be studied in greater depth in the future. In other 
words, these directions for future research suggest who to study in the future—from 
whom to collect more research data and whose experiences, perceptions, and actions 
we should understand better. Based on our analysis, scholars have identified five main 
target groups.

First, they have identified the need for more research on the end-users and audiences 
of automated journalism and, for example, of their consumption practices and expec
tations regarding automated journalism (e.g., Carlson 2015; Diakopoulos 2017; Diakopou
los and Koliska 2017; Miroshnichenko 2018; Montal and Reich 2017). Future research 
should explore questions such as how end-users make sense of and interact with news 
produced by automated algorithms and what kind of demands they have regarding algo
rithmic transparency. Second, scholars have identified the need to collect more empirical 
data from journalists to better understand their experiences and expectations of auto
mated journalism and to deepen our understanding of work practices within newsrooms 
(e.g., Carlson 2015; Kim and Kim 2018; Lindén 2017b; Missaoui et al. 2019). These ques
tions include, for example, how newsrooms utilize automated algorithms in practice, 
how they define their relationship with automated journalism, and what does multi-skil
ling or de-skilling mean in contemporary journalistic production.

Third, additional research is called for to investigate and better understand various 
news sources in the field of automated journalism (e.g., Carlson 2017). For example, 
how do data practices of news sources help to tailor data for automated journalism? 
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Fourth, scholars suggest that automated journalism should be studied at the level of news 
organizations, media industries, investors, and owners of news organizations who utilize 
automated algorithms. Research that adopts such a perspective ought to investigate, for 
example, “how automated journalism adheres to the profit imperatives of the owners of 
news organizations, with an emphasis on how this affects labor” (Carlson 2017, 14) and 
“how traditional news organizations compete and collaborate with their ‘frenemy’, 
Google, as the era of news aggregation unfolds” (Chyi, Lewis, and Zheng 2016, 810). 
Fifth, journalism teachers and educators are highlighted as a key stakeholder group 
that must be examined more closely, as they are important gatekeepers and opinion- 
makers in their classrooms (e.g., van Dalen 2012).

Emergent Themes and Phenomena
The second theme identified in our analysis involved directions for future research that 
answer the questions of what to study in the future—that is, what are the emergent 
themes and phenomena that should be studied more? According to the studies included 
in the analysis, future studies should continue examining various themes and phenom
ena, including the future of journalism and journalistic work; journalistic freedom; usabil
ity and learnability issues; fact-checking; data processing and accumulation; transparency 
(particularly algorithmic transparency); trustworthiness and credibility; privacy issues; and 
user acceptance and satisfaction. Moreover, the need to study ethical questions, guide
lines, and legal issues as well as regulations of automated journalism, ownership, and 
copyright issues was highlighted. In addition, scholars have indicated the need to con
tinue examining not only the implementation but also the development of new technol
ogy. Finally, studies highlighted the importance of understanding and comparing the 
limitations of automated algorithms and human beings.

Approaches and Methodologies
The third conceptual theme for future research identified in our analysis relates to sugges
tions on how to study automated journalism in the future. In our data, numerous research 
approaches and methodologies were mentioned that should be used more frequently in 
the future. First, as our data suggest, scholars should conduct more research on auto
mated journalism in various countries and societal contexts and study, for example, jour
nalists from a variety of backgrounds (e.g., Parasie 2015). Second, scholars were 
encouraged to do more empirical research, particularly utilizing qualitative research 
methods in order to provide a richer understanding of the emerging practices in the 
field (e.g., Latar 2015). Moreover, the need for qualitative research on the textual level 
of automated journalism and related to the quality of automatically generated texts 
was identified by the scholars in our data (e.g., Chyi, Lewis, and Zheng 2016).

Third, the need to strengthen the collaboration between various research disciplines 
and between research and practice was identified (e.g., Adair et al. 2017; Missaoui et al.  
2019). Based on the data, various disciplines are considered necessary to deepen the 
understanding of automated journalism. In addition to studies in journalism, media man
agement, and IT, more interdisciplinary collaboration has been called for (e.g., Lindén  
2017b). Along these lines, the need for increased collaboration between researchers 
and practitioners has also been indicated. Fourth, scholars have called for research that 
takes into account the larger context and societal discourse (e.g., Carlson 2015; Kim 
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and Kim 2018; van Dalen 2012). For example, the need to place automated journalism 
within larger discussions of automation and the future of knowledge labor has been 
highlighted.

Discussion

Our analysis paints a picture of a field of automated journalism that was and is under
going constant and significant change, where actors ranging from policymakers to tech
nology developers and legal experts to journalists themselves demonstrate agency in 
shaping the future of the profession and, in the process, of the societies we live in.

In the studies we analyzed, there was a distinct focus on developing practices and pol
icies for journalistic work. Researchers highlighted a range of issues that require guidance 
and streamlining, ranging from pragmatic guidelines for journalists (see, e.g., Diakopoulos 
and Koliska 2017) to dealing with algorithmic transparency (see, e.g., Diakopoulos 2017) 
to clearly defined legal frameworks (see, e.g., Ombelet, Kuczerawy, and Valcke 2016). What 
was evident from the studies was that these and similar questions, which are ultimately 
related to basic journalistic values, require interdisciplinary collaboration to resolve. 
This means that a key challenge for future research and practice is to come up with 
ways to involve all relevant stakeholders in the development of practices and policies 
that align with the mutually recognized goals of journalistic work.

Further, aspects related to trust and power when “working with robots” were a recur
ring feature in the studies we analyzed. Perhaps, unsurprisingly, many journalists (and 
researchers) have approached automated algorithms with a certain level of caution. It 
takes time to identify the possibilities and limitations of new technologies. As Missaoui 
et al. (2019) note, journalists’ perceptions of automated algorithms may still be rather 
“broad” than “deep.” This may lead to both higher expectations than would be realistic 
as well as unwarranted fears. On the other hand, Lindén and Tuulonen (2019) discuss 
the hype around so-called robot journalism, asserting that, “AI has a hype problem and 
we need to put aside our Hollywood-inspired ideas about super-advanced AI and 
instead see the automation process as a logical extension of the Industrial Revolution” (5).

Of course, the field of journalism does not have to seek answers to the development of 
automated algorithms in isolation. Overarching questions related to, for example, power, 
accountability, and agency are relevant wherever automated algorithms are introduced 
into the mix of working life processes. Professionals in working life are not blind to the 
promises and possibilities offered by new forms of automation. According to a literature 
review by Savela, Turja, and Oksanen (2018), attitudes toward “robots” are overall rather 
positive across occupational fields. It is also evident that while the digital or algorithmic 
turn can be viewed as presenting major challenges to journalistic work, ultimately journal
ists working in the field will adopt—or have already adopted (Perreault 2020)—a 
business-as-usual viewpoint to the changes in their work environment.

It is possible, even likely, that while developing automated algorithms, we will find new 
uses for them that were not originally imagined or thought of as being important. For 
example, algorithms are already used as tools of discovery, as monitoring systems that 
guide journalists’ attention to interesting events and sources of information (Maiden 
et al. 2018). In particular, when it comes to young professionals entering the field and 
coming into first contact with such tools, this raises the question of “who teaches 
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whom?” Another example of new, seemingly mundane uses of automated algorithms is 
presented by Loosen et al. (2017), who indicate how algorithmic tools may help journalists 
in dealing with reader responses. However, as always, a change in one part of a complex 
system reverberates in the system’s other parts; there is recent indication that news audi
ences may become increasingly aware of the possibility that their comments are not 
necessarily moderated by human readers but rather by machines (Wang 2021). Such 
uses of automated algorithms are rather detached from early imaginings of the “robot 
journalist” who would mostly write independent news pieces. They highlight the 
manner in which multiple stakeholders contribute to the emergence of the field of 
journalism.

It is also possible that combining automated algorithms with other advances in com
putational journalism offer avenues that no one has truly explored yet. For example, while 
most data-driven news generation has taken place in such domains where there is an 
abundance of structured data (i.e., weather, finance, sports) (Leppänen et al. 2017), it is 
interesting to ponder whether and how news automation could expand into other 
domains.

In a recent study, Pentzold and Fechner (2021) write about predictive data journalism. 
They ask the following question: What if journalism that utilizes computational methods 
and vast quantities of data would be able to not only look into the past, but also the 
future? What kind of possibilities might predictive data journalism offer in the future, 
when combined with advanced automated algorithms?

Another change that is currently shaking not only the field of journalism, but many 
other professions as well is the recent popularization of generative AI such as ChatGPT 
and Midjourney. While some hints of this upcoming development could be seen in the 
studies included in our review, as always, the actual lived reality is shaping up to be some
thing few could predict. In the coming years, it will be interesting to contrast the view on 
automated algorithms and AI in the 2010s to that of the 2020s. Now, both scholars and 
practitioners still seem to be on the fence regarding the extent to which generative AI 
will feature in the future of journalism. For example, questions related to accuracy and 
factuality have been raised as possible causes for concern (DeVerna et al. 2023).

Finally, one of the deepest questions that we identified in the analyzed studies focused 
on the way automated algorithms could challenge the very way in which journalism is 
defined and theorized. Questions such as what counts as news (Stray 2019), how news 
could be imagined in the future (Carlson 2019), and how technology challenges journal
ism theories in general (Primo and Zago 2015) remind us of the continuous need to re- 
evaluate where the field is proceeding and, particularly, where we would want it to 
proceed. While there may be a distinct risk of succumbing to hyperbole and so-called 
technochauvinism when dealing with the topic (Broussard et al. 2019), it seems clear 
that the implications of AI for journalism will be profound. Just as with issues of trust 
and power, these philosophical questions require continuous dialogue between 
experts from a variety of academic and professional fields.

Our analysis paints a picture of a forward-looking field of inquiry that has sought 
balance between hype and fear, and actively participates in the imagining of possible 
futures. While automated algorithms have not been a staple feature of journalistic 
work for long, it is evident that those working in the field have been active in exploring 
their affordances and, therefore, also shaping the direction they develop into. Here, it is 
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useful to adopt a social constructionist viewpoint and remember that technology use is 
always contextual and shaped by human action (e.g., Bijker, Hughes, and Pinch 1987). 
While the studies made during this first decade of automated journalism can tell us 
much, it simply takes time for everyday practices to emerge and become commonplace.

Limitations

Literature reviews help advance theory building and the fields such reviews belong to 
(Post et al. 2020) as well as shed light on gaps in previous research (Booth, Papaioannou, 
and Sutton 2012; Jesson, Matheson, and Lacey 2011). It is our hope that this study will be 
able to serve a similar function. However, as with all studies, this study also has its limit
ations. First, the literature review can be criticized for being a “fragile” research method. It 
is not easy to develop a search string that derives relevant results but a manageable 
number of articles (O’Brien and Mc Guckin 2016). Databases are constantly being 
updated and what is found with different search strings varies over time. Thus, not all 
articles related to the topic were necessarily found; in certain other studies, a slightly 
different final sample could have been created with the same search strings in the 
same databases. Consequently, the systematicity and repeatability of this review—and 
all literature reviews—can be questioned. Additionally, like all literature reviews, this 
study has also been shaped by the subjective interpretations and choices of authors 
(e.g., Postăvaru and Cramer 2016), a fact that is present in all qualitative research.

Another point of possible critique is our choice to focus on studies published only in 
English (see also, e.g., Booth, Papaioannou, and Sutton 2012; O’Brien and Mc Guckin  
2016). While English has become an academic lingua franca, it was evident from the 
search that there could have been more relevant studies published, for example, in the 
South American context (e.g., in Spanish or Portuguese) or in the Asian context (published 
in a variety of languages). Our focus on the English language also means that some scho
lars may appear more prominent than they would have been, if the language selection 
would have been more inclusive. Thus, there is a need to continue studying the topic 
across contexts and languages. On the other hand, even though our literature review 
was restricted to articles published in English, the review included studies conducted in 
different societal contexts. For example, in the final sample, there were also studies 
that were conducted in countries such as Brazil (e.g., de Araujo 2018) and South Korea 
(Kim and Kim 2018).

Conclusion

In our literature review, we aimed at encouraging a reflection on the past and future of 
algorithms in journalistic work. A significant proportion of the studies included in the 
analysis adopted a kind of social constructionist logic and a thinking that echoes the view
points presented in approaches such as the Actor-Network Theory (Latour 2005). In other 
words, these studies approach automated algorithms as full-blown social actors, whose 
presence can have a very real transformative role in the way future journalistic work is 
shaped and negotiated. We recognize the need to continue studies in this direction, 
which allows for the viewpoint that not every actor in the assemblage of journalistic 
work is a journalist (Ryfe 2022), or human, for that matter.
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In addition, more research is also required on the so-called discursive maintenance of 
journalism as a profession (c.f. Milosavljević and Vobič 2019). Specifically, since we know 
that the development of automated algorithms continues to challenge journalism at the 
level of its core values and professional ideology, it is important to inquire into how jour
nalists make sense of this development and discursively construct journalism.

In the future, issues related to power, control, and ethics need our attention. For 
example, questions regarding the transparency of algorithms are always questions 
regarding power. Future research should inquire into the possible asymmetries of 
power emerging, and how these may need to be addressed by regulating automated 
algorithms (see Mackay 2017). Furthermore, power is always related to responsibility— 
we need to be on the lookout for who takes responsibility for the possibly unexpected 
and unintended outcomes of automated journalism (see Lewis, Sanders, and Carmody  
2019).

In our literature review, we did not focus on what kind of measurable changes have 
occurred in the research field of automated journalism or in the work of journalists in 
practice. We did note some indication of changes in the field—that is, the increase in 
the number of empirical studies conducted in real working life settings toward the end 
of the 2010s; however, it will likely take more time before such tendencies can be recog
nized. In the future, our understanding of the topic could be deepened with such a com
parative approach. Further studies should also thoroughly consider any cultural 
differences that may exist in this respect.

As the American futurologist Roy Amara (1925–2007) famously said, “We tend to over
estimate the effect of a technology in the short run and underestimate the effect in the 
long run” (See Ratcliffe 2016). We agree with Amara’s view that ten years—that is, the 
period from which the articles we reviewed were from—is not a long period of time 
when speaking of change and technology. Just like numerous authors whose publications 
we read and analyzed for this literature review, we call out for a continuous exploration of 
those developments that initially appear trivial or mundane but may grow into changes 
that fundamentally challenge the values, norms, and practices of journalistic work.
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