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A taxonomy of prompt modifiers for text-to-image generation
Jonas Oppenlaender

Faculty of Information Technology, University of Jyväskylä, Jyväskylä, Finland

ABSTRACT
Text-guided synthesis of images has become enormously popular and online communities
dedicated to text-to-image generation and art generated with Artificial Intelligence (AI) have
emerged. While deep generative models can synthesise high-quality images and artworks from
simple descriptive text prompts, practitioners of text-to-image generation typically seek to
control the generative model’s output by adding short key phrases (‘modifiers’) to the prompt.
This paper identifies six types of prompt modifiers used by practitioners in the online text-to-
image community based on a 3-month ethnographic study. The novel taxonomy of prompt
modifiers provides researchers a conceptual starting point for investigating the practice of text-
to-image generation, but may also help practitioners of AI generated art improve their images.
We further outline how prompt modifiers are applied in the practice of ‘prompt engineering.’
and discuss research opportunities of this novel creative practice in the field of Human–
Computer Interaction (HCI). The paper concludes with a discussion of broader implications of
prompt engineering from the perspective of Human-AI Interaction (HAI) in future applications
beyond the use case of text-to-image generation and AI generated art.
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1. Introduction

Text-to-image generation has become widely popular
both in academia and as a new creative practice
among practitioners of ‘AI art’. Based on deep learning,
text-to-image generation systems can generate digital
images from short descriptive texts (called prompts,
such as ‘an oil painting of a beautiful landscape at
dawn’). To be effective, the textual input prompts
need to be given in a certain format in order to, for
instance, generate images with a certain style. This is
commonly achieved by adding keywords and key
phrases to the prompt (so-called ‘prompt modifiers’).
Examples of images synthesised from textual prompts
are depicted in Figure 1. Given the quality of these
images, it is not surprising that an enthusiastic online
community around this novel text-based way of creating
images and art has developed. Within this community,
the practice and skill of writing prompts is known by
the term ‘prompt engineering’ due to its iterative and
experimental nature (Liu and Chilton 2022). Prompt
engineering is an emerging research area in the field
of Human–Computer Interaction (HCI) concerned
with how to phrase input prompts for deep generative
models and – from a broader perspective – how humans
can effectively interact with artificial intelligence.

The learning curve of prompt engineering can be steep.
Some prompt modifiers used within the community of
practitioners are not intuitive and from looking at an
image, it is impossible to tell the input prompt used to syn-
thesise the image. On social media, many artists do not
share their complete prompts for their artworks and it is
oftennot clearhow these artworkswere created.Therefore,
prompt engineering is a non-intuitive skill that is learned
from extensive experimentation and trial and error
(Oppenlaender, Linder, and Silvennoinen 2023; Liu and
Chilton 2022). A growing number of resources in the
gray and scholarly literature present systematic exper-
imentation on the effect of different prompt modifiers
(Durant 2021; Gabha 2022; Liu and Chilton 2022; Parsons
2022; Smith 2022). Online databases have been created in
which users can explore artworks, prompts, and prompt
modifiers (e.g. ArtHub 2022; Bach et al. 2022; Lexica.art
2022; OpenArt.ai 2022;Wang et al. 2022). These resources
and guides are part of a growing online ecosystem around
text-to-image generation (Oppenlaender 2022).

While guides, resources, and datasets about prompt-
ing are available, there is still a gap in our understanding
of prompt modifiers. No previous study has investigated
different types of prompt modifiers. With a specific
focus on digital art generated with text-to-image
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systems, this paper contributes a taxonomy of prompt
modifiers used by practitioners in the text-to-image
community, based on an ethnographic study of the
community’s prompt engineering practices. The work
is based on a three-month online ethnography which
analyzed how prompt modifiers are being applied in
prompt writing. This paper contributes toward a better
understanding of prompt engineering as a practice
within HCI in order to inform the HCI research com-
munity on the emerging practice of prompt engineering
within the broader context of human interactions with
artificial intelligence. This paper aims to enhance the
theoretical understanding of how people write prompts
and use prompts modifiers. Through understanding
prompt writing, we can pave the way towards a broader
and unified theory of prompt engineering which the

HCI literature is currently missing. The paper also
touches on how the technology behind text-to-image
systems and the practice of prompt engineering has
broader implications in research on HCI and Human-
centered AI (HCAI).

The paper is structured as follows. We first provide a
brief introduction into text-to-image synthesis and
prompt engineering in Section 2. After describing the
methodological approach in Section 3, a taxonomy of
six different types of prompt modifiers is presented in
Section 4. It is demonstrated how these prompt mod-
ifiers are applied in the context of prompt engineering
in Section 5. The paper concludes with a discussion of
opportunities for future research on text-to-image gen-
eration and the broader implications beyond AI gener-
ated art (Sections 6 and 7).

Figure 1. Selected images generated with text-to-image generation using VQGAN–CLIP (top), Midjourney.com (middle), and DALL-E 2
(bottom).
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2. Background

This section discusses the evolution of text-to-image
generation, particularly highlighting the role of Open-
AI’s CLIP model. It then delves into the concepts of
‘prompt engineering’, a creative practice for controlling
image generation, and ‘prompt modifiers’, keywords
used to refine the image output. The section also under-
scores the contribution of the online community in
advancing these creative practices.

2.1 Text-to-image generation

The field of image synthesis using deep learning has
seen an unprecedented growth with the break-through
development of multimodal models trained on large
amounts pairs of of images and text scraped from the
World Wide Web. The development was initially
spurred by OpenAI’s multimodal model CLIP (Rad-
ford et al. 2021). CLIP is a contrastive language-vision
model trained in an unsupervised way to perform zero-
shot classification of images. CLIP provides a con-
venient way to transform both text and images into a
common vector-based representation. When used as
a discriminator component in text-conditioned genera-
tive systems, CLIP can ‘guide’ the image generation
process. CLIP was originally a part of OpenAI’s
DALL-E architecture (Ramesh et al. 2021), a text-to-
image system that was never released in its entirety.
However, OpenAI did release the weights of the
CLIP model. This resulted in a vast number of open
source implementations of text-to-image systems, first
as CLIP-guided generative adversarial networks [e.g.
VQGAN–CLIP by Crowson et al. (2022)] and later as
diffusion based image generation systems, such as
CLIP Guided Diffusion (Crowson 2021) and Latent
Diffusion (Rombach et al. 2021).

This paper investigates text-to-image generation
from an HCI lens. In order to generate images from
text, one not only has to choose the right words to
make the text-to-image system generate the desired
images, one also has to add different keywords and
key phrases to control the style and quality of the
image generation. This creative practice of writing effec-
tive prompts is sometimes referred to as ‘prompt engin-
eering’. This paper investigates what (and how) different
types of prompt modifiers are being applied in prompt
engineering.

2.2 Prompt engineering and prompt modifiers

Prompt engineering (Liu and Chilton 2022) – also
referred to as ‘prompt design’ [OpenAI nd], ‘prompt

programming’ (Reynolds and McDonell 2021), and
‘prompting’ (Bach et al. 2022) for short – is the practice
of writing textual inputs for generative systems. In the
context of text-to-image generation, ‘carefully selected
and composed sentences are used to achieve a certain
visual style in the synthesised image’ (Rombach, Blatt-
mann, and Ommer 2022). The practice has seen an
ideal application ground in AI generated art, but it is
not limited to text-to-image generation. The term
prompt engineering was originally coined to denote
the practice of writing textual inputs for the language
model GPT-3 (Liu and Chilton 2022). This autoregres-
sive language model requires context to produce rel-
evant text as output. Templates have been developed
to optimally provide textual inputs to GPT-3. OpenAI’s
documentation, for instance, lists 49 ‘recipes’ on how to
phrase input prompts for their language model.1 Tem-
plating languages and interfaces have been developed
to advance the field of prompting (Bach et al. 2022).
Using such recipes and tools, the output of the language
model can be adapted to different down-stream tasks,
such as correcting grammar, summarising text, answer-
ing questions, generating product names, or acting as a
chat bot.

Templates have also emerged for writing input
prompts for text-to-image systems, particularly in the
online community around AI generated art. For
instance, the ‘Traveler’s Guide to the Latent Space’ rec-
ommends the following prompt template (Smith 2022):

[Medium][Subject][Artist(s)][Details][Image reposi-
tory support]

Similar templates are being followed in many
resources originating from within the online commu-
nity, such as the DALL-E Prompt Book (Parsons
2022). Figure 2 provides an example of a typical textual
input prompt and the resulting AI generated image.

Prompt engineering is not a hard science as found in
the fields of science, technology, engineering, and math-
ematics (STEM). Rather, it is a term that originates from
within the online community of practitioners of text-to-
image generation. The term reflects the community’s
self-understanding, similar to the terms ‘AI art’ and
‘AI artist’ which also originate from within the commu-
nity. Due to the rise in popularity of text-to-image sys-
tems, practitioners of AI art encompass not only those
proficient in the utilisation and understanding of
advanced technological systems, such as developers
and early adopters, but also hobbyists, artists, pro-
fessionals, semi-professionals, and ‘Pro-Ams’ (Hoare
et al. 2014) with or without commercial interests. In
the remainder of this paper, we will refer to the mem-
bers of the online text-to-image community as
practitioners.

BEHAVIOUR & INFORMATION TECHNOLOGY 3



Prompt engineering resembles a conversation with
the text-to-image system. A practitioner typically will
run a prompt, observe the outcome, and adapt the
prompt to improve the outcome. Prompt engineering,
thus, is iterative and practitioners formulate prompts
as probes into the generative models’ latent space.
The online community quickly found that the aesthetic
qualities and subjective attractiveness of images can be
improved by adding certain keywords and key phrases
to the textual input prompts. The terms may be
referred to by a number of different names, such as
‘style phrases’, ‘clarifying keywords’ (Pavlichenko and
Ustalov 2022), or ‘vitamin phrases’ (Pressman and
Crowson 2022). In this paper, we refer to them as

prompt modifiers. By adding a prompt modifier to a
textual input, one seeks to direct the text-to-image sys-
tem in certain directions, hence modifying the resulting
image.

In practice, prompt modifiers are applied through
experimentation or based on best practices learned
from experience or online resources. An example of
an iterative application of prompt modifiers can be
seen in Figure 3. Knowing what prompt modifiers
work best for a given subject term is often the result
of the practitioner’s iterative experimentation, research
in online communities, and the use of online tools
and resources created for supporting the practice of
prompt engineering (Oppenlaender 2022).

Figure 2. Digital artwork generated with DISCO Diffusion from the input prompt ‘A beautiful painting of a singular lighthouse, shining
its light across a tumultuous sea of blood by greg rutkowski and thomas kinkade, Trending on artstation.’ This prompt is part of the
default configuration settings in the DISCO Diffusion notebook.16

Figure 3. Example of iterative prompt engineering for generating an image. Images generated with VQGAN–CLIP by Crowson et al.
[2022] with 175 iterations, CLIP model ViT-B/32, VQGAN model wikiart_16384, and seed 6087304447281500163. Text prompts: (a) ‘ufo
landing’; (b) ‘ufo landing, daguerreotype’; (c) ‘ufo landing, daguerreotype, trending on /r/art’; (d) ‘ufo landing, daguerreotype, by greg
rutkowski, trending on /r/art’.
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3. Method

In this research, a dual-methodological approach was
adopted, leveraging both autoethnographic (Section 3.1)
and online ethnographic studies (Section 3.2), to delve
into the nuanced aspects of prompt engineering and
text-to-image art generation. Understanding the intrica-
cies of prompt engineering, an acquired skill cultivated
through iterative experimentation, necessitates a hands-
on, experiential approach. Hence, autoethnography pro-
vided a fitting method to gain an intimate, practitioner’s
perspective. By conducting an autoethnographic study,
the author was able to engage with the process of text-
to-image synthesis personally, thereby capturing its
nuances from a first-hand perspective. However, the
complex and communal nature of this emerging field
necessitated a broader perspective. To capture the collec-
tive wisdom and shared practices within the field, the
author further complemented the autoethnographic
approach with an online ethnography of the text-to-
image art community. This approach allowed the author
to glean insights from the shared experiences and
resources of the broader community of practitioners
active in online spaces, primarily on Twitter. The syn-
thesis of these two complementary approaches aimed to
provide a comprehensive understanding of prompt
engineering, bridging the gap between individual experi-
ence and collective knowledge.

3.1 Autoethnographic research on prompt
engineering

Prompt engineering is learned through iterative exper-
imentation akin to ‘brute-force trial and error’ (Liu
and Chilton 2022). Therefore, prompt engineering is
an acquired skill that is associated with a learning
curve. The skill can be learned from community-pro-
vided resources, such as written guides and reports of
systematic experimentation, or from prompts shared
on social media, such as online communities dedicated
to text-to-image art (Oppenlaender 2022). However, to
appreciate and understand the craft of prompt engineer-
ing and text-to-image generation, one has to apply the
knowledge and experiment with different input
prompts. Autoethnography research is, therefore, an
appropriate method to learn about prompt engineering.

The author conducted a 3-month autoethnographic
study (Denzin and Lincoln 2017; Duncan 2004; Ellis,
Adams, and Bochner 2011) between October 2021 and
December 2021. This personal ethnography (Crawford
1996) allowed the author to get a ‘practitioner’s perspec-
tive’ (Duncan 2004) of text-to-image generation by
‘learning from self-use’ (Neustaedter and Sengers

2012). The author experimented with text-to-image
synthesis and created digital images with a text-to-
image system using notebooks hosted on Google’s Cola-
boratory (Colab).2 The author started on average at least
one Colab session every work day between October 4
and December 31, 2021. The free tier of Google Colab
was used in all sessions. This limited the overall working
time to about 2 h per day, depending on the compu-
tational power of the assigned resources and whether
penalties were incurred the previous day. VQGAN–
CLIP by Crowson et al. (2022) was chosen as text-to-
image system using a notebook titled ‘VQGAN and
CLIP (z+quantize method with augmentations)’.3 This
VQGAN–CLIP notebook was originally created by
Katherine Crowson, with ‘modifications by Eleiber
#8347’ and a ‘friendly interface’ by ‘Abulafia #3734’
and further modifications by Justin John. VQGAN–
CLIP was selected for several reasons. First, VQGAN–
CLIP was one of the first text-to-image systems that
experienced widespread popularity in the emerging
text-to-image art community in 2021. This made
VQGAN–CLIP instrumental to the growth of the com-
munity (Crowson et al. 2022). Second, the system can be
executed on Google’s Colaboratory (Colab) free of
charge. The system requires less memory than later sys-
tems, and it is therefore less likely that image generation
will fail due to insufficient memory. Third, the
VQGAN–CLIP notebook on Colab is very accessible
and straight-forward to use, with only a small number
of configuration parameters (cf. Figure 3). Last, the sys-
tem is deterministic. Consecutive runs with the same
configuration parameters will produce exactly the
same images which makes the images reproducible.
This is not the case with some of the later systems
which make use of non-deterministic algorithms. The
author generated 885 images in the course of this study.

The autoethnographic research was informed by
learning from the community on social media. To this
end, the autoethnographic research was complemented
with an online ethnography of the text-to-image art
community on Twitter and a study of online commu-
nity resources, described in the following section.

3.2 Ethnographic study of the text-to-image art
community

An ethnographic study of prompt engineering was con-
ducted on Twitter (see Section 3.2.1). The aim of this
social media ethnography (Pink et al. 2016; Postill and
Pink 2012) was to learn more about the textual prompts
used in the community of practitioners of text-to-image
art. Insights derived from the study of this community
were used in the autoethnographic experimentation
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with the text-to-image system. The research was com-
plemented with a review of the literature (Section 3.2.2).

3.2.1 Twitter community
A dedicated online community around text-to-image
generation with specific focus on AI generated art –
which practitioners in the online community sometimes
refer to as AI art (McCormack, Gifford, and Hutchings
2019) – has emerged. Social media services, such as Twit-
ter, are a well-suited outlet for practitioners in this com-
munity to post and share images and experiences.

During the 3-month period of research, the author
took the role of ‘participant-as-observer’ (Gold 1958)
by engaging with the text-to-image art community on
Twitter, participating in discussions, and posting images
created with the text-to-image system. The author fol-
lowed posts on Twitter to learn about different prompts
used in the text-to-image art community. To this end,
the author followed trending hashtags, such as #vqgan-
clip, #VQGAN, #clipguideddiffusion, #digitalart,
#AIArt, and #generativeart. Not every practitioner of
text-to-image art shares their prompts on Twitter.
Especially if commercial interests are involved – e.g.
selling the art as non-fungible tokens (NFTs) – prac-
titioners may keep their prompts a secret. The research
material, therefore, was sparse at the time of conducting
the study. However, some practitioners are more liberal
in sharing their prompts. It is the posts from this group
of Twitter users that informed this research (e.g. posts
by Katherine Crowson (@RiversHaveWings), Hannah
Johnston (@hannahjdotca), @nshepperd1, and John
David Pressman (@jd_pressman), to name but a few).

3.2.2 Review of community resources
In parallel to the research on the online community, a
review of the literature was conducted, with specific
focus on text-to-image generation and the practice of
prompt engineering for digital art. With the exception of
Liu and Chilton’s design guidelines for prompt engineer-
ing (Liu and Chilton 2022; Qiao, Liu, and Chilton 2022),
there still is little scholarly literature on the practice of
text-to-image generation for AI generated art in the field
of HCI. Therefore, the literature review primarily focused
on sources in the gray literature, such as community-pro-
vided resources, documents, guides, experiment reports,
blog posts, articles on the Web.

3.3 Inductive development of the taxonomy

The taxonomy was developed inductively from pieces of
information found during the research. Due to the rela-
tive scarcity of this material at the time of writing, the
development of the taxonomy was conducted

iteratively, as follows. A list of potential candidates for
prompt modifiers was inductively compiled and
grouped. This list was subject to continual reinterpreta-
tion when novel instances of prompts were encoun-
tered. Whenever a candidate for a novel type of
prompt modifier was found in a post on Twitter or
the literature, the author revisited the list of prompt
modifiers. Therefore, the resulting taxonomy was itera-
tively and inductively revised and expanded when new
types of prompt modifiers were encountered. After
some weeks of collecting data this way, the list of
prompt modifiers and taxonomy did no longer grow,
even if instances of novel and atypical prompts were
encountered. This indicates the completeness of the
developed taxonomy.

The findings were documented in a PowerPoint pres-
entation with text and images to produce an evocative
and aesthetic description of the ethnographic research.
This iteration also served as verification of the correct-
ness of the taxonomy. The author’s creation of engage-
ment with the presentation acted as a daily conversation
with the research material. This allowed the author to
concurrently and iteratively develop and articulate an
understanding of the subject matter both visually and
textually. At the end of the research period, the author
engaged in a summative analysis (Duncan 2004) of the
research material to review the completeness and con-
sistency of the taxonomy.

3.4 Self-disclosure

While the author has experimented with text-to-image
systems and produced digital artworks with these sys-
tems, the author is not an artist. The author’s back-
ground is in Computer Science with focus on HCI
and Social Computing. The research was conducted
not from a technical lens, but a human-centered lens
(Guzdial 2013). The author’s specific interest in prompt
engineering is the text-based interactions of users with
text-to-image systems and the novel creative practices
that arise from these systems.

4. Taxonomy of prompt modifiers

This research points towards there being six different
types of prompt modifiers (subject terms, image
prompts, style modifiers, quality boosters, repeating
terms, and magic terms) used by practitioners in the
text-to-image art community (see summarised in
Table 1). This taxonomy reflects the practitioner’s com-
prehension of prompt modifiers, a knowledge that was
instrumental in classifying these modifiers into six dis-
tinct categories.

6 J. OPPENLAENDER



Subject terms indicate the desired subject to the text-
to-image system (e.g. ‘a landscape’ or ‘an old car in a
meadow’). While it is possible to generate images with-
out subject terms, the subject is essential for controlling
the image generation process. On the other hand, since
text-to-image systems were trained on images in context
of their descriptive text, subject terms can, in some
cases, have less control over the outcome. One such
case is the artist Zdzisław Beksiński who developed a
unique and recognisable style but never provided titles
for his artworks. For this reason, early text-to-image sys-
tems, such as VQGAN–CLIP, struggled to reliably
reproduce specific subjects in images generated to
resemble Beksiński’s artworks.

Style modifiers can be added to a prompt to produce
images in a certain style. Style modifiers will consistently
reproduce a characteristic style (e.g. ‘oil painting’) or
artistic medium (e.g. ‘mixed media’). For instance, the
modifier ‘by Francisco Goya’ will generate digital images
in the recognisable style of the late Spanish painter.
Other examples of this type of modifier include, but
are not limited to, ‘oil on canvas,’ ‘#pixelart’, ‘hyperrea-
listic’, ‘abstract painting’, ‘surreal’, ‘Cubism’ or ‘cubist’,
‘cabinet card’, ‘in the style of a cartoon’, ‘by Claude Lor-
rain’, and ‘in the style of Hudson River School’, to name
but a few. As can be seen from the above list, style mod-
ifiers can include information about art periods,
schools, and styles, but also art materials and media,
techniques, and artists. When it comes to the latter,
modifiers such as ‘by Greg Rutkowski’ and ‘by James
Gurney’ have become popular in the community of
text-to-image art as a means to produce images in a cer-
tain style and quality.

Image prompts act similar to subject terms and style
modifiers in that they provide the text-to-image system
a (visual) target for the synthesis of the image (both in
terms of style and subject). Image prompts are typically
specified as one or several urls that are added to the tex-
tual input prompt or provided in a separate array. Image
prompts are different from ‘initial images’ which were
investigated by Qiao, Liu, and Chilton (2022). Whereas
an image prompt can consist of multiple images, there
can only be one initial image. This initial image can

be specified as a starting point for the image generation,
for instance, for the purpose of enhancing or distorting
the initial image. This is made possible because of the
iterative nature of the image generation process which
typically starts with an image filled with random noise
(such as Perlin noise).

Quality boosters can be added to a prompt to
increase aesthetic qualities and the level of detail in
images. Examples of this type of modifier are the
terms ‘trending on artstation’, ‘award-winning’, ‘master-
piece’, ‘highly detailed’, ‘awesome’, ‘#wow’, ‘epic’, and
‘rendered in Unreal Engine’. This type of modifier can
also be applied in the form of ‘extra fluff’ added to the
prompt. Verbosity in the prompt may boost the amount
of details and overall quality of the generated image, at
the expense of the subject becoming less controllable.
For instance, the prompt ‘painting of an exploding
heart’ could potentially be improved by appending the
modifiers ‘highly detailed, eclectic, fiery, vfx, rendered
in octane, postprocessing, 8k’.

Repeating terms can strengthen the associations
formed by the generative system. For instance, the
prompt ‘space whale. a whale in space’4 by @nshepperd1
will likely produce subjectively better results than either
of the two subject terms alone. The use of different
phrasing and synonyms will cause the text-to-image sys-
tem to more reliably activate regions in the neural net-
work’s latent space that are associated with the subject
terms. This is not only an imagined effect. The prompt
‘a very very very very very beautiful landscape’ will, for
instance, likely produce a better image than a prompt
without repeating terms. Technically, this is due to like-
lihood-maximizing language models becoming stuck in
positive feedback loops from repeated phrases (Holtz-
man et al. 2020).

Magic terms introduce randomness to the image
that can lead to surprising results. For instance, Twit-
ter user @jd_pressman added the magic term ‘control
the soul’ to the prompt ‘orchestra conductor leading a
chorus of sound wave audio waveforms swirling around
him on the orchestral stage’.5 The term was added to –
in Pressman’s words – produce ‘more magic, more
wizard-ish imagery’.6 Magic terms, thus, introduce an
element of unpredictability and surprise to the result-
ing images, often with the intention of increasing the
variation in the output. Magic terms can refer to
terms that are semantically distant to the main subject
of the prompt, or they can refer to non-visual qual-
ities, such as the sense of touch (somatosensory),
sense of hearing (auditory), sense of smell (olfactory),
and sense of taste (gustatory) (e.g. ‘feed the soul’ and
‘feel the sound’).

Table 1. Taxonomy of prompt modifiers.
Modifier Description

Subject term Denotes the subject
Style modifier Indicates an artistic style
Image prompt Indicates a style or subject via an image
Quality
booster

A term intended to improve the quality of the image

Repeating
term

Repetition of subject terms or style terms with the
intention of strengthening this subject or style

Magic term A term that is semantically different from the rest of the
prompt with the intention to produce surprising results

BEHAVIOUR & INFORMATION TECHNOLOGY 7



In summary, prompt modifiers come in a variety of
types and can take different forms. They can, for
instance, be added as hash tags (e.g. ‘#wow’), attribution
phrases (e.g. ‘by [artist]’), or more complex composite
statements (e.g. ‘in the style of [artist]’). Further, not
every part of a prompt has the same importance and
there are specific affordances of text-to-image systems
that are being used in the practice of prompt engineer-
ing, as described in the following section.

5. Prompt engineering in practice

This section provides an overview of how the different
types of prompt modifiers are being applied in the prac-
tice of prompt engineering with specific focus on the gen-
eration of static images from either textual or visual input
prompts. We specifically focus on demonstrating and
explaining the iterative process of text-image generation
with its iterative different steps (as described in Table 1).

The first step in iterative prompt design is to denote
the subject with one or several terms. While images can
be generated from random text or even single characters
and emojis (Oppenlaender 2022), the subject term is fun-
damental to the controlled generation of digital images.
Consequently, a prompt typically contains at least one
subject term. Any other parts of the prompt are optional.
It is, for instance, possible to generate artworks with the
prompt ‘car’. In practice, however, practitioners usemod-
ifiers to improve the resulting images and to exercise
more control over the image creation process.

Modifiers are typically added with the intention to
either modify the style of the generated image or
boost its quality. As mentioned in Section 4, style mod-
ifiers and quality boosters do not form a disparate set.
Rather, the two types of modifiers can have overlapping
effects and the difference between the two types of
prompt modifiers is sometimes not fully apparent. For
instance, the modifier ‘by Greg Rutkowski’ exhibits this
property. Greg Rutkowski7 is a contemporary illustrator
and concept artist who has been embraced by the text-
to-image art community in their practice of prompt
engineering. Images generated with the modifiers ‘by
greg rutkowski’ or ‘in the style of greg rutkowski’ are of
high quality, texture-rich, and contain a high amount
of details. As such, this modifier is often not used as a
style modifier – as one would expect –, but as a quality
booster in the community, even though a trained eye
may tell by the style of the image that the prompt mod-
ifier was being used.

Once a style modifier has been added, the style can be
reinforced and ‘solidified’ without losing expressivity.
Solidifiers (in the form of repeating terms) can be
applied to any of the other types of modifiers (subjects,

style modifiers, and quality boosters), although they are
most commonly applied to subject terms. Image
prompts are a special case in that they can carry both
information about the subject and style because of
their visual nature. If the textual prompt is aligned
with the image prompt, the image prompt can also act
as a solidifier. On the other hand, if several images
that are different from each other are added to the
prompt, the image prompts will contribute to variation
in the output. Last, magic terms may be optionally
added to increase the chance of surprising results. The
use of magic terms will result in more variation in the
output, while maintaining the overall style.

Each of the six types of prompt modifiers can be
assigned weights. Weighted terms can be negative to
exclude subjects and styles from being generated. For
instance, VQGAN–CLIP tends to generate heart-shaped
objects when the prompt contains the word ‘love’. By
adding a negative weight to the prompt (e.g. ‘heart:
−1’), the system can be instructed not to activate the
corresponding latents in its neural network. The result-
ing image is thus free from heart-shaped objects.
Weighted terms can also be used to seamlessly mix
styles. For instance, Twitter user @c0y0te6 mixed the
styles of two artists in the prompt ‘a painting of a high
prestess [sic] summoning a demon by Ralph McQuar-
rie:75 | by Zdzislaw Beksinski:25’.8 The style of Ralph
McQuarrie is, in this case, given precedence over the
style of Zdzisław Beksiński (with a ratio of 3:1).

Table 2 summarises the iterative nature of prompt
writing (c.f. Figure 3). Subject terms are most important
for the controlled generation of images and usually writ-
ten as first step. Modifiers and solidifers are then added
to the prompt, either iteratively (image after image) or
from learned experience. Optionally, the practitioner
may then decide to increase the diversity and likelihood
of surprising outcomes by using modifiers from the
‘Vary’ category. Last, weights can be applied to exclude
or mix subjects and styles.

6. Discussion

The availability and accessibility of text-to-image gener-
ation as a new creative practice and artistic medium

Table 2. The iterative practice of prompt writing.
Step Purpose Prompt modifier Importance

1 Define subject term, initial images, image prompt required
2 Modify style modifier, quality booster, initial

images,image prompt
optional

3 Solidify repeating terms, initial images optional
4 Vary magic terms, initial images optional
5 Mix/Exclude mixing and exclusion optional
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(McCormack et al. 2023), paired with a specific bundle
of technologies and resources that support the ecosys-
tem of this ‘emerging art scene’ (Oppenlaender 2022;
Snell 2021), have resulted in an explosion of AI gener-
ated artworks being shared online. The application of
prompt modifiers is key to the emerging creative prac-
tice called prompt engineering. The taxonomy of six
different types of prompt modifiers represents an initial
work to bringing structure to the creation process and
research in text-to-image systems. The taxonomy of
prompt modifiers is reified for the sparse HCI literature
around prompt engineering as a logical building block
in this emerging field of research.

Midjourney has over 15 million members at the time
of writing,9 and open source systems, such as Stable
Diffusion, are available for execution on cloud or local
hardware. Today, everyone is able to synthesise digital
images and artworks from natural language using free
or relatively inexpensive means, with implications for
productivity and creativity (Oppenlaender 2022). Gart-
ner estimated in 2021 that by the year 2024, 80% of tech-
nology products and services will be built by people who
are not technology professionals (Gartner 2021).
Increasingly, deep generative models will be used by lay-
people without technical expertise and skills. Interaction
with opaque deep learning models will increasingly
become more common in future use cases and appli-
cations of artificial intelligence. Therefore, prompt
engineering is an emerging and important research
area in the field of HCI. However, the scholarly litera-
ture on prompt engineering in the field of HCI still
resembles a cottage industry, with concepts and struc-
tures yet to emerge. Meanwhile, many resources started
to emerge from within the online community, such as
Smith’s ‘Traveler’s Guide to the Latent Space’ (Smith
2022) and Parsons’s ‘DALL-E Prompt Book’ (Parsons
2022). Drawing on gray literature, such as the above,
and extensive auto-ethnographic research, this work
provides a taxonomy of prompt modifiers as a starting
point for systematizing the practice of prompt engineer-
ing for text-to-image generation. The subsequent dis-
cussion will examine the broader implications of
prompt engineering for human-AI interaction.

6.1 Broader implications for human-AI
interaction

Research on prompt engineering has broader impli-
cations and is not only limited to the field of text-to-
image synthesis and AI generated art, but also relevant
to the interaction of humans with opaque deep learning
models and artificial intelligence in general.

6.1.1 AI and the future of creative work
There is much potential for deep learning to disrupt and
transform entire sectors of the creative economy.
Recently, there has been an interest into developing gen-
erative systems that are able to synthesise more complex
outcomes. For instance, systems for text-to-video gener-
ation have been presented by Hong et al. (2022), Ho
et al. (2022), Singer et al. (2022), and Villegas et al.
(2022). Low-code and no-code tools for creating online
products and experiences will become increasingly
common in the future. Declarative machine learning
systems may – as a next wave of machine learning –
bring machine learning to non-coders (Molino and Ré
2021). This technology will extend the currently rather
narrow focus of prompt engineering on language
models and text-to-image synthesis to more broader
application domains. In the future, we may see deep
generative models with generative capabilities that
transcend what we can imagine today. Deep generative
models could, for instance, create entire interactive
story-driven worlds and games from short text prompts.

Such powerful AI-based systems will have impli-
cations for the future of creative work. Artificial intelli-
gence will not only transform the way we interact with
computers and perform work online, but also the con-
tent of our work and the human agency in the work.
An example of an application that has such transforma-
tive potential is OpenAI’s Codex (Chen et al. 2021; Zar-
emba and Brockman 2021). Codex is a large language
model that interprets commands in natural language
and generates programming code. In the future, instead
of typing code, we will be able to describe a software and
its expected outputs in natural language. Pre-trained
generative models, such as Codex, BLOOM (BigScience
Initiative 2022), or other foundation-scale models
(Bommasani et al. 2021), will then generate executable
software code based on the human’s spoken or written
input prompts. This technology has already found
application in GitHub’s CoPilot,10 an ‘AI pair program-
mer’ assisting its users in auto-completing program-
ming code. In academia, researchers increasingly rely
on language models as creativity support tools for writ-
ing academic papers (Hutson 2022). The change in the
agency of humans and computers brought by generative
models will be transformative to creative work, such as
software development and research.

6.1.2 Beyond text-to-image generation
The use case of art generated with text-to-image systems
discussed in this paper is but one of many application
areas of prompt engineering, with implications for the
future of creative work and human-AI interaction in gen-
eral. The latter can be viewed from many different
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perspectives, such as human-centered AI (Shneiderman
2020), human-AI partnerships (Ramchurn, Stein, and
Jennings 2021), and human-AI cooperation (Crandall
et al. 2018). Irrespective of the term used to describe our
relationship with AI, we will increasingly interact with
opaque models through prompts in natural language.

Research on how to design prompts is therefore
timely and important. Increasingly, we see user-facing
applications being powered by foundation-scale models.
The emergent properties of these models make it poss-
ible to use them for a vast number of different use cases
and applications. Internally, such applications are often
enabled by prompt engineering. For instance, tool-aug-
mented language models (Mialon et al. 2023; Richards
2023) internally use prompts to enable the language
model to use external tools. Research on prompt engin-
eering, thus, will advance our understanding of how
people can effectively interact with AI and employ
machine learning models for solving complex tasks.

With these considerations in mind, we turn our
attention to specific opportunities and challenges of
prompt engineering within the field of HCI.

6.2 Opportunities for research on prompt
engineering in HCI

This section discusses opportunities for future research
on prompt engineering in the field of HCI. Specifically,
we touch on the community dynamics surrounding
text-to-image art creation, novel workflows and tech-
niques employed by practitioners, and the embedded
biases in AI-driven systems. Additionally, we explore
the relevance of prompt engineering for research on
computational aesthetics and human-AI alignment.

6.2.1 Social aspects of prompt engineering
There are social components to the use of text-to-image
generation systems. Prompt engineers face an interest-
ing challenge: Because text-to-image systems were
trained on images and text scraped from the Web,
users of text-to-image systems need to imagine and pre-
dict how other people described and reacted to images
posted on the Web. Describing an image in detail is
often not enough to achieve optimal results – one has
to imagine the image as if it already existed on the Web.

Another social aspect in prompt engineering are the
dedicated communities that came into existence only
recently. Practitioners of text-to-image art are produ-
cing artworks in shared Discord-based chat rooms,
such as on Midjourney.11 These dedicated communities
offer a rich set of social features worth investigating
more closely in HCI research. For instance, members
on Midjourney have their own profiles that bundle the

members’ successful creations together with the
prompts used to create the images. Midjourney intro-
duced a 2D map in which members can explore other
members based on the similarity of their prompts. Mid-
journey also has dedicated ‘group jam’ sections in which
members can iterate on and further develop other mem-
bers’ works and there is a ‘theme of the day’ section.
Long running threads are quite common in this com-
munity. Community-learning is an interesting area of
research in this regard. How do members receive and
seek inspiration in the community? How do novices
learn the craft of prompt engineering and is there learn-
ing taking place in the community as a whole?

Future work could explore and ethnographically
investigate the online community around text-to-
image art and its prompt engineering practices in
more detail, using the taxonomy presented in this
paper as a conceptual starting point or framework.

6.2.2 Human-AI co-creation
While the heart piece of prompt engineering is the
design of prompts, prompt engineering is only a starting
point in some practitioners’ creative work flows. Novel
creative practices are emerging. For instance, prac-
titioners may develop complex work flows for creating
their artworks (e.g. generating initial images with one
text-to-image system as a source for inspiration, then
continuing on another text-to-image system before
finalising the images in a photo editor). The different
affordances of text-to-image systems still need to be
reified and systematized in the HCI community. For
instance, some text-to-image systems enable the cre-
ation of zooming animations, others can complete
parts of images which is called image inpainting
(Zhang et al. 2020) and outpainting.12 These novel crea-
tive practices offer a level of interactivity beyond mere
generation of static images from textual input prompts.
Further, practitioners may make certain idiosyncratic
choices when they create text-based generative art (e.g.
selecting certain numerical values as seed for the
model or adapting the canvas size to certain subject
terms). Some of these choices may fall into the realm
of folk theories (Eslami et al. 2016; Gelman and Legare
2011) – that is, causal attributions that may or may not
be true –, while other choices may be based on the prac-
titioner’s experimentation and experience with prompt
engineering. Future work could investigate these crea-
tive practices, work flows, strategies, and beliefs adopted
by practitioners in the text-to-image art community.
The emerging research field also offers an opportunity
for HCI researchers to make technical contributions
(Wobbrock and Kientz 2016) in the form of creativity
support tools, user interfaces, and interactive
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experiences to support text-to-image generation, to
teach novices the practice of prompt engineering, and
to advance the emerging AI generated art ecosystem.
Research in this space could make a timely contribution
to a novel computational medium and an emerging
digital art form.

6.2.3 Bias in image generation systems
Another interesting area for future work is bias encoded
in text-to-image generation systems. It has been shown,
for instance, that the CLIP model contains bias13 and
some text-to-image systems prompted with ‘princess’
will produce images of women with light skin colour,
reflecting the bias in the training data toward Western,
educated, industrialised, rich and democratic (WEIRD)
subjects.14 OpenAI recently announced that bias was
reduced in their DALL-E 2 model (OpenAI 2022), but
at the cost of potentially reducing signal-to-noise of
the generated images.15

Responsible deployment of large models and the
potential risks are two concerns often listed for not
fully releasing a model. While organisations such as
OpenAI and Google can be commended for trying to
be responsible with their powerful systems, these organ-
isations act paternalistic and impose their value and
belief system onto their users which is another source
of bias. DALL-E 2, in particular, can be a source of frus-
tration for its users who are often faced with content
policy notices for terms relating to war or sexual content
(with a threat of account closure if the warning is
incurred too often). Pressman et al. recently raised an
important point: Humans are sexual beings and the
androgynous values imposed on text-to-image systems
with the intent of making them ‘safe-for-work’ deprives
users of ‘a key component of human aesthetic values
and experience’ (Pressman and Crowson 2022).

6.2.4 Computational aesthetics and human-AI
alignment
The goal of making computers evaluate and understand
aesthetics is much older than text-to-image generation
(Galanter 2012). Recently, there is renewed research
on neural image assessment and computational aes-
thetics. State-of-the-art text-to-image systems increas-
ingly consider human aesthetics in an attempt to
produce better images (Schuhmann 2022). Prompts
are a vast resource for research on computational aes-
thetics, as they encapsulate a person’s stated intent.
This intent, however, is likely only partially explicit.
Research on prompt engineering, therefore, also relates
to research on human-AI alignment (Gabriel 2020).
This research area is concerned with teaching artificial

intelligence to understand human values. Prompts for
text-to-image generation systems could form an inter-
esting study resource for this kind of research.

7. Conclusion

This research contributes to the academic understand-
ing of text-to-image generation by proposing a novel
taxonomy of six types of prompt modifiers: subject
terms, image prompts, style modifiers, quality boosters,
repeating terms, and magic terms. The taxonomy of
prompt modifiers lays the foundation for future struc-
tured investigations into prompt engineering for text-
to-image generation and AI generated art. Moreover,
the taxonomy highlights the unique affordances of
text-to-image systems, providing a clearer understand-
ing of the design (‘engineering’) of prompts for image
generation.

In the practice of prompt engineering for generating
static images from textual or visual inputs, subject terms
are fundamental to the controlled creation of images.
Practitioners often use prompt modifiers to improve
image quality and exercise greater control over the cre-
ation process. Modifiers either modify the image style or
enhance its quality, and these two types can overlap in
their effects. For example, the modifier ‘by Greg Rut-
kowski’ is typically used by practitioners as a quality
booster rather than a style modifier, despite the artist’s
distinct style. Solidifiers can also be used to reinforce a
chosen style or subject without loss of expressivity.
Image prompts, due to their visual nature, can carry
information about both subject and style. The use of
magic terms can increase output variation while main-
taining style. Additionally, prompt modifiers can be
assigned weights to control image generation further.
Negative weights can exclude certain subjects or styles,
while positive weights can be used to mix styles. The
process of prompt writing is iterative, starting with sub-
ject terms, followed by the addition of modifiers and
solidifiers, and finally applying weights for precise
control.

This work has illuminated the burgeoning field of
prompt engineering, which is central to the emerging
practice of text-to-image synthesis and AI-generated
art. The development of a taxonomy of six types of
prompt modifiers is a stepping stone to bring structure
to this area of study. Future research will be critical in
addressing several key areas, including the ethical and
societal implications of AI-generated creative work, the
social aspects of prompt engineering, the co-creation
process between humans and AI, potential bias in
image generation systems, and the alignment of AI
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with human values. As non-technical users increasingly
interact with complex AI models, the need for HCI
research in prompt engineering will only continue to
grow. The exploration of these topics will not only
advance our understanding of how people can effectively
interact with machine learning models, but also inform
the design of future AI-driven systems and contribute
to the development of a novel digital art form.

Notes

1. https://beta.openai.com/examples
2. https://colab.research.google.com
3. https://colab.research.google.com/github/

justinjohn0306/VQGAN-CLIP/blob/main/VQGAN%
2BCLIP(Updated).ipynb

4. https://twitter.com/nshepperd1/status/
1456584388037148678

5. https://twitter.com/jd_pressman/status/
1457171648293924867

6. https://twitter.com/jd_pressman/status/
1457445367125921793

7. https://www.artstation.com/rutkowski
8. https://twitter.com/c0y0te6/status/

1481780797858275329
9. https://discord.com/servers
10. copilot.github.com
11. https://www.midjourney.com
12. See, for instance, https://twitter.com/adampickard/

status/1551584412659335168.
13. https://twitter.com/RiversHaveWings/status/

1432100170645180416
14. https://twitter.com/EMostaque/status/

1495323912951021568
15. https://twitter.com/minimaxir/status/

1549070583035416576
16. https://github.com/alembics/disco-diffusion
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