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1. INTRODUCTION 

1.1. NMR spectroscopy 

The first observed property of matter arising from the 

magnetic properties of nuclei, the hyperfine structure of atomic 

spectra (Michelson 18911 ), was explained by Pauli in 1924 2 . The use

of the atomic and molecular beam techniques led to the measurements 

of accurate magnetic moments during the following decades. And 

it was in 194 5 when nuclear magnetic resonance was detected in 

bulk matter 3. The principle of chemical shift and spin-spin coupling 

was documented in 195 0 4
. 

The rapid development of instrumentation led to the very 

intense application of NMR in all areas of chemistry. Especially, 

the progress in the pulse Fourier transformation techniques has been 

very fast during the 1970s, and at present, in 1979, the possibilities 

of supraconductivity offer very interesting opportunities. 

However, the use of NMR in chemistry is still greatly based on 

many empirically observed trends and rules. Although a great deal of 

theoretical work has been done after the perturbation theory treat­

ment of Ramcay (195 0-1953)
5

, no practically useful quantitativP 

theory has been developed to cover all the essential relationships 

of the chemical structures and NMR parameters. Anyway, the recent 

very rapid growth of NMR information has emphasized the need for 

such a theoretical framework. 

1 .2. Computerized NMR 

There would be no modern spectroscopy or quantitative quantum 

mechanics without modern computer and microprocessor techniques. 
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In NMR spectroscopy there are three main areas in which the aid of 

computers is essential: the instrumentation, the analysis of high­

resolution NMR spectra, and the theoretical considenations. 

One very notable trend in the development of chemistry has 

been the growth of the use of the molecular orbital theoretical 

aspects in the interpretations of chemical properties. In my opinion, 

this development is important because the language of molecular 

orbital theory is needed to combine the very badly diverged theories 

and empirical models of different areas of chemistry. 

The aim of these studies has been to build up and to test a 

useful program library for spectral analysis and calculations of 

theoretical NMR parameters, on the grounds of semiempirical SCF MO 

theory. The present work is composed of a theoretical part and 

seven separate papers or manuscripts reproduced in chapters 7.1 .-

7. 7. (see also the table of contents). The studies are carried out

partly at the University of JyvMskylM and partly at the University 

of Kuopio during 1976-1979. 

The purpose of the first five sections is to discuss some 

trends that are not included or that are incompletely discussed in 

chapters 7 . 1 . - 7. 7. 

2. THE PROPERTIES AND ANALYSIS OF NMR SPECTRA
6 

2.1. Nuclei in magnetic fields 

The quantized states of nuclei in the magnetic fi�ld can be 

described by the states of the angular momentum. The states of the 



intrinsic spin angular momentum are denoted for spin 1/2 particles 

Chemically non-equivalent nuclei of a molecule may experience 

slightly different strengths of magnetic field, due to shielding by 

electrons. Furthermore, there may occur interactions between the nu­

clei. The determination of the shielding parameters (the chemical 

shifts) and the interaction para�eters (the spin-spin coupling con­

stants) is the purpose of the spectral analysis. 

Let us consider protons A and Bin the magnetic field. When 

the nuclei are chemically different and there are no interactions 

between them, the states of the system can be described by the basic 

product functions lcm>, JciB>, IBci> and IBB>, If the coupling bet-

ween the nuclei is small enough when compared with the difference 

between the chemical shi.fts of the molecule, a satisfac-cory dcscrip-cion 

of the system is still obtained by using the basic product functions. 

When the coupling constant IJABI is comparable to the difference 

between the chemical shifts I (vA-vB l
l, the states of the system can be

described by using the mixed wave functions: 

E 

i=1 

C .. 
l] 

2. 1 

where �j:s are the basic product functions and cij :s are the con­

stants that can be solved by using the standard perturbation method6 .

The interactions of the magnetic moments of the nuclei can be 

divided into two independent parts: the interactions of the z-components 

of the nuclei and those of the rotating xy-components. However, only 

the latter perturbation is able to mix the basic product functions. 

In other words, if the interactions of xy-components can be neglected, 

the basic product functions are eigenfunctions of the total hamiltonian, 
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and the spectral analysis can be carried out directly by the first­

order methods. 

When the eigenfunctions and eigenvalues of the AB system are 

determined accurately, including also the mixing perturbations, the 

following equations are obtained for the relations between the 

spectral parameters and the observed spectral lines: 

2. 2 

The absorptions E1 and E2 can be said to be due to the change of the

state of nucleus A, and E3 and E4 correspondingly due to B. When

lvA-vBI is large enough, (vA-v
8)� ( E1+E2-E3-E4)/2, and thus the 

spectrum can be analysed graphically. This corresponds to the neglect­

ing of the second-order perturbations. As a rule, when lvA-vBI < 

l10JABI it is necessary to use Eqs. 2.2 if exact (vA-vB) is desired.

When the spectrum is of tvoe A2 (t.i. vA v B) i ,_T AA ca.!"lnot be obser\reJ 

because the intensities of E1 and E4 are zero. When, lvA-vBI << 

IJABI, E
2 and E3 come very near to each other and the relative accu­

racy of (E2-E3) becomes poor, appearing as a large inaccuracy of 

( v A-v B). If a spectrum contains only a single line one cannot decide

on the basis of the spectrum whether it is a coupled, non-coupled, 

or a strongly coupled AB spectrum. The details and more interesting 

examples of the phenomenon are discussed in chapter 6.1. 

The phenomenon can be illustrated with a more concrete analogy: 

in a molecule of type B-A-B' one cannot observe infrared absorptinns 

that would purely correspond to the vibrations of the single B-A or 

A-B' bonds if the force constant k88• � 0. Also in this case, one

must describe the total vibrations using the mixed vibrations.



Correspondingly, in A2 NMR spectra the total states must be described

by mixing the basic functions jaS> and I Sa> completely: 

1)J2 <laS> + ISa>)/✓2 
2. 3 

In the B-A-X molecule one can separate the pure B-A and A-X vi­

brations only when the differences of the single bond vibration 

frequencies are large enough or the force constant kBX is small

enough. The total vibration eigenfunctions must also in this case 

be described by more or less mixed functions (called normal coordi­

nates). Thus, the analysis of the coupled AB NMR spectra is analogi­

cal with the analysis of the vibration frequencies of single B-A 

and A-X bonds and the force constant kBX" 

2.2. Explicit methods of spectral analysis 

The AB system is the most complicated general spin system for 

which the spectral parameters can be expressed with practically 

useful, explicit formula. However, in many cases the mixing power 

of the second-order perturbations can be neglected or the hamiltonian 

can be reordered by symmetry conciderations. Before the routine use 

of computers, approximative methods were developed for very many 

spin systems by using the second-order perturbation formula and the 

moment methods7 • 8 . Nowadays they are almost completely replaced by 

the use of computers, although the standard perturbation formula is 

also found useful in the computer applications 9 

The principle of X approximation was explained in the previous 

chapter. 

The consideration of the symmetry of the spin systems leads, 



for example, to the explicit analytical schemes of ABn and AA'BB'

systems 1 °. Both the symmetry considerations and X approximation are 

nowadays connected to computer algorithms 11 

A computer program cannot totally replace the explicit methods 

because the trial parameters for the numerical methods must be 

found. For example, in the case of the AA'BB' system a short study 

of the literature may reveal the type of the spectrum, and thus 

helps in the choice of the trial parameters. 

2.3. Numerical methods 

The principle of all the numerical methods is the same: the 

trial values of the spectral parameters are guessed on the basis of 

a supposed structure and the appearance of the spectrum ( an approximate 

explicit analysis is not usually necessary), the spectrum is pre­

sented by a group of numbers(by places of the absorption maxima or 

in a digital form), and the trial parameters are refined iteratively 

to give the least square fit to the observations. 

The first numerical method was that of Swalen and Reilly12 . The 

principal idea of their program NMREN/NMRIT is: the eigenvalues of 

the Hamiltonian can be calculated from the observed spectra, and the 

corresponding diagonals of the undiagonalized hamiltonian can be 

calculated from these eigenvalues by using the eigenvectors which 

are calculo.tcd with the t1°ial paioameter•>o. Mor•e exact parameters 

are now calculated from the diagonal elements of the undiagonalized 

hamiltonian (which can be presented as linear functions of t-hP spec­

tral parameters), and these new parameters are used as the new 

trial parameters. The iteration is continued until a sufficient 

convergence is obtained. The method is based on one of the main 
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properties of the perturbation theory: first-order wave functions 

predict the energy of a system correct to even the third order. The 

principle is also exploited in SCF MO calculations. - However, the 

convergence of the method is not comparable to that of the Newton­

Raphson method and the method is hardly used nowadays11 

The most effecient method of iteration is the Newton-Raphson 

scheme. Generally, the problem of the spectral analysis is reduced 

to the solution of the group of equations to the least square 

criterium: 

F
1 

(x) 01 

F2 (x) 02 2.4 

F (x) 0 n n 

in which an observation Oi is expressed as the function Fi of para­

meter vector x. Tn the classical NMREN/NMRIT12 and LAOCOON III13 

methods x contains only the spectral parameters. In the more pres-

ent developments9 •1 4
x also contains the line-shape parameters. 

( I) 

Generally, the methods can be divided into three classes: 

O. is the frequency of the transition i13 • 15 , 16 or an eigen-
1. 

value1 2
. O. :s might also include the intensities of the tran-1 

sitions16, although there is no document in the literature

that such a method has been realized. 

(II) Oi is the intensity of the spectrum at frequency vi. In other

words the digitalized spectrum is directly iterated9 

(III) Q. is an integral transformation of the digitalized spectrum1 4
1

a+d 
J 

a-d
I(v) dv 2. 5 

in which I(v) is the intensity of the observed spectrum as the 



function of the frequency v. 

basis, for example: 

w. is a member of a certainJ. 

w. (v) J. 
-1/2

(d/2) cos [ (iTT/d)(v-a)) 2. 6 

in which d is the width of the frequency scale and a is the 

midpoint of it. When also the sine functions are included, 

a complete orthonormalized trigonometric basis is obtained. 

The trigonometric basis can be replaced by many other bases. 

The method of the iteration is described in chapter 7,1 15. 

�he methods differ from each other in respect of the speed of con­

vergence to the best solution: this depends greatly on the linearity 

of the functions Fi(x) in Eq. 2.4. The linearity is best in 

the type I methods and the convergence is typically observed within 

1-2 iteration cycles. In the types II and III the convergence is 

found to be quite slow9 ' 14 because of Lhe non-linearity of the 

line-shape functions and integral transformation bases, see also 

chapters 7. 1. and 7 .2. The most troublesome part of the type I 

analysis has been the assigning of the observed lines. In the present 

work, an algorithm was developed to deal with that difficulty, see 

chapter 7 .2. 

There is still one important aspect. The dimensions of the 

hamil tonian sub-matrices grow very rapidly when the number of the spins 

grows. For this reason, the systems greater than the general eight 

spins are unreliable even for the largest available computers. 

However, the systems of even 1 1 spins (see 7 .4.) are analysed by 

using computers, if (i) the spectrum can be simplified by using the 

double resonance techniques or the spectrum is divided to sub-spectra, 

(ii) the hamitonian is simplified by using the X approximation, or

(iii) symmetry considerations. The third principle is the most
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important. The first algorithm for this was presented by Ferguson 

and Marguardt17, and the sa�e algorithm is also applied in the 

programs NMR-LAOCN-4A18 and LAt1E11. See also the chapters 5.1. and 

7. 4, 

3. THE INTERPRETATION OF SPIN-SPIN COUPLINGS

3.1. The perturbation approach 

When the direct dipolar interaction of two nuclei is averaged 

to zero in isotropic media, there still occurs an indirect coupling 

due to the polarization in the electronic environments of the 

nuclei 5•1 9:

3. 1 

EAB is the interaction energy (in Joule) of the nuclei A and B,

JAB is the coupling constants (in Herz) and !A and 18 are the

spin angular moments of the nuclei A and B (in units of TI), A 

standard way to calculate the interaction energy and the coupling 

constant is to use the perturbation theory: the interaction i� clescribed 

by letting the interactions of the nuclear magnetic dipoles and 

electrons to mix the ground state of the molecule with the triplet 

excited states of the molecule. A further description of the phenom­

enon is found when one thinks that the magnetic nuclei are able to 

induce small spin densities into the electron cloud of the molecule, 

and that the coupling of the nuclei A and B is due to the inter­

action of the magnetic momentum of A with the spin-density caused 

by B (and vica versa). 

The interactions, and thus also the perturbing part of the 

total hamiltonian g can be divided into three independent parts 5 • 1 9



H 3. 2 

;:;urb and Hdip are due to the interactions of the dipolar field of

the nuclei with the orbital motion of electrons, and respectively, 

with the spins of the electrons. The contact part ;:;cont is due to

the direct Fermi contact interaction of the nuclei and the electron 

spins. 

The operator ;:;cont for one electron (i) and the nucleus A is writlen 

3. 3 

where µ
0 

is the permeability of the space, g is the g-value of the 

electron, Bis the Bohr magneton, yA is the gyromagnetic ratio of

the nucleus A, S;is an operator that measures the spin angular 

momentum of electron i, and 6(1iA) is the Dirac delta function 

which measures the square amplitude of the wave function at the 

nucleus. 11lhen the interaction is summed over all the electrons the 

second-order formula is obtained for this coupling: 

Jcont 

AB 

3. 4 

This is the most important mechanism of the coupling when one of 

the coupled nuclei, A or B, is hydrogen. 

orb Corresponding expressions can be derived also for ,J /\B and

orb The magnitude of the second-order part of JAB ( there exists

also a first-order part) depends on the magnit ude of the orbital 

angular momenta and thus, on the multiple bond nature of the bonds 

between A and B. For this reason, the mechanism is not important 

when one of the coupled nuclei is a proton. But in many cases, for 
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example, in CC, CF, CP and FP couplings, the mechanism is supposed 

to be quite important19 ' 20 

Jdip • 
due to the dipolar interactions of the nuclear and AB is 

electron spin magnetic momenta. It can be shown19 to be dependent 

on the double bond and p-electron nature of the AB bond. It is also 

supposed to be less important than the dipole-orbital and Fermi 

contact mechanisms19, 20. 

3.2. The independent electron model 

The simplest description of the molecular orbitals is obtained 

when the orbitals wi are described by the linear combinations of the

atomic orbitals I (LCAO:s): u 

i:: 
u 

3. 5 

in which the coefficients c . are obtained after one variation 
Ul 

calculation, by completely neglecting the internal correlations of 

the electron motions. These kinds of the methods, like the HUckel and 

extended HUckel methods, are called also the independent electron 

models. By using the LCAO:s and Eq. (3.4) a simple expression for 

cont 1 9 J
AB can be der,ived . Fir•sLly, 

occ. unocc. 
Jcont 

AB 
i:: i:: 

3 l\E . .l -+J 
3. 6

Very many of these integrals will be small because s.ome pairs of the 

orbitals will only have a small product in the neighbourhood of the 

nuclei A and B. The neglecting of the integrals when r i s and 

t i u is thus a reasonable approximation: 



or more simply 

Jcont 
AB 

12 

CONSTANTx ITsA,sB

occ. unocc, 
I I 
i j 

3.7 

3. 8 

where s!(□) is the SA-electron density in the nucleus A and ITsA,sB

is called the mutual polarizability of the orbitals sA and SA.

311Ei+j is ll1e Lt >iµlet excilation energy for the states i and j (for 

the transition of the electron from the i:th occupied orbital to 

2 the j :th unoccupied orbital). The values of sA(0) can be calcu-

lated theoretically, or more likely, they are chosen to give the 

least square fit with the experiments. Furthermore, the value of 

2 sA(0) depends on the effective charge of the nucleus A and so also

on the electron density at A. However, this defect is supposed to 

be quite impractical in the calculations of coupling constants 19, 

in contrast to chemical shift calculations. 

The greatest difficulty in the application of Eq. (3.8) are 

the uncertainties of available theoretical (or experimental) 311E .. :s. 
i+J 

The roughest approximation is that 311Ei+j can be replaced with a 

"mean excitation energy", IIE, which is typical of the molecule 7 9,

However, some quite important features of couplings were discovered 

by using this method 1 9 ' 21 ; for, ex ample:, tl,e: [1cdl u1·1c:o df f1cc.; Ling Lhe

sign and magnitude of geminal couplings were characterized27 , 

The second stage of the approximation is that 311Ei+j is set 

equal with (ej-ei) in which ei is the eigenvalue of the one-electron

hamil.tonian, corresponding to the i:th molecular orbital. This ap­

proximation j_s shown to be quite realistic in many cases22, and also to interpret 
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the signs and trends in the geminal couplings23 Eq. (3 .8) has also 

been applied to SCF wave functions, but the discussion on it is 

carried out in chapter 3.5. 

Formulae corresponding to Eqs. (3.7) and (3 .8) can also be 

derived for Jorb and Jdip ( see Ref. ·19).

3 .3 . The self consistent field molecular orbital theory 

The general formula for the one-electron hamiltonian is 

F v2 

p + V(p) 3 .9 

in which the Hartree-Fock hamiltonian operator Fp is used instead 

of HP if the potential energy operator V(p) also accounts for the inter­

actions of the electron p and the other electrons of the molecule. 

VP is the momentum operator for the electron p. V(p) depends on the

other electrons of the molecule, and that is why the corresponding 

molecular orbitals must be known before V(p) can be defined exactly. 

In practice, V(p) can be estimated by using good independent electron 

calculations: after which the new improved wave functions and eigen­

values are recalculatPrl hy ,,sing the usual variation method: 

e. 1/1. 
1 1 

3. 1 0 

The solution of the eigenvalue problem leads to an improved V(p) 

which is applied in the following calculation. The iteration can be 

continued until the wave functions and eigenvalues are not signifi­

cantly changed, or in other words, until the wave functions are self­

consistent. (See also 2 . 3., the principle of program NMREN/NMRIT12). 
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If the electronic state of the molecule is described with a 

single Hartree product 

3 . 11 

a(i) aescribing the spin �/2 electron states), one finds Lhat it 

c;oes not satisfy the P auli' s antisymmetry principle for fermions, 

for an interchange of a pair of electrons does not change the wave 

function (because the electrons are identical particles). That is why 

the total many-electron wave function must be described by the Slater 

determinant. 

Applying the operator F for the total m any-electron wave function 

and defining the one-electron wavefunctions orthogon al, one obtains 

the gener al formula of the total energy 

E 3. 12 

in which H is a matrix element of the core hamiltonian (that is 
UV 

the hamiltonian describing the coulombic interactions of the elect-

rons and nuclei), and Puv is a matrix element of thP density matrix:

occ. 
= 2 l: C .C . 

Ul Vl 
3 .13 

The application of the variation principle to Eq. (3.12) leads fin­

ally to the Roothan equations and to the standard eigenvalue problem 

also in this case: 

l: (F 
UV 

- e.S )c . = 0 
l UV Vl 

3. 14 

(Suv is an overlap integral of atomic orbitals u and v). The matrix

element of the Feck matrix (F) is 

UV 
Huv + l: Prs 

[<uvJrs>- }<urJvs>] 
rs 

3 .1 5 
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Fuv depends on the other orbitals through the elements Prs' which are

approximated, as the first guess, with the independent electron 

wave functions. The improving of Prs:s leads to the iteration

process sketched in the beginning of this chapter. 

3.4. Semiempirical calculation methods 

The Roothan equations can be solved accurately, ab initio, 

although the calculations become very cumbersome and demand a 

plenty of time if the molecule contains more than 4-5 heavy atoms. 

That is why many approximative methods are developed to imitate the 

ab initio calculations. At this moment, the most practical and 

popular calculations are carried out by using the CNDO/INDO stage 

approximation and the variations of it. However, quite a large 

number of ab initio calculations have been carried out for many 

small molecules. There are also variations in the d� i11ilio n�thods: 

the number and quality of the atomic orbital basis can be varied 

in many ways. 

In the semiempirical methods are some of the integrals 

appearing in the Eqs. (3.14) and (3.15) neglected or replaced with 

semiempirical parameters. For example, in the CND0/2 method24 are 

all the integrals <uvlrs> one neglected if u fi v and r fi s, and 

the coulombic integrals between the orbitals of the atoms A and B 

are set independent of the types of the atomic orbitals. In 

the INDO method some exchange integrals <uvluv> are accounted 

by using a semiempirical parametrization, to separate the different 

states arising from the same electronic configuration. This is 

important when unrestricted MO calculations.are carried out and thus 

is important in the calculations of spin-spin couplings. 
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3.5. The calculation of spin-spin couplings from SCF wave functions 

The fum-�ver-ftates method (Eq. 3.7) is valid also for SCF 

wave functions, if the excitation energies and the coefficients of 

the LCAO: s of the excited states can be calculated. Unfortunately, the 

complete or even an approximate account of the configuration inter­

actions (CI:s) is difficult25 and the increase in the calculation 

times makes the•n impractical if compared with the FPT method (cf. 

later). In addition, it has been found26 that even a very complete 

account of the CI:s does not necessarily improve the results. How­

ever, it is shown that SOS+CI method allows the prediction of nega-

tive geminal couplings27 The simplest way to take some CI:s into 

account is to apply the first-order CI:s to the excitation energies, 

on1/5 

3 
tiE. . 

l-+J 
e.-e.-J .. 

J l -lJ 
3 . 1 6 

where ej and ei are eigenvalues of the Fock matrix and �ij is the 

bielectronic coulombic integral between the corresponding one 

electron wave functions. This methods was tested in our study on the 

couplings of hydroxyl protons,although without any success (see 7.4.), 

However, in many cases like in the estimation of the direct and 

vicinal couplings,the account of CI:s is not necessary if the most 

important trends are wanted to be interpreted22. See also 7.3.-7.5. 

In the SOS method the spin-spin couplings are calculated by 

using the standard formula of the second-order perturbation energy. 

The alternative method is to calculate the variations in the wave 

functions. The small mixing with the triplet states leads to small 

spin-densities in the electron cloud of the molecule. The calculation 

of these spin-densities can be carried out by a numerical method, 

called Finite Perturbation !heory (FPT)28. 
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(i) The wave functions are described in the unrestricted way:

l/1':' E 
1. u

l/1� E 

u 

a 
C ui 

8 
C . 

Ul. 

<I> u 

3 .17 

<I> u 

When there are no perturbations, the coefficients c�i

(ii) If the magnetic momenta of the nucleus Band, say, B-electron

are opposite, the contact interaction between them leads to

a lowered energy of S-electrons, and vice versa, to a higher

energy of a-electrons. The energy change (h8) depends on the

s-nat ure of the orbital and can be written for one s8-electron:

3. 1 8 

(where µ8 is the magnetic momentum of the nucleus A). In the

SCF scheme this can be presented as ±h8 changes in the a- and

S-core hamiltonian diagonal elements, corresponding to s8-

orbitals. This small perturbation induces the very small spin­

densities around the other nuclei. 

(iii) If the spin-density due to the sA orbitals is denoted by

PsA,sA (= a diagonr1l PlPmPnt: of the spin-density matrix)' Jx�nt 

can be interpret ed as the interaction of PsA,sA and the

nucleus A:

3 .19 

In practice, the real h8 is too small to be used in the

computations, and be replaced with a more observable value. 

However, the value of h8 used must be small in order to prevent

higher order defects in t he results28 . That is why the FPT 
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calculations demand much more computer time than the calculations 

with the SOS method (without CI:s). In addition, only the couplings 

of one nucleus to all the others can be calculated in one run. 

In the limit of the independent electron model FPT is ident­

ical with the SOS method
29

. When compared at the SCF stage, FPT

contains CI:s implicitly, alhough it has been shown
30 

that FPT can­

not introduce singly-excited states into the perturbed wave functions 

without at the same time introducing the doubly-excited states in a 

restricted way. - Generally, FPT can be supposed to be more efficient 

than the SOS method without CI:s in the cases where the CI:s are 

important. 

FPT is applied also using ab initio
3 1 

and MIND03
32 

stage SCF

calculations, although without any practical success when compared 

with the results by INDO stage calculations. In the chapter 7.5. it 

is shown that the standard INDO/FPT parametrization
24 

cannot be i mproved

to give practically more than about 40% more quantitative values of 

couplings, without making deeper changes in the INDO approximations. 

FPT especially succeeds in the prediction of negative (often 

geminal) couplings
28

•
33

, although the trends are not as good as in

the case of the other type of the couplings
34-38

. These examples34-38 

also show that FPT is able to predict conformational and substi­

tutionctl trends in LJ,e <..!ouµlings: this is tested and applied in our 

studv on the <;rmfnrmc1tions of some ctliphati,, al<..!ol!ols ( see chapter 

7.4.). FPT can also be used in the calculation of couplings induced 

by the orbital-dipole and spin-dipole mechanisms
38

. 

See also chapters 7. 3.-7.5. 
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4. THE INTERPRETATION OF CHEMICAL SHIFTS 

4.1. The perturbation approach 

The spin-spin couplings arise from the interactions of nuclei 

and electrons, and thus their values are independent of the magni­

tude of the magnetic field. In contrast, a chemical shift can be 

interpreted as an interaction of the magnetic field and the nuclei via 

the electrons of the molecule. The most concrete explanation of the 

phenomenon is found in terms of the classical electricity theory: the 

magnetic field induces electric currents in the molecule, and thus 

creates new , often opposite, small local magnetic fields which inter­

act with the nuclei. When the initial field is denoted with B the 

shielding by the electrons can be described by the shielding 

constant oi: 

B. = (1 - o.) B 
l l 0 

4.1 

in which i refers to the shielded nucleus. The shielding is usually 

given in the ppm:s of the original field and in respect to a stan­

dard shielding: this new parameters is the chemical shift oi.

The theoretical model of the shielding phenomenon is obtained 

by mixing the ground state of the molecule with the singlet exritP� 

states. The perturbation is composed of two parts: from the inter­

action of the electron and the magnetic field, and from the inter­

actions of the electrons and the dipolar field of the nucleus. 

These magnetic fields can be described in this case with vector 

potentials, generally of the form Bx r. If the vector potential due 

to the external field is A and the field due to the nucleus isex 

�nuc' the total hamiltonian of an electron in the magnetic field is:
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p + e Aex + e A )2 + Vnuc 
4. 2 

where p is the usual momentum operator ( nV/i ). The application of 

this hamiltonian to the basic state of the molecule leads to two 

independent terms which are called the diamagnetic and paramagnetic 

shieldings (ad and aP, respectively) 5 , 39, 4o, 41 :

ad 
e µo <.:i.> 4. 3 

1 2 TI m r 

2 e µo 
<n l�I o> /1

1,E aP 2 " <0 !Lln> n-+0 
1 2 TI m n r 4. 4 

(Lis the angular momentum operator). 

By Applying Eq. (4. 3) to LCAO:s a convenient formula of a d is 

obtained 
5, 3 9, 40 :

4. 5 

where the diagonal element of the density matrix P describes the 

electron density at orbital i. This term opposes the external fielc. 

and can be interpreted as an electronic current induced in the 

orbitals. Its magnitude depends on the electronic density around the 

nucleus and it consists of two parts arising from the atom's own 

electrons and those of the other atoms. The diamagnetic part is 

supposed to be the most important term only in +he case of the proton 

chemical shifts, although also the neighbour paramagnetic term may 

be important. In the case of the chemical shifts of the second and 

third row elements the diamagnetic term is less important because 

its variation range is usually very narrow when compared with that 

of the paramagnetic term 41 ' 42. Also the accounting of the substituent 
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diamagnetism is easy because the effects are very additive42 

Unfortunately, the application of the formula ( 4. 4) to the 

standard LCAO:s leads to the results that depend on the origin used 

for the coordinates of the atoms40, 43. That is why the LCAO:s must

be formed from the so-called gauge-invariant atomic orbitals 

(GIAO:s) 4 0, 44 , 45 :

where <l>u

in which 

GIAO:s in 

is the usual AO and 

R is u the position 

ie A •r 
1'\c u 

A u is the 

vector of 

vector 

atom u. 

the LCAO:s the following expression 

2 2p
0 

e h

6 TT m
2 

occ. unocc. 
i: i: 

i j 

4 .6 

potential 
l 

Ei R 2 u 
Using this kind of 

can be derived: 

4. 7 

where cxAi refers to the coefficient of px-atom orbital of atom A 

in the i:th LCAO. The second, third and tourth row of the equation 

define the diagonal elements of the shielding tensor (axx' ayy and

a zz, respectively). aP can be said to be due to the induced currents 

from one orbital to another, and the term is opposite to the dia­

magnetic term. The excitation energy is a singlet excitation energy 

and for SCF wave functions the value, with the first-order CI:s, is 

4. 8 

in which Kij is the bi.electronic exchange integra141 The estimation

of 1tE . .  is a serious difficulty, because even a small absolute
i➔J 
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inaccuracy can be serious when the absolute value of 1LIE, . is small,
l+J 

too. The calculations giving good results have been rare up to date. 

However, by using ab initio calculations with quite a large 4-318 

basis , Ditchfield45 has obtained reliable values for many small 

molecules. More rP0ently, a serie of calculations have bee,, published 

to show many experimental trends to be interpreted by using CNDO/s46 

INDO/S approximation41 , 47 . These calculations have been quiteor 

promising and it is obvious that they will become more popular in 

the near future. 

Because of the lack of the realiable theoretical methods, many 

empirical relationships are developed to explain the correlations 

of molecular structures and chemical shifts. However, the most 

important trends can be explained on the basis of Eqs. ( 4.5) and 

(4.7). These trends are discussed in the next two chapters. 

''. �. The mean excitation approximation 

Also in the case of chemical shifts some practicall useful 

trends can be obtained when 1 LIE. . in Eqs. ( 4. 4) and ( 4. 7) is 
l-->-J 

replaced with a constant which is equal to the lowest cr -> cr* 

TI +  n* transition energy of the molecule. The typical values of 

LIE for alkanes, alkenes and ketones are 1 0, 8 and 7 ev3 9 , 4 8, while the 

corresponding 13c shifts are 0-50, 70-100 and about 2 00 ppm. However,

the approximation is quantitatively useless, because thP excitation 

energies can not be determined with sufficient accuracy. 

The coefficient part of Eq. ( 4.7) can be developed into a 

qualitatively convenient expression by using the LIE approximation39 : 

µoe2-r/

l: ( QAB) l / LIE
B!A zz 4. 9 
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2 
2-2(PxAxA - i)(PyAyA - 1) + 2 pxAyA

= -2P P + 2P P (QAB)zz xAxB yAyB xAyB yAxB

4. 1 0

in which Pij is an element of the density matrix. QAA represents

the electron density at the nucleus and describes the current density/ 

(1/lE)-unit. Correspondingly, QAB describes the currents induced at

the nucleus A by the paramagnetic currents at B. Thus QAB depends

on the neighbour atoms bonded to atom A and the number of the 

multiple bonds between them. QAB is zero if B does not use p- or d­

orbitals in the bondings. The variations in QAB explain, for example,

the high field 13c chemical shift of acetylene and the differences

in primary, secondary and tertiary carbons. 

4. 3. Electron density correlations 

od 
depends on the electron density at the nucleus via term 

<r-1>. A reduced electron density leads to smaller diamagnetism at

the nucleus and to a low field shift which is, however, compensated partly 

by the shrinking of the atomic orbitals when the effective charge of 

the nucleus grows. The <r-1> variations are of importance in the

case of the proton chemical shifts, although in 1 3 the C shifts the

effects are hidden under the much greater changes in the paramagnetic 

<r-3> term. 

o P depends on the elecron density via two mechanisms: 

(i) QAA' in Eq. (4.9) depends on the electron density. The

sraaller the electron density the smaller is the low field 

paramagnetic shift.

(ii) According to Karplus and Pople 39 the electron density

dependence of <r-3> of 2p-orbitals can be presented by the
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expression 

<r-3 >
2p 

= 3 4.44 a�3 (1 - 0.323 qA) 4 .11 

where a0 is the Bohr radius of the 2p-orbi tal and -eqA is the

net electronic charge on atom A. 

The <r -3> dependence is the most important part and a reduced 

electron density leads to low field shifts. 

4. 4. Substi tuent effects

The most valuable tool in the interpretation of 13c spectra

is the use of substituent effects, and some corrective terms for 

interactions of the substituents. Enormous numbers of papers have 

been published on the matter and at this moment the literature 

covers quite well all the common structure types49 

The nature and additivity of the substituent effects are 

discussed in chapters 7.6. and 7.7. 

5. COMPUTERIZED NMR: PROGRAMS FOR HIGH-RESOLUTION NMR

SPECTROSCOPY 

The purpose of this section is to describe the programs used 

or developed in this work, and which are available as Univac 1100 or 

PDP 11/70 versions. The listings of all the programs are available 

from the author. 

5,1. The spectral analysis programs MAOCON-SC and NMR-LAOCN-4B 

MAOCON-SC (see chapters 7.1. and 7.2) is a self-assigning 

version of LAOCOON3
13. It also works in a mode in which the spectrum 
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can be given in a digital form. The program is written for general 

spin systems of up to seven spins, and a version of it is also 

modi.fied to PDP 11/70 computer ( the modification demands ·quite an 

inconvenient segmentation of the program). 

NMR-LAOCN-4B was expanded from NMR-LAOCN-4A
18 

The expansion

demanded that some less important output sections were removed and 

two cards were added to account for the X approximation before the 

QCPE version worked correctly in the analysis of the coupled 13c 

spectra (see chapter 7.4.) 

The calculated spectra can be visualized by using line-diagram 

representation by the program PICASS, at a line printer; or by using 

the complete line-shape simulation by the program LORENZ. 

5.2. The molecular geometry programs KOORDI, CHANGE and LANTA 

KOORDI was written to change internal coordinates to 

cartesians. It contains the subroutine D EWAR from MIND03 50 . KOORDI

is used in the conversating mode. 

CHANGE can be used to change the position of a molecule with 

repect to the rnnrrlinR�e RxiR. The new position of the molecule 

must be defined by giving the following information about the new 

position: (i) all three coordinates of one atom, (ii) two coordinates 

of the second atom, (iii) one coordinate of the third atom, and 

(iv) approximative coordinates of an additional atom. The program

is based on the Newton-Raphson algorithm that seeks out the trans­

formation matrix for the rotation by using the conditio�s given 

above and the orthogonality rules of the transformation matrix
51

. 

LANTA is a program meant for analysis of lanthanide shift data 

by using the dipolar equation
52

. It also works by the Newton-Raphson 
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algorithm. The program is used in some conformational studies 

carried out in the University of Jyvaskyla53 

5.3. The molecular orbital programs 

The programs MIND03
50 and CNIND0

54 
were first introduced to 

Univac 1108 system by Dr. Timo Nyronen and Mr. Kallio. MIND03 was 

used without any important modifications. 

In order to improve the convenience of the calculations, 

CNINDO was provided by a mode in which it accepts internal coordi­

nates. In addition, our version of CNINDO contains the following 

small modifications: 

(i) The order in which the electrons are fed to the one-electrons

orbitals after the first independent electron calculation

can be defined in the input55. The same ordering subroutine

is used also in FPT mode to ensure the correspondence of the

a- and S-wave functions; this mode is necessary when the

couplings are desired to be specified to the different 

LCAO:s (see chapter 7.5.). 

(ii) The parametrization of the method can be changed by the

input. 

(iii) The spin-spin coupling constants can be computed in the sub­

routine HESSU by using the SOS method. ThP. �Ame subroutine

prints out, if wanted, the specification of the couplings to 

the occupied LCAO:s.

As presented in chapter 7.5., a "self-optimizing" version of

CNINDO was also written. The program, called SUPER, contains CNINDO 

as a subroutine and the principle of the main program is explained 

in the chapter 7.5. 
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The studies, of which this dissertation is composed, are 

reproduced in chapters 7.1 .-7.7. The studies can be divided into 

three principal parts: (i) the developments in the methods of spectral 

analysis (see 7.1.-7.2. ), (ii) the applications of the spectral 

analysis and quantum mechanical calculations to the conformational 

analysis of some hydroxyl substituted compounds (see 7.3.-7.4.), 

and (iii) a study on the efficiency of the substituent effect 

models in the interpretation of proton decoupled 
13

c NMR spectra 

( see 7. 6. -7. 7.). 

The uniqueness of the solution of the high resolution NMR 

spectra has always been a problem. The matter was studied and 

discussed in the first part of the dissertation. The problem was 

later (7.3.) also met in the analysis of the proton coupled 
13

c NMR 

spectra: it is often difficult to assign the splittings of the 

spectra to the correct nuclei without decoupling experiments, which 

in this case are less attractive. However, if the spectrum is even 

slightly of the second-order, the best solution can often be decided 

on the basis of the suitability of the possible solutions. The program 

MAOCON-SC was developed to aid the assigning of the spectral lines, 

and thus make the checking of the possible solution as fast as 

possible, MAOCON-SC was developed during the spectral analysis 

reported in this dissertation. 

MAOCON-SC and the extented version of NMR-LAOCN-4A
18 

were

applied to the spectral analysis of the spectra discussed in 

chapters 7.3.-7.4. In these studies also semiempirical INDO/CNDO 

calculations were tested and applied to the interpretation of the 

observed trends. In all the cases, the INDO/FPT method was found 
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to allow the prediction of the conformational and substitutional 

dependences at least qualitatively, The INDO/S0S method was found to 

interpret the trends in other than geminal couplings. On the basis 

of the spectra and the molecular orbital calculations, it was 

possible to characterize the coupling behaviour .of the hydroxyl proton. 

Generally, it was found that it greatly resembles that of CH3 pro­

tons. On the basis of the experience obtained during the calculations, 

an attempt (7.5.) was made to find an improved parametrization of the 

INDO method as regards the calculations of spin-spin couplings. 

When a set of typical HH and CH couplings was tested, the opti­

mization of the INDO/FPT and INDP/S0S methods improved the standard 

deviations between the experimental and observed couplings by 35-

75%. Unfortunately, the smallest change was observed in the case of 

the INDO/FPT method. The optimization method developed in this study can 

be used in any further developments of the semiempirical MO methods. 

In the third part of the studies the interpretation methods 

of the 13c shifts were studied. It was found that, although the 

gener•al COl'l'elatlun between the chemical shir•ts and electron densi­

ties is poor also in this case (33 chloro- and hydroxy substituted 

benzenes), there exists good correlation between the sums of the 

chemical shifts and the corresponding sums of the electron excesses 

at the substituents. The results also suggest that s-electrons have 

very pronounced effects on 
13c chemical shifts of p-electrons.

This correlation also explains the different behaviour of the a-

and rr-back-bonding substituents. 
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Abstract An ale;orithm that simulates a typical computer assisted 

analysis of NMR spectra is tested. The program seeks 

the self-consistent assignments of the spectral lines 

by assigning and checking the assignments of the observed 

lines during the run. The aui.li. Ly of Ll1e µrogr-arn to check 

also the analyzabilities of the spectral parameters en­

sures that the analysis can be started with very incomplete 

assignments, and without symmetry definitions. The speed 

of the convergence to self-consistent assignments, even 

from a bad guess, is found to be quite satisfactory. These 

properties are discussed in two examples. The algorithm 

is suitable especially for analysis of coupled 
13

c NMR 

spectra. 
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INTRODUCTION 

Only the 
13

c part of proton-coupled 
13

c NMR spectrum is normally 

observed. Thus the assignation of the couplings (relating the spec­

tral splittings and real couplings between the nuclei in the mol­

ecule) is often impossible without decoupling experiments. And the 

time needed for obtaining a good coupled 
13

c spectrum is usually

long and therefore the decoupling experiments are not very attract­

ive. On the other hand, in many 
13

c NMR spectra there occur large 

1
JCH 

couplings that are able to induce very remarkable second-order

effects on the spectrum. These second-order effects can be used 

in the assignation of the couplings. They also prevent an accurate 

first-order analysis of the couplings. 

If a coupled 
13

c NMR spectrum contains, say, three couplings 

that cannot be assigned with confidence, the only method to ensure 

the correctness of the result is to test all the six possible com­

binations of the assignments and then to decide if one of the sol-

utions is the best. If the sign of a coupling is unknown, the num-

ber of the possible solutions is doubled. 

In any case, the assignation of the observed lines is often a 

slow procedure, and the correction of input errors and wrong assign­

ments demands a lot of time. In this report, an algorithm simulat­

ing the normal assignation-reassignation procedure is presented. 

The assignation, reassignation and the elimination of questionable 

assignments are based solely on the least square criteria, and the 

elimination procedure operates at the 90 or 95 % confidence level. 

The idea of the automatic assignation was first presented by 

Keller & al. (1) in the program ASSIGN, and it was later developed 



by connecting the program with LAOCOON3 algorithm (f), ASSIGN 

is based on the general splitting rules, for example, on the reg­

ular quartets occuring in the general ABC spectrum. An assig­

nation procedur·e is also connected to NMR-LAOCON-1+A c;p, but its 

algorithm does not contain any test of analyzabilities of par­

ameters or reassignation and elimination procedures. However, 

these three aspects are necessary for a fluent process. To my 

knowledge, the usefulness of an automatical assignation procedure 

has not previously been discussed in detail. 

A further solution to the problem of the troublesome assignations 

is the 'automatic NMR analysis' based on the direct analysis of the 

digital spectra (�,2,2), Anyway, there are problems also in these 

methods: practical difficulties in transferring the spectra 

from a spectrometer to a computer; slowness of the convergence 

if the trial parameters are not good; separation of extra sig­

nals (due, for example, to reflections in the FT spectrum when the 

spectrum is measured using a narrow spectral width); and noise 

phase, lineshape and double-resonance defects that reduce the re­

producability of intensities of the spectrum. As to the testing 

of all the possible solutions, the situation in all three methods 

is the same: one must test them one by one. 

PROGRAM MAOCON-SC (SELF-CONSISTENT MAOCON (7)) 

The main structure of the assignation and reassignation pro­

cedures of MAOCON-SC are shown by the flow-diagram in Fig. 1. The 

program is modified from MAOCON (Z) and still contains some routines 

in common with the original LAOCOON3 (�). 
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BEGIN 

CALC, OF 
EIGENVALUES 
AND ·VECTORS 

CALC. OF 
OBSERVABLE 
LINES 

(RE)ASSIGNING ,I'>----
PROCEDURE 

NORMAL EQUATIONS ELIMINATION OF 

cTc 
lf'----tOUESTIONABLE

CHECKING OF 
SINGULARITY 

OF cTc 

CALC. OF 
-------:ill THEORETICAL 

SPECTRU M 

S TOP 

ASSI GNMENTS 

REFINED 
PARAMETERS 

OU TPUT 

Fig. 1. The flow-diagram of MAOCON-SC. 



The most remarkable modifications are: 

i) The checking of analyzabilities of the spectral parameters.

ii) The checking of assignments and the elimination of question-

able assignments. 

iii) The assignation and reassignation procedure.

These modifications are discussed in more detail in the following 

chapters. Furthermore, the program can be used in 5 modes. For 

example, in mode 1, the program behaves like the classical LAOCOON3. 

In mode 4, all the modifications are applied and the condition 
calc 

equation corresponding to line Ei is weighed by a factor 1/N, in 

which N is the number of lines assigned to the observed signal to 
calc 

which also Ei is assigned; thus every observed signal has equal

weight on the least square criteria. In mode 5, the program oper­

ates on digital spectra: the principle has previously been discussed 

Calculation times are reduced by using a reasonable diagonaliz­

ation criterium (default= 0.05 + 0.2 times the smalles� absolute 

non-zero value of the couplings) and calculating the differentials 

aA/a� only when one of the couplin�or the differences of the 

chemical shifts is changed remarkably (default= 20 %, Ai = an

eigenvalue). The latter approximation is strongly founded on the 

fact that the differentials depend on eigenvectors, and those are 

known to be quite independent of the order of the spectrum Cg). 

When the refinements on the parameters are small, the eigenvalues 

can be estimated using the previously calculated differentials: 
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(A� is the old eigenvalue and Ai is the new one, after P�:s are 

refined by dPj:s). This approximation is very useful in the analy­

sis of digital spectra, because in this case the non-linearity of 

the equations of conditions is almost completely due to non-lin­

earity of the Lorenzian line-shape function. The approximation is 

also useful if the new parameters calculated after reassignation 

are not changed significantly. This approximation depends on the 

accuracy of the computer, and the recalculation of accurate eigen­

values should be carried out after the approximation is applied 3-

10 times or a parameter is changed more than 20 %. 

Checking of the analyzability of spectral parameters 

If a spectrum is independent of parameter Pi or the assigned 

lines do not contain any information about it, the diagonal element 

(CTC) .. of the normal equation matrix CTC is small. In this pro-
11 

gram, an extra equation 

dP. 
1. 

0. 0 

is added to the normal equations (by the procedure presented 

in the description of MAOCON (Zll if 

� CRIT1 ( 3 l 

n = the number of the assigned lines and m = the number o( the 

parameters to be optimized. The default value of criterium CRIT1 

= 0. 05. In other words, Pi is not iterated if 1 Hz change in pi
does not change the RRMS (Residual Root Mean Square) more than 

0.05 Hz which is a typical RRMS value. 



The internal correlation of Pi and P
j 

is defined by correlation

coefficient K .. : 

K .. 
lJ 

lJ 

In this algorithm, an extra equation (for Pi<P
j

)

.is. 

P.l 
(CTC) .. dP. = 

P .  lJ l 
J 

added to the normal 

I K., I � CRIT2 lJ 

(CTC) .. dP. 
lJ J 

equations if 

[s] 

The default value of CRIT2 = 0.99. For example, if K
ij 

= 1 .0 

and Pi = Pj' dPi is constrained to be equal with dPj. Coef­

ticient Pi/Pj prevents the change of the I'dlio of Pi and Pj, 

and (CTC) .. on the both sides of the equation is only a least­lJ 

square constraint. 

The extra equations remove the singularity of the normal 

equations if the assignments do not give any information about 

a parameter or the ratio of a couple of parameters. 

Checking of assignments and elimination of guestionable 

assignments 

After the first RRMS is calculated, the program seeks out 

the lines for which 



and neglects them in the immediately following refinement of 

the parameters. The risk of eliminating a correct assignment 

is about 5 %. If there are no questionable assignments on the 

basis of this test, 5 % of the assignments will be eliminated, 

anyway. This procedure is necessary if there are several equally 

bad assignments. The criterium can be changed during the run; 

this is useful if the reassignation process appears to be slow. 

At this stage, it is also possible to reassign the spectrum by 

seeking out the best possible signal for each theoretical line 

defined in the guess or in the assignation procedure. Check-

ing, elimination and reassignation can be continued until the 

self-consistence of the assignments is obtained. 

Assignation and reassignation procedure 

If a spectrum is incompletely assigned, the rest of the observed 

signals can be assigned automatically after the spectral parameters 

are optimized with respect to the incompletely assigned spectrum. 

The procedure seeks out the best possible observed signal for each 

observable line, if such a signal exists within limits E?alc ± 
l 

CRIT3. The default value of CRIT3 is 1.0 Hz. This criterium is 

used if the spectrum is only partly observed, because of an impurity 

or some other disturbing signals. 

The observed spectrum is given by format 

IND(L), OBS(L), NUM(L). 

IND(L) is the assignment of the observed signal at OBS(L) Hz; 

IND(L) is set to zero, if the assignment is not given. NUM(L) is 

the number of the lines which are allowed to be assigned to OBS(L); 
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default = 1000. If NUM(L)<O, the line IND(L) is weighed in the nor­

mal equations by INUM(L)I and NUM(L) is set 1. Hhen NUM(L) = 1, the 

assignment of OBS( L) is not chan,,:,:ed during the reassip;nations. 

After the procedure described above, it is not sure at all 

that every signal observed is assigned: if the number of the 

reassignments in the previous process is zero or the reduction in 

the RRMS is less than 2 % the program ensures that every signal 

observed is assigned to at least one theoretical line. The assigning 

of an observed signal is carried out if there is a theoretical line 

within + CRIT4 (default: 2 x RRMS + 0.1 Hz). 

About programming 

The program was written for 32 K memory of PDP 11/70, although 

the following calculations are partly carried out by a version for 

Univac 1100 system. The program is able to handle asymmetrical 7 

spin spectra. The cpu-time of a single simulation of the ABCDEFX 

spectrum, presented in the following example, was 9 seconds in 

Univac 1100. When the diagonalization limit was reduced from the 

default value (about 0.1) to 0.001, the time was increased to 20 

seconds: the Pesul ts are, l1oweve1·, prdc Lically identical. The com­

plete run, consisting of about ten iteration cycles, checking and 

reassignation procedures (cf. later), took about 70 seconds. 

AN EXAMPLE: THE PROTON COUPLED 13c NMR SPECTRUM OF CARBONYL CARBON

OF 2-HYDROXY-BENZALDEHYDE 

Fig. 2 presents stages of a typical spectral analysis carried 

out using MAOCON-SC. The spectrum derives from a study on the 

stereo-selectivity of the couplings of capbonyl and hydroxyl protons 

to aromatic carbons (1Q). 



(F) BEST RESULT FOR 
4
J!iHO,OH>D 

Fig. 2. The stages of the analysis of the proton coupled 13c NMR

spectrum of the carbonyl carbon of 2-hydroxy-benzaldehyde. (A) The 

1 guess: JCH 
4 177•0, JCHO,OH

4 -3 -

4 5 -0.7, JfHO,H3 = 1•5, JfHO,H4

0.4, JfHO,H5 = 1.1 and JCHO,H6 = 6.0 Hz; the lines marked by

arrows are assigned in the input. (�) The result of the first cycle: 

couplings are 177.04, -0.57, 1 .23, 0.33, 0.90 and 6.40 Hz, respect­

ively. (C) The final result: 177.02, -0.70, 1.32. 0.49, 0.52 and 

6.39 Hz. (D) The result of the analysis of the digital spectrum: 

177.02, -0.68, 1 .33, 0.45, 0.56 and 6.42 Hz. (E) The observed 

spectrum (1.Q): the data-point resolution is 0.061 Hz. (F) The best 
. lf result with JfHO,O!:f 

>O: 177.05, 0.68, 1.27, 0.55, 0.49 and 6. 3 8.

The resolution used in the Lorenzian line-shape simulation was 

0.23 Hz. 



II 

The X part of the ABCDEFX spectrum contains one large direct 
3 coupling of about 177 Hz, and one 6 Hz JCH coupling to 6-proton.

The rest of the couplings are between 0.5 and 1.5 Hz. The small 

coupling of carbonyl proto� to 3-proton and another of hydroxyl 

to 4-proton, together with the large direct coupling cause the 

second order nature of the spectrum. 4 
JfHO,O� 

can be estimated

to be about 

the sign of 

! 0.7 Hz, by using chemical decoupling with acid. If
4 

JfHO,O� 
is supposed to be unknown, the number of corn-

parable solutions is 12. If one depends on INDO MO calculations 

and Pople-Santry equation for couplings (11,11), the most reliable 

guess is 

4 4 > 5 J JfHO,H3 > J�HO,H5 �HO,H4 

Using the INDO MO values (1 .5, 1.1 and 0.4 Hz, respectively) for 

these three couplings, 4
JfHO,O� = -0.7 and the first order values

for the others, one obtains the guess presented in Fig. 2A. And 

one is certainly able to assign the lines marked with arrows; 

the rest of the 34 measurable absorption maxima or shoulders are 

given in input without indexes. If we try to iterate the chemical 

shift of the carbon and n
JCH couplings on the basis of this assig­

rtdlior,, Ll,e cltecking procedm·e of pa1-ametei1 analyzabili ties sets 

dJfHO,H5 = 0,73 dJfHO,H3' dJfHO,H4 = 0•27 dJfHO,H3 and dJ�HO,O�
-0.47 dJ�HO,H3 in order to prevent the divergence of RRMS. The 

result of the optimization of the parameters with respect to this 

incomplete assignation is presented in Fig. 2B.

The automatic assignation can now be cai1ried out. The iteration 

process can be described by following the development of RRMS and 

the number of reassignations: 
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- After assigning 68 lines RRMS is 0.180 Hz and all the assignments

are acceptable within risk of 5 %. However, about 5 % of the

lines are always eliminated: after the elimination of the four

most questionable assignments, RRMS is 0.163 Hz. 

- After the first iteration, the reassignation of 5 

the elimination of 4 lines, RRMS is 0.143 Hz. 

lines and 

- During the 2nd - 7th iterations the total RRMS is reduced to 

0.064 Hz, and the RRMS with 4 neglected assignments is 0.047 Hz.

The numbers of the reassignments are 7 (RRMS is 0.120 Hz), 8

(0.086 Hz), 3(0.064), 1(0.054), 3(0.050) and 2(0.047), respect­

ively.

- After the 8th refinement of the parameters the assignments are

self-consistent. The method of assigning is now modified (and 

mode 4 applied): after the attempt of the reassignation, it is

also ensured that every signal observed is assigned to at least

one calculated line. The assignments are self-consistent also in

respect of this criterium.

- After the 10th iteration, RRMS is completely converged. The

total RRMS is 0.082 Hz and the RRMS with 1+ neglected lines is

0.040 Hz. As to the neglected lines, three of them is hidden 

between the observed signals. 

In the final result (Fig. 2C) the assigned lines are weighed with 

inverse number of the lines assigned to the corresponding observed 

signals. This mode is applied in connection with the modified method 

of assignation (in the present example, after the 7th iteration 

cycle). If this mode is not used, the iteration result is not as 

good as above because some of the observed signals are broad, con­

taining several signals, and the lines assigned to these signals 
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have an unreasonable weight in the least-square criterium. 

The total cpu-time was only 65 seconds because the accurate 

calculation of the eip,envalues and eigenvectors was carried out only 

four times. Futhermore , the cpu-time can be reduced to about 55 

seconds controlling the elimination and reassip,nation criteria 

during the run. 

The iteration leads, in this case, to the correct solution 

althouRh the or�er of the absolute trial parameters is not correct 

(the trial [ 4J
f

HO,O]il < l 4JfHO,H51). This is due to the stronp:

second-order nature of the spectrum. If the spectrum were of the 

first-order , the iteration would lead to a minimum , in which the 

order of the couplings is the same as in the guess. 

In a case like this , it would be advisable to fix the parameters 

4 which are already exactly known. In this case, the fixing of JfHO,O]i

would be possible. It would also be sensible to assign at least one 

splitting corresponding to 
4

JCHO,OH: this prevents it from changing 

before the automatic assigning procedure. 

Fig. 2D presents the result when the spectrum is analysed by 

using the program in the digital mode. The result is quite similar 

to Fig. 2C and it is difficult to decide whether it is better than 

the result of the previous analysis. The differences in the optimized 

parameters are also quite meaningless (see text of Fig. 2). The time 

used in the digital mode was much longer although very good trial 

parameters were used. 

4 The corresponding solution with JfHO,O]i 
>O can be obtained by

using the iterated values for the rest of the parameters and carry­

in� out the (automatic) assignation of the spectrum without iteration 

of the incompletely assigned spectrum. The best result 
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obtained (RRMS = 0.055) is presented in Fig. 2F. The former solution 

with 4
J

f.HO,O� < 0 is clearly better: this is confirmed by inspection

of the combination lines at -1 .0 and 175.0 Hz. The other possible 

solutions may also be checked in the same way. The most interesting 

4 4 possible solution is the one in which J
£HO,H5 < J

f.HO,H4: however, 

both the reassignation method and the digital method always lead to 

the same result that is previously defined. 

In general, the iteration always seems to lead to a minimum for 

which the RRMS is reasonable. For example, if the trial 5
JCHO H4 

- ' 

is less than O. 3 Hz and the rest of the parameters are the same as in 

Fig. 2A, the iteration leads to a local minimum (RRMS = 0.055) for 

which 5 
J CHO ,H4 = -0 .144. Small varjations of the trial parameters also

lead to practically identical results, although deviations of 0.005 

- 0.015 Hz may occur in the optimized couplings. This is in accord­

ance to the 95 % confidence limits of the parameters which are 

0.012 - 0.017 Hz. 

CONDITIONS OF THE CONVERGENCE 

In order to give more concrete conditions of the convergence, a 

simple example is discussed: let us consider the X part of the 

ABCDEX spectrum shown in Fig. 3B. The spectral parameters are given 

in the text of the figure. 

The most arbitrary p;uess for the spectrum is JAX = J BX = J CX =

JDX = JEX
= 5.0 Hz. However, this guess (when the accurate parameters

of the ABCDE part are supposed to be known) is sufficiently good for 

the assignation of the outmost lines of the multiplet. Using this 

parameter set as a guess, the program gives the result shown in Fig. 

3C. The RRMS of the result is very good, although the result is 



IS 

A GUESS THAT L E ADS 

TO THE CORRECT 

RESULT 

THE "OBSERVED" 

SPECTRUM 

A SOLUTION WITH 

RRMS = 0.004 HZ 

A SOLUTION WITH 

RRMS = 0.021 HZ 

A SOLUTION WITH 

RRMS = 0,035 HZ 

Fig. 3. The analysis of the (completely arbitary) ABeDEX spectrum. 

(A) A guess that leads to the exactly correct solution: the

spectral parameters are given in the ler,end. (B) The X part of the 

spectrum: chemical shifts of the ABeDE part are 500, 520, 540, 560

and 580 Hz (for A, B, e, D and E, respectively) and the couplinr,s

are JAX 2. 0 0, JBX 
= 4. 00, Jex = 6. 00, JDX = 8. 00, JEX 

= 10.00,

JAB JBe 
= 

JeD 
= 

JDE 8. 00, JAe = JAE JBD 
= 

JeE = 3. 00, JAD =

JBE 1. 00 Hz. (e) An iteration result: all the couplings of X

are 6.00 Hz. (D) An iteration result: JAX = 3.90, JBX 
= 6.07, Jex

= 5.97, JDX 5.99 and JEX = 8.05 Hz. (E) A solution with JAX =

4.06, JBX = 1.83, Jex = 6.05, JDX = 8.00 and JEX = 10.04 Hz. The

resolution used in the spectra is 0.2 Hz. 



completely unreliable. By using guess JAX = 4, JBX = 5, Jex = 6,

JDX = 7 and JEX = 8 Hz, one obtains the result in Fig. 3D. There is

a deficiency in these two results: every signal observed is not 

used in the assignments of the calculated lines. This can be ensured by 

using a non-default value for eRIT4. However, the use of this para­

meter does not necessarily lead to the correct result but results 

as in Fig. 3E can be obtained. 

The correct result is obtained, for example, with the guess 

3.1, Jex = 6.0, JDX = 7.1 and JEX = 9.1 Hz. This

guess is shown in Fig. 3A. If trials JAX and JBX are interchanged

the iteration leads to the result in Fig. 3E, in which also the 

values of JAX and JBX are reversed when compared with the correct

result. To summarize, the program seeks the nearest possible sol­

ution. 

If the ABeDE part were replaced with the corresponding pure 

first-order part, the X part would have 120 equally good solutions 

(if all the couplings are positive): 

JAX JBX Jex JDX JEX 

2 4 6 8 10 

4 2 6 8 10 

6 4 2 8 10, etc. 

However, in the second-order problem of Fig. 3B only the first 

combination gives the fit with RRMS = 0 Hz. The solution in Fig. 3E 

corresponds to the second first-order solution and has RRMS = 0.035 

Hz. Supposing the reading inaccuracy of the lines is about 0.035 Hz 

the total RRMS is about 0.05 Hz ( = (0.0352 + 0.0352 )112 ), which 

is not notably bigger than the pure reading inaccuracy, and in 

practice, it may be difficult to decide if the solution as in Fig. 

3E is wrong. The most remarkable differences between the two 
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solutions are the small differences in the heights of the signals, 

due to the small second-order splittings. 

CONCLUSIONS 

The simple algorithm described above works surprisingly well 

and the results are also comparable with the results of the direct 

analysis of the digital spectra. The trouble of assi�nation and 

manual reassignation is greatly avoided: in the first example it 

was necessary to give the program only the list of 34 observed 

signals and assign four of them (the total number of observable 

theoretical lines is about 70). And the first assignation was made 

on the basis of quite a bad guess. When compared with the more 

"modern" methods ( �, §, §), this modification of the classical 

LAOCOON3 method does not suffer from the problems discussed in the 

introduction chapter. The approximations applied in the algorithm 

make also the computing times very reasonable. 

Any method of analysis in the world will not remove the problem 

of the uniqueness of the solutions of NMR spectra Cl), The problem 

is very serious also in the case of the coupled 
13

c NMR spectra, 

aG shown above. However, the method described above makes the check­

ing of the possible solutions convenient if there is any possibility 

that the spectrum is sufficiently of the second-order to be analysed 

completely. 

The program was also written to operate on digital spectra. 

This mode may be useful in the yery final refinements of the result: 

for example, in the case of ABCDEX spectrum (in Fig. 3) it would be 

sensible to use the digital mode in testing the goodness of the 

solution in Fig. 3E. 
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INTRODUCTION 

Two principles are used in calculations of spin-spin coupling 

constants in the terms of the molecular orbital theory: the sum-over­

states (SOS) method [ 1] and the finite perturbation theory ( FPT) [ 2] . 

In the SOS method, the second-order energy arising from the mixing 

of the ground state of the molecule with the excited states is cal­

culated, when the mixing perturbation is the contact interaction. 

Shortly, the theory gives a convenient formula for the coupling [1] 

(1) 

in which KSOS(AB) is the constant depending on the types of the

nuclei A and B, and nAB is the mutual polarizability of the s-or­

bitals of the atoms A and B: 

occ. 
= 4 /, 

unocc. 
l: ( 7) 

where csAi is the coefficient of atomic s-orbital sA in the i:th

occu�ied molecular orbital, and 36E . .  is the triplet excitation
l➔J 

energy between the ground state and the excited state when the elec-

tron from the i:th occupied orbital is shifted to the j :th unoccupied 

orbital. The principal difficulty of the SOS method is the estimation 

of the excitation energies. In the case of HUckel type of calculations 

36E . .  can be, as the first approximation, set equal with the energy 
l->J 

difference of the one-electron orbitals: 36E . .  = e.-e .. In the SCF 
l➔J J l 

orbitals, also the interactions of the electrons are taken into 

account, and the difference of these interactions in the excited and 

ground states should be included. The first-order correction on 

36E . .  :s is easily obtained [3]:
l ➔) 

e.-e. 
J l 

( 3) 



where Jij is the coulombic integral between the electrons in orbitals 

i and j. However, it is shown that reasonable results are obtained 

without any configuration interaction (CI) corrections [4] and 

furthermore, it is also shown that even a very complete inclusion 

of the configuration interactions does not lead to any practical 

improvements in the results [s]. 

In the FPT method the second-order perturbations on the wave 

functions are calculated [2): the coupling constant can be connected 

with the spin-density psB,sB at nucleus B when the mixing pertur­

bation hA is the contact interaction of the electron and the ma�netic

momentum of nucelus A: 

(4) 

KFPT(AB2 is a constant that depends on the types of A and B. The

calculations must be carried out numerically [2] and demand much 

more computer capacity and time than the corresponding calculations 

by the SOS meth1od. 

The INDO method was mainly developed to imitate the ab initio 

calculations and especially to interpret the properties of the outer 

electrons of molecules [6]. Thus it is reasonable to believe that 

there exists a parametrization that would better interpret the 

spin-spin couplings, which are properties of the electrons in the 

energetically lowest orbitals. It would also be possible to modify 

some approximations made in the method; for example, to parametrize 

the s- and p-orbital Slater exponents separately ( as done in program 

MIND03 [7]). However, the number of such possibilities is too large 

to be considered at this stage. The purpose of this work was to find 

out if there exists a convenient method to optimize the parametriz­

ation within reasonable computational efforts, and after that, to 
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test the method on the optimizing of the parametrization in respect 

of SOS and FPT methods. 

The simplest practical problem was chosen: the INDO parameters 

of hydrogen and carbon were optimized in respect of a typical set of 

couplings in common hydrocarbons. Methane, ethane, ethene, acetylene, 

cyclopropane and benzene were chosen to represent typical structures 

in hydrocarbons. The inclusion of also formaldehyde, methanol and acetalde­

hyde was considered, but the study of the internal correlations of 

the semiempirical parameters suggested that the using them was of no 

advantage. Furthermore, only pure hydrocarbons were studied, because 

the variations in the electronic densities around the nuclei are 

small in these compounds and thus have small effect on the sizes of 

the atomic orbitals [1]. For ethane, the non-averaged couplings were 

taken into account on the basis of the simple Karplus relationship 

[s]. In the case of the SOS method, also the proportionality con­

stant KSOS(AB) was optimized.

THE OPTIMIZATION METHOD 

The problem was dealt with as a solution of a group of non­

linear equations: 

( 5) 

in which the calculated couplings Jk are presented as functions

(Fk' which, however, in this case are not explicit) of the semi-



empirical parameters (pi) of the INDO method. The purpose was to

find the best possible fit to the experimental couplings (J�bs),

within the least squares criterium. 

The problem was solved by using the Newton-Raphson iteration 

that is well-known for NMR spectroscopists from the LAOCOON3 method 

for spectral analysis [9,10], The main principles of the method 

are (i) to guess the trial parameters (p?) and, (ii) then to improve 
l 

them until the best possible fit is obtained. The direction to which 

the parameters are changed can be determined from the partial differ­

entials 

The first difficulty in the task is that the differentials 

can not be calculated directly from the wave functions of the mol­

ecule. In this case they must be calculated numerically: this means 

that the differentation of the couplings of one molecule in respect 

of parameters demands (n+1) complete INDO calculations, which in its 

turn demands a tremendous length of computer time. Furthermore, if 

the equations are far from linear, as they are in this case, the 

iteration does not converge quickly and the number of the iterations 

grows quickly if a complete convergation is desired. 

Secondly, the most serious difficulty was that if the standard 

Newton-Raphson [9 ,10] was used, the iteration did not converge at 

all. This problem is due to the very bad internal correlations bet­

ween the parameters, The internal correlation between the parameters 

pi and Pj is described by the correlation coefficient Kij:

( 6) 

in which (DTD) .. is the i,j element of DTD matrix; D is the partial l] 

differential matrix defined, for example, in Table 1. If Kij is near

to �1, pi and Pj are badly correlated internally and the same effects
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on the calculated couplings are observed if either pi or p
j is 

changed. In practice, this means that the solution of the improve­

ments (dpi and dpj
) on the parameters may give reasonable values for 

(dp.±dp.), but that the individual dp:s may be completely impractical. 
i J 

And this is a big problem in this case. Table 2 shows that the 

internal correlations in the case of the FPT method are often very 

near to +1 .0. 

Finally, there was also the problem of the uniqueness of the 

solutions. In the case of FPT, two equally good minima were found, 

if the only criterium was RRMS. This is of course a very serious 

problem and it cannot be avoided: the best solution must be chosen 

on the basis of other criteria. 

The problems in the calculation of the partial differentials 

and in the slow convergence were greatly reduced by using th� 

following algorithms: 

(i) The partial differentials were calculated only for every 5-

10th cycle of iteration and, furthermore, the matrix was always

stored in the mass memory of the computer. It was found that 

there is no necessity to recalculate the differentials if the 

parameters are not changed more than 20-30 % (except the Slater

exponents). By using the stored matrix, it was possible to 

test the convergence and then to develop the following

algorithms, 

(ii) The absolute values of the correction steps dpi were main­

tained to be smaller than (0.10 x <IPil + 0.3), in order to

prevent the divergence. In other words, a damping factor 0.001

-1.000 was applied.

(iii) In order to find the most reliable minimum, it is sensible to
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optimize the most doubtful parameters. In this case, it is 

sensible to optimize BH and Be first, because they are very

inaccurately given in the original parametrization [6]. 

PROGRAMMING AND CALCULATIONS 

The calculations were carried out by UNIVAC 1100 computer. The 

program SUPER was composed from a self-written iteration algorithm 

and a subroutine modified from program CNIND0/74 [11]. The accurate 

geometries [6,12,13] and the litterature values of the couplings 

were used [6,13,14]. 

The differentation of the couplings given in Table 1 in respect 

of the INDO parametrization, and at the SOS level, demands about 6 

cpu (central processing unit) minutes. One iteration cycle, without 

the recalculation of the differentials, demands about 50 cpu seconGs. 

A reasonable convergence is obtained within 30-60 cpu minutes (15-

30 iteration cycles). The times needed in the case of the FPT calcu­

lations are about five times longer. However, some useful trends can 

obtained by only iterating the parameters for 5-30 minutes (at the 

SOS and FPT levels, respectively), if the partial differentials are 

pr�vlously calculated and stored in the computer. 

RESULTS AND DISCUSSION 

Table 1 contains the partial differentials for FPT couplings. 

The information of the table can be summarized in two paragraphs: 

(i) The calculated couplings are not very dependent on the par­

ametrization: a change of a parameter with 1% very seldom produces 

more than O. 1 Hz change in a·, coupling. The most dependent on the 
1 parametrization are the JCH:s: thus they have the greatest influence

on the result of the optimization. The largest 
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� The normalized partial d i fferent i a 1 s of the calculated coup 1 i ngs in respect 

of the semi emp i r i ea l parameters of FPT / I NDO method. The values of the differentials 

express the changes in 

No. Obs. 

Methane (ref. 6) 

2
JHH • l 2 .40 

1
JCH 125. 00 

Ethane (ref. 6) 
2

JHH • 13. 00 
3

JHH(av.) 8. 00 
3

JHH(anti) 16. 00 
3JHH(gauche) 6 4. 00 

1
JCH 125. 00 

2
JCH .4. 50 

Ethene (ref. 6 I 
2 

JHH 2. 30 
3JHH(ci s) 10 l l. 50 
3JHH(trans) 11 19. 10 

lJCH 12 156. 20 
2

JCH 13 ·2. 40 

Acetylene (ref, 6) 
2

JHH 14 9. 80 
l

JCH 15 248. 70 
2

JCH 16 49. 70 

C:t:cloeroeane (ref. 13) 
2

JHH 
3JHH( ci s I 
3JHH( trans) 
1

JCH 
2

JCH 

17 

18 

19 

20 

21 

Benzene ( refs. 
3

JHH 22 
4

JHH 23 
5

JHH 24 
l 

JCH 25 
2

JCH 26 
3

JCH 27 
4

JCH 28 

.4 .34 

8. 97 

5. 58 

160. 45 

·2 .60 

12 and 14 I 

7.54 

1.37 

0.69 

158. 43 

l. 15 

7. 62 

• l. 31 

the coup 1 i ngs if 1% changes 

Norma 1 i zed 

Ca le. r H r C F2 

C 

·6.13 0.016 -0. 200 ·O. 060 

122.91 l. 596 2. 118 0.055 

·6. 53 ·O. 032 ·O. 178 ·O. 068 

9. 73 0. 163 ·O. 167 o. 009 

21. 77 0.369 ·O. 301 0. 006 

3.72 0 .060 • 0. l 00 0. 01 l 

122. 19 l .462 2 .679 0. 061 

.7. 84 ·O. 175 •O, 065 ·O. 035 

3.76 0 .039 0. 190 •O. 066 

9. 38 0 .096 ·O. 040 0. 024 

25.75 0. 399 0. 014 0. 014 

159. 48 1.685 3. 774 0.074 

·11. 92 ·O. 248 ·O. 541 ·O. 062 

10.63 0.234 0. 147 0.002 

233. 00 2 .031 5. 723 0. 049 

2 .42 ·O. 052 ·O. 154 ·0.057 

0. 92 0 .006 0. 277 ·O .067 

8. 39 0. 189 ·O. 220 o. 007 

7. 86 0. l 11 ·O. 011 0. 004 

165. 96 l. 832 3. 940 0. 045 

.5. 77 ·O. 154 ·O. 099 ·O. 023 

8. 28 o. 220 ·O. 316 o. 012 

2.16 0.064 •O. 122 ·O. 013 

l. 17 ·0.002 o. 107 o. 008 

141.00 0. 892 5. 028 o. 068 

.5. 01 -0. 106 ·O. 173 ·O 049 

9. 49 0.077 0. 255 0 .018 

-2.31 ·O. 019 -0. 327 -0.021 

are app 1 i ed to the parameters, 

different i als ( for p
i :s) 2-

G 1 
C c,H a. s ,C 

-0. 035 o. 033 0. 197 

o. 301 0.018 ·O. 160 

·O. 034 0. 032 0. 251 

0. 016 o. 017 0. 002 

0. 040 o. 042 0. 133 

0. 004 0. 004 ·0.063 

o. 301 ·O. 114 ·O. 073 

·O. 042 ·O. 004 0. 103 

·O. 023 ·O. 006 0 .490 

0. Ol l ·O. 003 ·O. 159 

0. 073 0. 046 ·O. 229 

0.325 ·O. 131 ·0.077 

·O. 094 0. 017 0. 155 

0. 073 0. 033 o. 262 

0.325 ·O. 119 0. 017 

·O. 058 0.059 0. 314 

·O .035 ·O. 001 0. 491 

0.008 0. 026 ·O. 050 

0.016 0. 007 o. 030 

0. 329 ·O. 204 0. 108 

·0.033 ·O. 010 0. 045 

·0.002 0. 036 ·O. 139 

O. Ol 3 0. 015 o. 130 

0. 004 -0. 006 0. 014 

0. 230 ·O 428 0. 036 

·O. 031 ·O 033 0. 248 

o. 040 o. 028 0. 070 

•O. 018 o. 003 0. 014 

a. p, C 

·O. 096 

0. 029 

·0.117 

·O. 016 

•O, 085 

0. 019 

0. 097 

·O. 033 

·O. 180 

·O. 057 

·O. 123 

0.107 

·0.067 

·O. 118 

0.060 

·O. 161 

·0.184 

·O. 005 

·O. 018 

0. 086 

·O. 008 

0. 013 

·O. 049 

·0.007 

0. 266 

·O. 045 

·.O. 070 

0 .016 

SH 

0 .042 

·O. 618 

0. 044 

·O. 123 

·O. 273 

·O. 048 

·0, 653 

0. 087 

·0.052 

·O. 101 

·O .314 

·O. 773 

0. 135 

·O. 123 

·O. 106 

0. 027 

·0.031 

·O. 107 

·O. 091 

·O. 842 

0.065 

·O. 107 

·0.031 

·O .012 

·0.612 

0.043 

·O .055 

0.017 

Sc 

0. 062 

• l. 518 

0. 058 

·O. 079 

·O. 225 

·O. 006 

·l.571 

0. 122 

·O. 169 

·0.019 

·O. 349 

• l. 981 

0. 237 

·O. 271 

·2. 589 

·O. 088 

·O. 151 

·O. 032 

·O. 086 

2. 209 

0. 098 

u. 004 

·O. 052 

·O. 039 

• l. 859 

0. 073 

·O. 235 

0. 106 

2. a. = (I + Au)/2, where I i S the ionization potent i al of orbital u and A i S u u u u 
the corresponding electron affinity 16 I.
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deviation between the observed and calculated values in coupling 

No. 16. It is also very independent of the parametrization, and its 

refinement would demand a very large refinement in the parametriz­

ation. That is why it was neglected in the refining of the para­

meters. 

(ii) The internal correlations of the parameters appear also from 

this table: for example, the differentials of BH and Be are of 

the same sign in most cases and the absolute value of the 

former is significantly smaller. As seen from Table 2, the calculated 

correlation coefficient of the parameters is 0.98. 

Table II contains the internal correlations of the parameters 

in the case of the FPT method and the present data. The table reveals, 

for example, that Be correlates badly with many other parameters.

In practice, this means that in order to test the possibilities to 

improve the model, it is only necessary to optimize Be and few other

parameters which are not correlated with it. Table 3 reveals that 

there are not so many bad correlations in the case of the SOS method, 

and this is why the convergence is expected to be much better if all 

the parameters are simultanously iterated. 

The inspection of Tables 1 and 2 reveals still a very inter-

esting bit of information: the couplings depend on the parametriz­

ation in these two methods in very different ways. For example, the 

correlations between rH and re are 0.91 and -0.55, in FPT and SOS

methods, respectively. This means that if an improvement in the fit 

of the FPT method is obtained by changing (rH+re), the improvement

in the SOS method is observed when (rH-re) is changed. In order to

show the nature of the difference more deeply, Table 4 was included 

in this report. This table contains the specifications of the 

couplings of methanol to the individual (occupied) orbitals. 
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T a b 1 e 2 The internal correlations of the semiempirical 

parameters used in FPT/INDO method. 

r
H 

r
e 

F
2 

G
1 

Cl
H Clse ape SH Sc 

r
H 

1 . 0 0 0. 91 0.64 0.98 -0.60 -0.04 0.38 -0.99 -0.98

r
e 

0.91 1.00 0.62 0.92 -0.83 -0.01 0.52 -0.93 -0.97

F
2 

0.64 0.62 1.00 0. 7 4 -0.53 -0.65 0.78 -0.65 -0.62 

G
1 

0.98 0.92 0. 74 1.00 -0.66 -0 .12 0.48 -0.97 -0.97

Cl
H 

-0.60 -0.83 -0.53 -0.66 1.00 0.04 -0.69 0.65 0. 7 3

a
sc 

-0.04 -0.01 -0.65 -0. 12 0.04 1 . 0 0 -0.74 0.00 -0.02 

Cl 
pC 

0.38 0.52 0.78 0.48 -0.69 -0.74 1. 00 -0.38 -0.42 

SH 
-0.99 -0.93 -0.65 -0.97 0.65 0.00 -0.38 1 . 0 0 0.98

Sc 
-0.98 -0.97 -0.62 -0.97 0. 7 4 -0.02 -0.42 0.98 1.00 

T a b 1 e 3 The internal correlations of the semiempirical 

parameters used in S0S/INDO method. 

r
H 

r
e 

F
2 

G
1 

aH ase ape SH Be

r
H 

1 . 0 0 -0.55 -0.54 0.54 0.78 -0.03 -0. 61 0. 05 0.2 4 

r
e 

-0.55 1. 00 0.43 -0.53 -0.90 0. 1 0 0.63 -0.75 -0.93

F
2 

-0.54 0.43 1.00 -0.89 -0.59 -0.73 0.91 -0.07 -0.2 3

G
1 

-0.54 -0.53 -0.89 1.00 0.73 0.68 -0.98 0.17 0.37

Cl 
0. 7 8 -0.90 -0.59 0.73 H 1.00 0.02 -0.80 0.49 0.73 

Cl 
sC 

-0.03 0 . 1 0 -0.73 0.68 0.02 1.00 -0.62 -0.17 -0 . 14 

Cl 
pC 

-0.61 0.63 0. 91 -0.98 -0.80 -0.62 1 . 0 0 -0.24 -0.45

SH 
0.05 -0.75 -0.07 0. 17 0.49 -0. 17 -0.2 4 1 . 00 0. 91

Sc 
0.24 -0.93 -0.23 0.37 0.73 -0 .14 -0.45 0.91 1 . 0 0 



II 

The results sh0w that it is very difficult to interpret the FPT 

results in similar terms of electron excitations, as it is often 

done in the case of the SOS method [15], Furthermore, the SOS method 

is often claimed to suffer from the fact that the total couplings 

are the sums of very many comparable terms of opposite signs [6], 

Table 4 shows that the problem is at least as serious in the FPT 

method. 

During the study it appeared that it would be interesting to 

carry out the four following different attempts on the parametriz­

ation: to optimize the parameters in respect of 

(I) FPT method, 

(II) SOS method, 

(III) SOS method, to reproduce the absolute values of the

couplings correct, and

(IV) SOS method, reproduce a good fit with other than geminal

couplings.

Table□ 5 and 6 contain the optimized µctrameter sets and the couplings 

calculated by the methods, The goodness of the fits are described by 

standarct deviations between the observed and calculated values, and 

by RRMS (Residual Root Mean Square = the sum nf the squares/(the 

number of the couplings - the number of the optimized parameters)). 

RRMS represents the estimate within which the new parametriz.ation 

predicts the new values of the couplings. 

The results show that in all the cases some improvements are 

obtained. The greatest difficulties appear to be, expectedly in the 

geminal couplings: in the case of the SOS method, no practical improve-

ments are obtained in them. In case I, the new geminal couplings 

are clearly better than before. As mentioned before, in case I 



T a b 1 e 4 

Orbital No. 

2 

3 

4.'.'. 

5 

6 

7.'.'. 

Total (Hz) 

Observedi:l (Hz) 

� Ref. [17]. 

12 

The portions (Hz) due to the individual orbitals 

in the cases of 2J0�,� 
and 3J0�,� 

of methanol.� 

FPT SOS FPT SOS 

1 . 3 0 0. 2 7 0.60 2. 7 9

-6.22 0.55 1 . 81 -7.56 

-0.83 -0 .13 28.29 -10.67

0.00 0.00 0.00 0.00

1 . 6 8 0.20 -54.70 12. 7 0

-3.39 -0.36 40.71 1 5. 1 2

o.oo 0.00 0.00 0.00 

-7. 41 0.52 16.59 12. 38 

-3.00 -3.00 1 0. 2 5 1 0. 25 

b IT·,,type of orbituls.
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T a b 1 e 5 The original [ 6 I and optimized sets 

parameters of hydrogen and carbon. 

Original 

rH 1.2000 

re 1. 6250

F2 

e 0.1737

81 

e 0. 2677

ClH 7. 17 61

·a s,e 14.0510

Cl s,e 5.5720� 

SH 9.0000 

Be 21.0000 

Ksos<HH) 

Ksos<em 

I II 

1 .2411 1. 0064 

1.6749 1. 4840

0.2359 -0.3476

0.0266 0.0200

4.8786 -3.7092 

12.4620 9.7445

5.5720 5.5720

8.7493 3.2444

1 9. 811 7 18.4127

582.1 

780.5 

Optimized 

III 

1 . 211 9 

1.4600 

0.0071 

-0.0148

0. 1 316 

14.2678

5.5720

6.5183 

18.4033 

450.0 

803.3 

of the INDO 

IV 

1 . 5167 

1.4334 

0.2198 

-0.2225

0.3203

1 6. 2216 

5.5720

6.5263 

1 6. 8821

449.8

8 3 2. 1 

as,e was not optimized: it was found during the iteration that 

one of the a-pararne-::ers must be fixed, or the iteration is 

diverged (this can be explained with the role of a:s in the 

diagonals of the Fack matrix). 
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T a b 1 e 6 The observed, non-optimized and by the optimized 

par ametrizations calculated couplings. 

calculated 012timized 

No. !:. Obs. FPT SOS I II III IV 

-12.40 -6. 13 2. 1 6 -8.67 -1 .19 0.12 

2 125.00 122.91 123.36 116. 7 3 123.43 122.37 125.53

3 -13.00 -6. 53 2.32 -10.48 -2.64 0.67 

4 8.00 9.73 7 . 1 6 8.08 8.06 7. 2 5 7. 71

5 16. 00 21 . 7 7 16.57 16. 61 1 8. 01 15. 7 8 16. 2 9

6 4.00 3.72 2.46 3.82 3.08 2.99 3.43

7 125.00 122.19 116. 1 5 119. 5 5 1 21. 98 120.67 121.12
8 -4.50 -7. 84 0. 91 -7.26 -0 .1 0 0.07 
9 2.30 3.76 9 .14 -0.52 0.49 2. 3 0 

1 0 11. 5 0 9.38 7.86 10.44 11 . 1 5 1 0. 21 11 . 1 5 
11 1 9. 1 0 2 5. 7 5 2 0. 21 19.22 20.43 17.97 18. 7 4
12 156.20 159.48 161 . 8 9 162.04 158,56 16 0. 17 157.73 
1 3 -2.40 -11 . 92 2.09 -9.95 0.22 0.27 
14 9.80 10. 63 7.95 4.62 3.84 6.27 9. ·1 ·]

1 5 248.70 233.00 261.22 246.28 249.53 250.14 248.58 
1 51:?. 48. 7 0 2.42 

17 -4.34 0.92 6.49 -2. 97 -0.99 7.28 
1 8 8.97 8.39 7 . 1 0 7.53 7. 2 8 7.43 8.81 
1 9 5.58 7.86 6.52 6.63 7. 26 6.31 6.73 
20 160.45 165.96 157.92 167.91 159.60 162.59 161.63 
21 -2.60 -5.77 0.23 -4.97 -0.07 0.07 
22 7.54 8.28 7. 2 0 8.00 8. 7 5 7. 82 8.33 
23 1 . 37 2. 16 2.06 0.23 0.28 1 . 6 0 2. 69-
24 0.69 1 . 17 0.52 1 . 01 1 . 06 0.66 0.39 
25 158.43 141.00 140.24 156.28 159.25 155. 25 158.50 
26 1 . 1 5 -5. 01 2. 1 0 -4.67 0.32 3.37 
27 7.62 9.49 6.35 5.65 3.75 5. 31 5. 61 
28 -1 . 31 -2.31 0.08 -0,98 0.25 0.49 1 . 06 

Std. dev.1:?. 5.97 5.86 3.69 3.69 4.20 1.33:C. 
RRMS .!?_ 7 . 11 7.00 4. 41 4.40 5. 01 1.75:C. 

!:. See Table 1 . .!?. Observation No. 1 6 is n ot included in optimizations 
£ The original RRMS was 7.60 Hz 
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also another minimum was found, when the iteration was begun without 

1• • • • • 
f F

2 
d G

1 
h a pre iminary optimization o SH' Sc, C an c· However, t e new 

parameters were very different from the originals and the improvement 

of the fit was completely due to improvements in the other than the 

geminal couplings. 

CONCLUSIONS 

The results can be summarized in the following points: 

(i) There exists a method to be used in the developments of more

sophisticated and quantitative semiempirical models for the calcu­

lation of spin-spin couplings. And this can be done with reasonable 

computational efforts, if compared, for example, with typical MINDO3 

and ab initio calculations. 

(ii) The original INDO parametrization [6] can be improved to give

a fit, from 35% (case I) to 75% (case IV) better, between the 

observed and calculated values (if the decrease in the RRMS value 

or standard deviation is considered). The greatest problems are, 

expectedly, in the geminal couplings: the attempts II - III show 

that it is not possible to obtain any practical improvements in 

them within the INDO/SOS method. 

(iii) The optimized parameters, except in the case of FPT, deviate

unreasonably from the originals. 
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